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We present a fermionic description of nonequilibrium multilevel systems. Our approach uses the Keldysh
path-integral formalism and allows us to take into account periodic drives, as well as dissipative channels. The
technique is based on the Majorana fermion representation of spin-1/2 models which follows earlier applications
in the context of spin and Kondo systems. We apply this formalism to problems of increasing complexity: a
dissipative two-level system, a driven-dissipative multilevel atom, and a generalized Dicke model describing
many multilevel atoms coupled to a single cavity. We compare our theoretical predictions with recent QED
experiments and point out the features of a counterlasing transition. Our technique provides a convenient and
powerful framework for analyzing driven-dissipative quantum systems, complementary to other approaches

based on the solution of Lindblad master equations.
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I. INTRODUCTION

Driven-dissipative many-body systems are the subject
of experimental and theoretical investigations at the inter-
face of condensed-matter physics and quantum optics. In
these systems, the interplay between unitary dynamics and
dissipative channels can lead to interesting nonequilibrium
steady states that differ substantially from quantum phases
in thermal equilibrium. A recent example of such a system
involves pump-probe experiments in which driven, out-of-
equilibrium phonons give rise to superconducting correlations
at room temperature [1-5]. Atomic and molecular systems
offer another well-known example of driven-dissipative sys-
tems. Here, the interplay between driving, dissipation, and
interaction facilitates observations of phase transitions such
as the superradiant phase transition that are hard to explore in
equilibrium setups (see Ref. [6] for an introduction).

Understanding nonequilibrium phase transitions of open
quantum systems is a challenging theoretical problem. While
a number of powerful theoretical tools has been developed
for the description of equilibrium phase transitions [7], fewer
tools are available for nonequilibrium problems. The analysis
of driven-dissipative systems requires mathematical tools and
approximation schemes which treat the collective behavior
of large ensembles, strong correlations, and nonequilibrium
physics, on an equal footing. In the field of quantum optics,
master equations are commonly used, since they are well
suited to work with these types of systems [8]. However, alter-
native approaches can provide new insights, using analogies
with out-of-equilibrium solid-state systems.

Field-theoretical approaches, widely used in condensed-
matter and high-energy physics, were developed to describe
out-of-equilibrium many-body systems and are often referred
to as Keldysh path integrals [9—12]. Recent theoretical studies
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demonstrated the particular strength of the Keldysh approach
for the description of nonequilibrium phase transitions in open
quantum systems [13-20]. These works adopted a bosonic
approach, where the continuum limit of a spin model was
considered. Here, we instead opt for a fermionic approach,
which enables us to describe systems with a finite number
of allowed states, such as the lambda or W schemes. This
approach allows us to study nonequilibrium steady states
induced by the interplay between periodically driven fields
and dissipative channels.

In this paper we show how to use fermionic path integrals
to describe open quantum systems of increasing complexity
(see Fig. 1). First, in Sec. II we consider a two-level sys-
tem (spin-%) with dissipation. We use the “drone”-fermion
approach to convert a single spin to two fermions, a Dirac
(complex) fermion and a Majorana fermion [21-31]. This
approach allows us to construct diagrammatic techniques for
the description of the steady-state properties of the system.
The Majorana representation has several advantages and does
not require any constraints, in contrast to bilinear forms of
fermions [32] and bosons (i.e., Schwinger-boson representa-
tion) [11], which require the imposition of constraints onto the
Hilbert space. Another advantage of the Majorana representa-
tion is that calculations of spin-spin correlation and response
functions can be simplified [31,33-35]. Next, in Sec. III we
consider the case of a multilevel system, namely a driven-
dissipative four-level scheme. Using fermionic path integrals,
we determine the conditions under which this system can
be effectively described as a two-level system. In Sec. 1V,
we move to a yet higher degree of complexity. We consider
the coupling between many atoms and a single cavity mode,
giving rise to a driven-dissipative generalized Dicke model.
Our findings are relevant to a large number of different ex-
perimental implementations, including cavity QED [36-43],
trapped ion [44], and superconducting circuits (see Ref. [6]
and references therein). For concreteness, we focus on a
recent realization of the Dicke model [42,45], where we find
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(a) two-level system (b) multilevel atom

(c) generalized Dicke model
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FIG. 1. Sketch of the open quantum systems described in this paper. (a) The two-level system examined in Sec. II, coupled by dissipative
channels (green wiggly arrows). (b) The four-level atom (W scheme) considered in Sec. III A, including pumping fields (red arrows) and
dissipative processes. (c) The Dicke model considered in Sec. IV, describing the coupling between many driven-dissipative atoms and the

quantized field of an optical cavity.

signatures of an unusual lasing instability. Finally, in Sec. V
we compare our results with a mean-field approximation to
the Lindblad master equation, giving rise to a Maxwell-Bloch
description of the system [46].

II. DISSIPATIVE TWO-LEVEL SYSTEM

A. Majorana-Dirac fermion representation

In this section we provide a fermionic description of a
single spin-% coupled to two Markovian baths. This system
can be described by the following Hamiltonian:

H=o0S+ Y v.df d,
k,o=L,R

Qr _
+ Z A—ka_L(dk,LS +d{ )
k

Qr R
+Y A—ka,R(dk,Rv +d] xS, (1)
k

where o, is the two-level splitting, vy, is the bath frequency
for a given k and polarization o, 3= Ao is the two-level to

bath coupling coefficient, d( D s the annihilation (creation)
operator for a bath photon in a given k and o, and S” are the
spin _Z operators satisfying [S%, SP] = igop,S? and gqp, is
the Levi-Civita symbol. The first step would be to describe the
two-level system as two fermions ¢; and ¢, each satisfying
[c;, c;] = §; ;. This notation has the following constraint:

cle, +cley =1, 6)

In this notation the various spin operators (S*) are transformed
as

$sH. 3)

Solving this system (1) with the constraint (2) using field-
theoretical tools can become cumbersome.

We can simplify the problem by using the Majorana repre-
sentation in which the constraint is automatically fulfilled. To
achieve this goal, we represent the complex fermions c¢; and
¢; as a linear combination of four Majorana fermions

3 (0 + iny). (4)

§¢=cle,, S*

—Czl

¢ =3 +in0), =

Here the Majorana fermions n; satisfy n; = 172', n? =1, and
{T]i, T]J} = 25” foralli e [O,x,y, z].

By using the Majorana representation (4), we can express
the constraint (2) as

NzNo + NxNy = 0. (5)
Equation (5) implies that in the physical space n,no|Y) =
—nxy|¥). By multiplying both sides of the equation by 7,
(from the left) and using the properties of Majorana fermions,
we obtain

nolyr) = —anyﬂz|1/f)~ (6)

Equation (6) can now be used to eliminate the Majorana
fermion 7 from the Hamiltonian (1).

In practice, it is convenient to use the mixed Majorana-
Dirac fermion representation (“drone” fermion) [23-25,31],
where two Majoranas are combined into a single com-
plex (Dirac) fermion f = %(nx +iny), and a third Majorana
fermion is denoted by n = 5,. Using Egs. (4) and (6), we
express the Hamiltonian (1) through the  and f operators

cher = fn, e =nf,
e =fTf, e =ff" )

The mixed Majorana-Dirac representation can be conve-
niently mapped into a spin-% system [23-25,31]. To achieve
this task, one needs to identify the full and empty states of the
Dirac fermion, respectively, with the spin-up and spin-down
states of a spin—% system. The Majorana fermion is used to
fulfill the canonical spin commutation relations. Formally, the
mapping is given by

x_l T '__i il
S —2(f fm, = 2(f + i,

1
S =ff- o ®)
or equivalently

1
sz_(f +f)x—

nx":x,

=L - =g
2 T2

o 1
S = Enfx = Enzfx- &)

ny fx ’
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Here we defined 7, = —inynyn, = (1 — 27 f)n. Note that the
“copy-switching” operator 7, (for discussion see Ref. [31])
commutes with the Hamiltonian (1) and is thus time in-
dependent. This property will allow us to simplify the
calculation of some spin-spin correlation and response
functions [31,33-35].

B. Dissipation of a single spin

Using the mixed Majorana-Dirac representation introduced
in the previous section, we can rewrite the effective Hamilto-
nian (1) as

H(O) = waTf + Z vkadlj,adk,a

k.o={L.R}

Q
+ A—Zxk,k(dk,kf*n +d{ gnf)
k

Q
+ A—ixk,L<dk,Lnf +d ff), (10)
k

where the Majorana n and Dirac (complex) f fermions are
introduced using Eq. (7).

We now study the properties of the system using the
Green’s functions on the Keldysh contour [9,10]. In particular,
we are interested in the description of the nonequilibrium
steady state which is the result of the interplay between
driving and dissipation processes.

Bosonic bath. We describe the bosonic bath using the
greater and lesser Green’s functions on the Keldysh contour

D, (t.1) = —ildeo ()d] (1)),
D (t.1) = —ild{ ,(tdyq (1)) (11)

In this work, we focus on Markovian baths, characterized
by Ay (@) = Sk (@) (see also Sec. III B below). Because, by
definition D (@) = Ag,o (@) — ko (@), lesser Green’s func-
tions of Markovian baths are identically equal to zero. Hence
the integral effect of all bosonic modes can be described by
introducing the effective parameters y; and y, :

2 2

Q7L - )
Z 8A2 Dk L(a)) -yt
k

QMg )
Z WDk,R(a)) = —iy,. (12)

Fermions. The Green’s functions of the f and n fermions
are defined as

G, (t.1") = —in@(@"),
G7 (.1 = —i(f() T (),

Gy (t.1") = i(n( (),
G (t,1) = i(f (") f@)).
(13)

In a steady state, the Green’s functions only depend on the
time differences and one can introduce the function /¢ (w) and
the spectral function py(w), such that the Fourier transformed
Green'’s functions read [47,48]

G (w) = —in[1 + hy(®)]pr(w),
G} () = in[1 — hp(w)]pr(w), (14)

Gnn G n
PR LI PR LN
'
Ry =0 Sl SO DN
Q k Q Q
TR)\AR )\kRA}; TZA“ AkLAi
S0 = o ‘ +2 ‘
L 9k %
AL)\kL >\k LAL /\kR /\kR

FIG. 2. Self-energies for the f and n fermions, ¥, and X,.
Solid lines correspond to the Dirac fermion Green’s function and
dashed lines to the Majorana fermion Green’s functions; wiggly lines
represent the Green’s functions of the bosonic bath.

where h(w) is connected to the occupation function
of the f-fermion nf(w) by hp(w)=1-2ns(w);
pr(w) is the spectral function of f-fermion pf(w)=

—1/27)Im [G; (w) — ij (w)]. Similarly, the Majorana
Green’s function is defined as
G; () = —in py(®), (15)

where p,(w) is the spectral function of n-fermion p,(w) =
—1/@2n)Im[G; (») — G, (w)]. Note that the anticommuta-
tion relations {f, f'} = 1 and {5, '} = 2n> =2 imply that
Jdwpr(w)=1and [dw p,(w) = 2.

Our diagrammatic approach starts from the bare Hamilto-
nian H = o, f7 f, which is equivalent to

pr(w) =8(w — ), he(w)=1—2nz(0),
pn(@) = 8(w). (16)

Here n;(0) can be understood as the occupation of fermions
before coupling to the bath. It will not be important for the
subsequent analysis.

Self-energy corrections. We now calculate the impact of
the dissipative bath coupled to the atoms. We consider the
correction to the Green’s function of the f-fermion and n-
Majorana particle. The self-energy of the f-fermion due to the
interaction with the bath is given by the following expression
(see the detailed derivation in Appendix A; see also Fig. 2):

() - THw) =

Ef(a)) =

—i(yy +y1)s
—i(y, — 71)- (17

In the steady state, the ratio between the self-energies on the
Keldysh contour defines the function Zy(w)

L@  _n-n
@ - The) 7t

hy(w) = (18)
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The polarization of the system is given by the equal time
greater Green’s function:

1. 1
SRAOf@) — 1= 5(=2iG5(t.1) — 1)

1 fdo _
_ §<_zl [ 5267 - 1). (19)

By substituting the Greens’ function ij (w) given by Eq. (14)
with i1 defined by Eq. (18) and taking the integral, we obtain

s:(t)

1 —
o lnmm 20)

2y +n

Equation (20) has a simple interpretation in terms of the
spin model; by definition [see Eq. (8)] s, = (S°) and the spin
magnetization in the stationary state depends only on the ratio
between the effective rate of the two dissipation channels.

The self-energy of the n-fermion due to the interaction
with the bath is given by the following expressions (see
Appendix A):

. V=V
EK(a)) = =2i(yy +y )(h (w) — —)
! A Y tv

T (@) = Z)(w) = =2i(y; + m)(l — hp(w) 2 VT),

Ty

(21)

Substituting A7 (w) given by Eq. (18), we obtain
K
2, (w) =0,
v=n\
YR (w) — TA(w) = =2i(yr +y)| 1 — <—) . (22)
! ! P "n+n

Note that when the bath does not have any coherence between
its left and right part, it does not induce any anomalous terms
in the f-fermion Green’s functions, i.e., (ff) = (fn) =0.

C. Spin-spin correlation functions

We now show how to use the Majorana fermion represen-
tation to compute the correlation functions of spin operators.
This calculation involves two distinct methods, depending
on whether the expectation value of the spin operator under
consideration is zero or nonzero. In the former case, the
spin-spin correlation function can be expressed as a single
Green’s function, while in the latter case, the convolution of
two Green’s functions is required. This distinction was not
fully appreciated in the earlier literature [31,33-35].

In the Majorana fermion language, spin-spin correlations
correspond to four-point correlation functions [see Eq. (9)]:

(=1ytns
4

where n, =1, ny =2, and n, = 3. For the sake of con-
creteness, we consider two spin operators, $* and S°, whose
expectation values respectively equal zero and nonzero.

For the former operator, (S*(¢)) = %(nx(t)tx(t)) = 0. This
implies that 7, and 1, fermions are uncorrelated and one can
factorize their correlations. This allows us to break down

SHONIGES (ne(OT®np )T ("), (23)

the four operator average into the product of two operator
averages:

(S*)S* (1)) = HrOTEOIF@) + f1(®)]
x [f(e) + £1aH). (24)

Because 7, commutes with the Hamiltonian (1), it is invariant
in time and (7,(t)1.(t")) = (rxz) = 1. Thus, in the frequency
domain, the correlation function can be represented solely by
the f-fermion Green’s function:

FUS' S @) = 167 @) = 767 (—).  (25)

Substituting the expression for the lesser and greater
Green’s functions we obtain (see the detailed derivation in
Appendix B)

X X4 Y :
FUS'OS (N = 5 @) + () + 71

4 1
2 (@+ )2+ (v, + 1)

In the case of correlation function (S%(7)S*(¢)), the ex-
pectation value of the spin is finite, (S*) # 0, and given by
Eq. (20). Thus, in this case, we are not allowed to decom-
pose the four-fermion Green’s function in the same way as
in Eq. (24). To circumvent the difficulty of accounting for
correlation between the 7, and n fermions we express the
spin operator in terms of f fermions, as §? = f7f — % Since
there are no vertex corrections of second order in the coupling
parameter A, we can express the spin-spin correlation function
as the product of two Green’s functions:

(SIS () = (STONS*()) + GF (¢, HG7 (¢, 1'). (27)

In the stationary state we calculate the Fourier transform of
the spin-spin correlation function, substitute the expressions
for G; (w) and G}f (w), and convolve two Green’s functions to
obtain (see the detailed derivation in Appendix B)

(26)

1
FLUSH)S ()] = 27 ($%)?8(w) + <Z - <SZ>2)
4y +vy)
X —\
@ +4(yr +v,)

These results are in agreement with the Lindblad approach
analysis we provide in Sec. V.

(28)

III. DRIVEN-DISSIPATIVE FOUR-LEVEL SCHEME
A. Model

In this section, we investigate a system consisting of a
multilevel atom, coupled to a dissipative environment and
driven externally by laser fields. Specifically, we consider
an atom with an internal structure represented by four states
with energies ¢,. Figure 1(b) shows the sketch of the system.
Two pairs of states—|1), |3) and |2), |4)—are coupled using
a coherent drive with frequencies wg and w; and matrix
elements Qr and ;. In addition to the coherent drive, this
four-level system is coupled to incoherent bosonic baths that
describe the decay of the states |3) and |4) to the states |1) and
|2), respectively. The resulting scheme is often referred to as
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double-A scheme, or W scheme, and was used by Ref. [45]
to offer a possible realization of the Dicke phase transition.
The model was recently realized in a cavity QED experiment
by Ref. [42]. The same scheme was used by Ref. [49] as a
proposal to realize a spin-squeezed state: see their Supplemen-
tal Material for two specific physical realizations using 8’Rb
atoms.

Our goal is to demonstrate how to treat coherent and
dissipative processes on equal footing using nonequilibrium
diagrammatic methods [9]. As a practical application of our
method, we show how to use diagrammatic techniques to map
this multilevel system to an effective Hamiltonian of a two-
level system with dissipation. At equilibrium, this mapping
can be justified when the temperature is much smaller than
the energy separation between ground and excited states. In
the present nonequilibrium case, the temperature is not well
defined. Nevertheless, the excited states can be integrated out
if one assumes that (i) the atoms are initially prepared in the
ground states |1) and |2) and (ii) the driving fields are far
detuned from the resonances to states |3) and |4). Using the
aforementioned conditions, we will demonstrate that we can
integrate out virtually occupied degrees of freedom, and the
rest of the system can be mapped to an effective two-level
system with dissipation.

The Hamiltonian of the system can be written as the sum
of Hamiltonians corresponding to all processes under consid-
eration, Hy,(t) = H,(t) + Hy + Hyp ine. Here H,(¢) stands for
the Hamiltonian of the atom

4
H,() = ancicn + (QLe""’”ch + QRei“’th;LC3 +H.c.),

n=1

(29)

where H.c. is the Hermitian conjugate. This Hamiltonian
includes processes induced by the external driving.

In Eq. (29) we use the Schwinger-fermion representation
of the states of the system. Here the operators ¢/ create an
electron in the state |n). Note that using these notations we
should keep track of the number of electrons in the system
which should be conserved and equal to one,

4
chc,, =1. (30)
n

In the following, we will derive an effective model and
rewrite it using the Majorana fermion representation without
requiring any constraints on the Hilbert space.

The coupling of the atomic system to the bosonic bath, Hy,
is described though the interaction term Hyp in, Where

Z de]iadk,a9

k.o={L.R}

Hapine = Y A(d, + der)(cles + cjea)
k

+ Y Ar(d] g+ dir)(cies + cfer). (3D
k

H, =

Here the bosonic operators d,:” and dy, describe the pro-
cesses of creation and annihilation of photons with frequency

v and polarization ¢ = {L, R}. The coupling between the
atomic system and the photons is described by the interac-
tion constants A;, Az, which are assumed to be small. For
simplicity, we assume that the emitted photons have different
polarization in the left and right channels and do not interfere
with each other.

The operators di , describe free EM modes with thermal
occupation defined by temperature 7. Their physical prop-
erties are then captured by the correlation function (greater
Green’s function) D;G(O,t) = )»(Zr(dk,a(t)d,j’g(O)). This
function can be written as a sum of its symmetric
Sy (t) = Sy (—t) and antisymmetric A, (¢) = —A,(—t) parts,
D;U(O, t) =As()+ Sy (). The components A, (¢) and S, (¢)
are associated with dissipation and fluctuations of the bosonic
bath, respectively. At thermal equilibrium, these functions are
related by the fluctuation-dissipation theorem [12]

S (w) _ w
ey = coth (ﬁ) (32)

where A, (w) and S, (w) are the Fourier transform of the cor-
responding time-dependent functions. Although the d modes
are assumed to be at thermal equilibrium, the entire system is
out of equilibrium due to the time-dependent driving term in
Eq. (29).

B. Rotating wave approximation

In the laboratory frame, the Hamiltonian describing the
driven-dissipative system, H,,(¢), is explicitly time-dependent
due to the coherent driving. To obtain an effective time-
independent description of the problem, we now move to a
frame that rotates at the frequency wq, = %(wR + wy). Mathe-
matically, the transition to the rotating frame is performed by
the transformation

_.op-og
—5t

c|1 — Cq, C) —> (e s
c3 — cze oy — cheT O
dr.o — dpge . (33)

Under this transformation, the Heisenberg equation of motion
of the new variables is determined by the following Hamilto-
nian, Hy, = H; + Hy + Hp i

4
H = Z Anchen + QL(CIC4 + c:[cl) + Qgr(cyes + C;Cz),

n=1

’ Z : ’ T
Hb = vk’gdk’gdk,(,,
o,k

wb.int = Z )LL(dkT,LC;Czt + dy.1c402)
K

+ D hr(d] geies + direcen), (34)
k

where Al =¢£1, Az =82—(a)L—a)R)/2, A3 = &3 —
(wp +wg)/2, and A4 = e4 — wy. Here we neglected the
counter-rotating terms of the light-matter interaction Hiy
which oscillate at the optical frequency w,, (see Appendix C

for more details).
In the rotating frame, the eigenfrequencies of the bosonic
baths are shifted from the original ones by v,’m = Vro — Wgr-
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This results in a modified fluctuation-dissipation relation:
Eq. (32) becomes

S (@) Sy(w+ war) h(w+wdr>

= = co (35)
Al (w) As(w+ wqr) 2T

In quantum optical systems, the driving frequency wg, ~
10" Hz is the largest frequency in the system, and in par-
ticular it is much larger than the typical interaction scale
w ~ 10°-10° Hz and the temperature of the bath T ~ 300 K
~10'2 Hz (for room temperature experiments). Under these
two conditions one can safely approximate coth (wy,/2T) ~
1. This approximation is equivalent to the common Born-
Markov approximation used in the master equations’
approach [8].

Under this approximation, the following relations between
the antisymmetrized and symmetrized parts of the correlation
function of the two baths can be established:

AL (0) = S, (0) = A(wqr). (36)

Let us stress that both A/ (w) and S (w) are symmetric with
respect to w — —w. This makes the Markovian bath different
from zero-temperature ones, where S(w) = A(w)sgn(w) and
their product is always antisymmetric.

C. Two-level effective model: Adiabatic elimination approach

We now assume that only two states of the atomic system
are physically occupied. This allows us to derive an effective
two-level model with dissipation. We eliminate the virtually
occupied states, |3) and [4), by using an elimination proce-
dure based on the path-integral technique [50]. This step is
equivalent to the common “adiabatic elimination” used in the
context of Markovian master equations [8,51]. Specifically,
we represent the system using Grassmann variables in the
path-integral approach. The part of the action containing states
|3) and |4) is quadratic in the corresponding fermions c3
and c4 with a linear coupling to the other states. We use the
Gaussian integral identity,

/d@ de e—ifc.EG;lL'-i—EV-&-Vc — det Gc—le—ifc ‘7GL.V7 (37)

where ¢ and ¢ are Grassmann variables, G.(t,t’) is the
unperturbed (bare) Green’s function corresponding to these
variables, and V (¢) represents linear couplings to the rest of
the other degrees of freedom of the system. The integral fc
represents the integration along the Keldysh contour.

With the help of Eq. (37) we integrate the variables that
correspond to states |3) and |4). If the integration is performed
exactly, the problem becomes non-Hamiltonian due to retar-
dation effects that come into play. This complication can be
avoided if the pumping drives are far detuned from the excited
state. In particular, the bare Green’s function of the fermions
c3 and ¢4 in the rotating frame reads

1

R —
Gl = oAy

(38)
where A, is the detuning of the corresponding state. When
the detuning A3(Ay) is larger than all relevant energies, w <K
A, the Green’s function (38) can be approximated with an

expression local in time:

G (w) ~ ALC — G.(t, 1)~ Aicw —1). (39)
In this approximation, there are no retardation effects and
the problem remains Hamiltonian (see Appendix D for more
details). This derivation also shows how to extend our analysis
to the non-Markovian case by taking into account higher-
order terms in w. This is the Keldysh analog of the com-
mon derivation using master equations, where the nontrivial
Nakajima-Zwanzig formalism is required to take into account
higher-order terms [52].

Using expression (37) and approximation (39) we obtain
the new effective Hamiltonian. We recast it in the following
form, Hap = Ha + Hp + Hab,inl:

;
Ha = w502,

Hy = Za)k,(rd]j’adk,(r»
o,k

Q
Hab,int = Z A_L)\L(d,:LC;rC] + dkchICz)
& L

Q
+ A—iARw,chIcz +drcher).  (40)
k

where we introduced w, = Ay — A + i—if — i—%. After the
adiabatic elimination, the term related to the bosonic bath, Hy,
remains unchanged.

Note that the constraint in Eq. (30) should be fulfilled.
After the elimination of the states |3) and |4), this constraint
reads

c;rcl + c%cz =1. 41

It shrinks our physical Hilbert space to the two states |n; =
1,n, =0) and |n; = 0, n, = 1). The Hamiltonian (40) and
the constraint (41) is equivalent to a spin-1/2 system coupled
to Markovian baths and can be analyzed with the tools devel-
oped in Sec. II.

IV. ENSEMBLE OF ATOMS INTERACTING WITH
A SINGLE-MODE OPTICAL CAVITY

A. Effective model

In the previous Secs. II and III, we discussed the diagram-
matic description of a single multilevel system coupled to a
dissipative bath driven by an external field. We demonstrated
how to describe properties of the system using the fermionic
representation of the system. This formalism is readily ap-
plicable to the description of driven-dissipative ensembles of
atoms interacting with bosonic fields. In particular, we provide
an example of an open quantum system of N four-level atoms
interacting with a single optical mode cavity. We consider the
dissipation of the cavity, as well as the dissipation of each
four-level atom. Figure 1(c) shows a sketch of the system. The
scheme was proposed as a realization of the generalized Dicke
model in Refs. [45,53].

We describe the system with the Hamiltonian consisting of
three parts, H = H, + H. + Hiy,, where the atomic part of the
system, the optical cavity, and the interaction are characterized
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by H,, H., and Hi, correspondingly. The atomic part of the
system is a sum over independent single atom Hamiltonians
interacting with a dissipative bath H, = ZLV H, o, where H,
is given by Eq. (29). The optical mode is described as a
single harmonic oscillator with frequency wy, coupled to a
dissipative bath, described by the Hamiltonian

H, = woa’a+ Y afblb, + > ki(bja+ba’).  (42)
k k

Here the operators a’ and a represent the creation and annihi-
lation of the cavity photons; b,t and b, represent the creation
and annihilation operators for the cavity bath. The coupling
is defined such that ), %ZB,? (w) = —ik, where B~ (k) is the
larger Green’s function of the bath and « is the cavity decay
rate, in analogy to Eq. (12).

The interaction of the atomic system with the cavity mode
is analogous to the atom-bath Hamiltonian (31):

N
Hy = Z nL(aTcZ’zan + acZAcn’z)
n=1

N
+ Z r}R(aTcz’lcn’3 + aczjcn’l), (43)

n=1

where n; and ng are the atomic couplings between the high-
energy and low-energy states. The coupling between the
atoms and the cavity field (43) is similar to the coupling to
dissipative channels in Eq. (40), but there is an important
distinction. The difference concerns the coherence between
the right and left part of the system. The dissipative modes
typically do not show any coherence between the photons
spontaneously emitted in the right and left atomic dissipation
channels. In contrast, here we assume that the cavity photons
emitted in the right and left channels are coherent.

We now proceed in full analogy with the derivation in
Sec. II. First, we rewrite the Hamiltonian in the rotating frame
and use the rotating wave approximation. Second, we elim-
inate the virtual states and derive an effective Hamiltonian.
Lastly, we rewrite this Hamiltonian using the mixed Majo-
rana fermions representation. After these transformations, the
atomic Hamiltonian H, becomes equivalent to a sum over
terms of the form of Eq. (10), the cavity frequency is shifted to

RN
=wy— Wy + — — —, 44
we = Wy wd+AR AL (44)

and the interaction term becomes
N
Hine = Z)L(aTnnfn + afanln)
N

+ Y Nanafy +a' fin), (45)

where the effective couplings are A = QRnRAEI and A =
QLnLAZl respectively for the rotating and counter-rotating
terms. This Hamiltonian can be written more compactly
using the Nambu notation. If we represent the creation
and annihilation operators of fermions and bosons with the
vectors f7 = (f, f7) and a’ = (a, a’) correspondingly, we

can rewrite Eq. (45) as

-1 N
Hy =a'Af 7y, A= (_A, k), (46)
where A is the interaction matrix.
To help the comparison with related works, we point out
that the resulting Hamiltonian can be written in the spin
notation as

H = H, + H. + Hyy, (47)

with

N
Hy=Y oS+ v ,df dis
n o,k
Y Q
L —_
+2) > A—,\L(d;Ls; +d 1S))
n k L

N
QR ¥ _
+2)°) —ARAR(dk’RSn + di &S,
n ok

H. = w.a'a+ Z v,’cb;ibk + Z /ck(bZa + bkaT),
3 k

N N
Hy =) 21(a'S; +aSH)+ > 21 (aS, +a'S}). (48)

This Hamiltonian is known as the generalized open Dicke
model [45,53] and has two important limiting cases: (i) A = A/
is the limit of the Dicke model [54,55] and (ii) in the limit A/ =
0 the model is equivalent to the Tavis-Cumming model [56],
the many-body version of the Jaynes-Cummings model [57].

B. Diagrammatic approach

We are interested in the description of the steady-state
phase diagram of the system. In particular, in the limit of
the Dicke model, A = A/, there is a phase transition between
a normal and a superradiant phase [14,15,46,53,58-68]. The
transition takes place when the interaction of the cavity mode
with the atomic system softens the cavity mode. At the tran-
sition the system becomes unstable with respect to the normal
phase; thus the cavity gains a macroscopic occupation.

In Fig. 3, we show the self-energy contributions to the
cavity photons, and the Majorana and Dirac fermion Green’s
functions (Il,, %, ,, and Xy ,). These contributions come
from the various processes described by the Hamiltonian H,
which includes the cavity-atom coupling (45), as well as the
coupling of the atoms and of the cavity to incoherent bosonic
baths. Note that the self-energies of the Dirac fermions Xy ,
and the cavity photon IT, are matrices whose elements are
calculated by the matrix multiplication of the interaction con-
stant A [Eq. (46)] with the corresponding Green’s function.
In contrast, the self-energy of the Majorana fermion is a
scalar; it is given by the trace of the corresponding self-energy
matrix.

Different contributions to the self-energies are classified
according to their scaling with the coupling strength A and
the number of atoms N (see Fig. 3). In particular, the cavity
photons are coupled to the atomic system by the generalized
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FIG. 3. Self-energy contributions to the Green’s functions of the
cavity photons, IT,, the Majorana fermions, %, ,, and the Dirac
fermions, X ,.

Dicke interaction term (45). The contribution from each atom
is proportional to A%. Under realistic assumptions, A is very
small and the self-energy contributions from a single atom
are negligible. However, by summing up the contributions
from N atoms, one obtains a self-energy proportional to N AZ.
For N > 1, this collective contribution can have a significant
effect on the cavity [69].

The Dirac fermion’s self-energy has two types of con-
tributions. The first contribution comes from the interaction
with the cavity photon and is proportional to A%. The second
contribution comes from the interaction of the atom with the
incoherent bosonic bath and does not depend on the coupling
strength. Thus, in the limit of small A, the first contribution
can be neglected.

J

[M¥ )],

The scaling arguments presented above can be put on a
solid theoretical ground by introducing the rescaled effective
couplings g = /N and g = N Using this notation, the
interaction term in Eq. (48) reads

1nt—§

(aTS +aS+)+ZT(aS +d'Sh).

(49)

The model is then studied in the limit of N — oo, while
keeping fixed g and g'. This procedure allows one to perform
a controlled resummation of a specific subset of diagrams,
whose prefactor does not tend to zero in the limit of N — oo
[14,17,18,70,71]. From a physical perspective, this “large-N"
approximation is equivalent to neglecting the feedback of the
cavity on the spins.

We now focus on the nonequilibrium steady state of
the system in the long-time limit. The equations for the
out-equilibrium dynamics of the system are provided in
Appendix E. In practice, the calculation should be organized
as follows. First, the correction to the Green’s functions of
the fermions due to the interaction with the dissipative bath
should be calculated. Then those Green’s functions are used
for calculating the correction to the cavity photon Green’s
function.

In Sec. IIB, we provided the calculation of the self-
energies of the fermion interaction with the dissipative bath.
We use those calculations as an initial point for calculating the
self-energy of the cavity photons. We notice that in the lowest
order

ZZA /da Gf u(@ = )] 4, Gy () Apa, (50)

where the Greek indexes correspond to the matrix elements in the Nambu space and A is defined above in Eq. (46). In fact, we
notice that the self-energy of the cavity photon can be interpreted in terms of spin-spin correlation functions [18]. Indeed, using
the connection between fermion and spin representations (8) we can rewrite the self-energy as

[ME ()], = SXn:ZA [(

([S7(0), ST())] 0 )}

Agy, 51
FUISH0), S~ (0)N)] / G

where F[{[S™(0), ST(¢)])] is the spin response function at frequency w. As we showed previously in Sec. I1 C, the calculation
of the spin-spin correlation functions can be simplified using the Majorana fermions representation. In particular, for the case of

the spin response function, we have F[{[S™(0), ST(H)])] =

GK(w)/4.

Substituting GI; (w) in Eq. (51) we obtain the following expression for the self-energy of the cavity photons:

(115 (@)],,

—2221\

n. pp

0
|:(w w; +lF . )] Aﬁ/a’, (52)
w+w +il" BB

where I' = y; + y, is the relaxation rate of the ([S(0), S.(#)]) response function. Note that, as in the calculation of the response
functions, only the poles in the lower complex half plane contribute to Eq. (52).

We calculate the Green’s function of the cavity photons using the Schwinger-Dyson equation [72,73], D

(where D;(l) is the inverse bare Green’s function):

[(DE@) '], = [ME@)],, +

w— w.+ ix 0

''=T1,+ D,

. >i| . (53)
— Ik oo’

0 —w — W,
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Here the coefficient « includes all the cavity leaking
processes.

C. Superradiant transition

One of the key properties of the Dicke model is the
presence of a phase transition between a normal phase and
a superradiant phase, known as the superradiant transition of
the Dicke model. (Not to be confused with Dicke superradi-
ant which occurs in free space—see also Ref. [6] for more
details.) The phase transition manifests itself as a dynamical
instability of the cavity and, hence, can be detected by con-
sidering its response function, namely the retarded Green’s
function GR. At the superradiant phase transition one of the
poles of the Green’s function crosses the origin of the complex
plane and acquires a positive imaginary value. At this point,
the response becomes an exponentially growing function of
time, indicating a dynamical instability. For a Gaussian theory,
the poles of the retarded Green’s function G® correspond to
the zeros of the inverse Green’s function DX, leading to the
following condition for the superradiant transition:

lim det [ Dg()] = 0. (54)
Substituting the Green’s function (53) into this expression

we obtain the following algebraic equation for the superradi-
ant phase transition:

45208 — (&)
+4a)cwzsz[g + (g) 1

+ (1% + 0?) (I + )
—4kTs.[¢ — (§)1=0, (55)

where we introduced the total decay rate I' = y4 + y, and we
recall that s, is given by Eq. (19). The latter two parameters
are controlled by the incoherent bosonic bath which is coupled
to the atomic system. Solving Eq. (55) for g and g with fixed
parameters I, s;, k¥, ., and w, provides a critical line of the
superradiant transition.

For a fixed g/¢ ratio, Eq. (55) predicts that the Dicke
transition occurs at

» _ (R—D(ww;+Rkl)
8erit = 4R251

X 1—\/1—

where R = [1 — (¢//)*1/[1 + (¢'/8)°].
In the limit g — ¢, R — 0 and Eq. (56) reproduces the

. . . 2)(r?
expression for the critical coupling g2, = W for

the Dicke model with the cavity and spin dissipation processes
[18,46,66]. For g = 0 (R = 1), the critical coupling does not
have real solutions. Thus we recover the result of the Tavis-
Cummings model, which does not have a transition in the
presence of dissipation [74].

In Fig. 4 we show the critical lines of the generalized Dicke
model with dissipation for parameters relevant to the experi-
ment of Ref. [42] (see the discussion in Sec. IV E). We show
how the values of g and ¢’ vary with the spin decoherence rate
I" and polarization s,. We specifically consider three limiting
cases: (i) the limit of zero atomic dissipation I' = 0 and fully
polarized initial state s, = —1/2, (ii) zero atomic dissipation

Rt )+ o)
(wew, + RicT)?

. (56)

g/g'

50 100 150 200
Max(g,g") [kHz]

FIG. 4. Critical line of the generalized Dicke model with dis-
sipation. Different colors represent different parameters of the sys-
tem. We considered the cavity mode with frequency w. = 100 kHz
and dissipation « = 100 kHz, with the two-level splitting w, =
77.2 kHz. The solid blue line corresponds to the case I' =0, s, =
—0.5. The dashed red line is I' =0, s, = —0.25 and the dotted
dashed green line I' = 50 kHz, s, = —0.25.

I' =0 and partially polarized initial state s, = —0.25, and
(iii) small atomic dissipation with a steady-state polarization
s, = —0.25. The critical line for different polarization and
dissipation rates shows a qualitatively similar behavior. The
minimal critical coupling is achieved when g = ¢, which cor-
responds to the case of the Dicke model. The critical coupling
increases when the ratio between the rotating and counter-
rotating terms becomes either larger or smaller than 1. Indeed,
in both limits of g/¢ > 1 and g/¢ < 1, the systems become
equivalent to the Tavis-Cumming model and superradiance
cannot be achieved. Furthermore, when initially the system
is not in the fully polarized state, the critical line is shifted to
the higher coupling strength. This effect is ultimately due to
the fact that the spin response function F[([ST(0), S*(1)])]
is proportional to the polarization of the system; see, e.g.,
Eq. (52). Thus it is natural to expect that partially polarized
systems are less superradiant. Adding the dissipation makes
the critical line less symmetric with respect to the g = ¢
line. By its nature, atomic dissipation decreases the effect
of the counter-rotating terms. Hence larger coupling to the
counter-rotating terms g’ is required to get to the superradiant
phase.

D. Stability diagram

The superradiant transition discussed in the previous sec-
tions is similar to the phase transition of the Dicke model at
thermal equilibrium. For example, the critical exponents of
the driven-dissipative model are the same as an equilibrium
one at a finite effective temperature [14,18]. An important
question is whether this model can display properties that have
no equilibrium counterpart [75]. In this section, we identify
one instance of a genuine nonequilibrium effect, namely a
dynamical instability of the system, which cannot be mapped
to a Dicke transition.

Dynamical instabilities can be studied by observing the
position of the poles of the dressed Green’s function of the
cavity, D®(w). The function is given by Eq. (53) and has four
poles. Note that by the construction of the Green’s function
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FIG. 5. Left panel: stability diagram of the generalized Dicke model with dissipation and cavity losses. Here we use the same parameters
as in Fig. 6. Colors decode different phases which we characterize by the position of the poles of the cavity photon’s Green’s function Df (w)
(53). Phase (0) is white in the main figure. Positions of the poles corresponding to different phases are depicted in the right panel (see also
Table I for details). Phases (0 and 1) are stable; phases (2-6) are unstable. The Dicke-type transition obtained from Eq. (55) is shown with a
solid line. The “counterlasing” instability calculated from Eq. (57) is shown with an arrow.

in Nambu space, the poles either occur on the imaginary axis
or come in pairs with the same imaginary part and opposite
real parts, w, <> —w),. A phase is stable if the imaginary parts

of all the poles are negative, such that GR(t — ' — oc0) — 0.
This property leads to two fundamentally different types of
instabilities, depending on the number of poles that cross the
real axis. In the Dicke transition, a single, pure imaginary pole
crosses the origin of the complex plane. Alternatively, one can
have a pair of poles that (contemporarily) cross the real axis,
giving rise to a distinct type of instability.

Figure 5(a) shows the complete phase diagram of the
generalized Dicke model with dissipation. This phase diagram
demonstrates several different phases including the normal
and superradiant phases. See also Table I for the characteri-
zation of all phases. The black solid line represents the points
where the Green’s function has a pole at zero frequency,
Eq. (55). Note that this line can either separate a stable phase
from an unstable one (like in the case of the Dicke transition
between phases 1 and 6) or two unstable phases [see the upper
part of Fig. 5(a), where the black line separates the unstable
phases 5 and 4].

In addition to the Dicke transition, the present driven-
dissipative Dicke model shows a second instability line be-
tween phase 0 (white area, stable) and phase 2 (light-blue area,

unstable). As shown in Fig. 6(b), this transition involves the
simultaneous transition of two poles across the real axis.

In order to gain a physical understanding of this instability,
we now derive analytic expressions for the instability in two
limiting cases: (i) no rotating terms g = 0; (ii) zero dissipation
I' = 0 case. In both cases, we find simple analytic expressions
for the transition, by looking for the point where the imaginary
part of the relevant eigenvalues vanishes. As we will see, the
instability occurs when counter-rotating terms overcome the
cumulative effect of dissipation and rotating terms, and will
be referred to as a “counterlasing” transition. Signatures of
this transition were recently observed in the experiments of
Ref. [42], and are presented in the next section.

We start with the description of the counterlasing instabil-
ity with finite dissipation and g = 0. This instability has been
observed in [43] and referred to as a single beam threshold. In
this case, the transition occurs at the critical coupling

, (57)

crit —

;o _FK[(F+K)2 +(wz+wc)2]
25, (T + k)2

where we are assuming that s, < 0. This point is indicated by
an arrow in Fig. 5(a).

TABLE I. Phases of the generalized Dicke model classified according to the position of the poles of the retarded Green’s function of the
cavity photon DF(w) (53). For fixed g and g’ the Green’s function Df(w) has four different poles.

Unstable superradiant

0 Normal

1 Damped

2 Unstable oscillatory
3 Unstable

4 Unstable

5

6

Unstable superradiant

Re[wy] # 0, Im[w,] < O for all @
Re[w; 2] # 0, Im[w; 2] < 0, Re[ws 4] = 0, Im[w; 4] < O
Re[w; 2] # 0, Im[w; 2] < 0, Re[ws 4] # 0, Im[w; 4] > 0
Re[w; 2] # 0, Im[w; 2] < 0, Re[ws 4] = 0, Im[w; 4] > 0
Re[wi2] =0,Im[w;2] < 0,Re[w;4] =0, Im[w34] >0
Re[w; 23] =0, Im[w; 23] < 0,Re[ws] =0, Im[wy] > 0

Re[w; 2] # 0, Im[w; »] < 0, Re[ws;] = 0, Im[w;] < 0, Re[ws] = 0, Im[w4] > O
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FIG. 6. Comparison between (a) experimental and (b),(c) theo-
retical phase transition diagrams for the generalized Dicke system.
N, SR, and U denotes normal, superradiant, and unstable phases cor-
respondingly. Parameters used for theoretical calculation correspond
to the experimental data: cavity mode frequency w, = 100 kHz,
dissipation ¥ = 107 kHz, and energy splitting w, = 77.2 kHz. In
theoretical calculations, we consider that the atomic interaction with
the incoherent bath partially polarizes the system, s, = —0.25, and
the strength of dissipation is I' = 30 kHz (b) and I = 0 kHz (c).

To understand the nature of the transition, let us now
focus on the case of a small cavity decay I' > «, and assume
that all the atoms are initially polarized down s, = —1/2.
The instability can be easily understood by considering a
single atom coupled to the cavity via the interaction H' =
2¢(Sta+S~a') +2¢(STa’ + S"a). Because the model
does not have rotating terms, photons can be created only by
the term gS*a'. According to Fermi’s golden rule, the rate
of this process is (¢')*p4(®w.), where pu(w.) = Im[1/(w, —
w, + iI")] is the atomic density of states. The system becomes
unstable when this rate is larger than the photon decay rate
K, or

for T'>«k. (58)

f K[F2 + (w; + wc)z]
8erit =4/ — 2SZF

This expression is indeed the limit of Eq. (57) for I" > «.
This instability is equivalent to a lasing transition, where the
rate of photon generation becomes larger than the rate of
photon decay. Unlike the usual lasing transition, the present
instability is driven by counter-rotating terms.

Let us now consider the case of zero atomic dissipation
I' = 0, where the instability occurs at

4w, w,

g— -
?_JIKLH%+%V o

If we assume the cavity to be initially empty (Markovian
bath), only two terms of H' can act on the state, namely
2¢S~a" and 2¢'STa’. These two terms respectively flip the
spin from down to up and vice versa. Their rates are respec-
tively given by Veft,| = (g,)zpc(wz) and Veft,t = gzpc(_wz),
where p. = Im[1/(w — w. + ix)] is the density of states of
the cavity. The system becomes unstable when the effective
flip rate upwards is larger than the downwards flip rate. Thus
this instability occurs when yes,4 = Ver,|. This condition is
equivalent to Eq. (59).

E. Comparison with experiments

We now compare the result of our calculation with a recent
experimental realization of the generalized Dicke model using
a gas of ultracold ¥ Rb atoms confined to a high finesse
cavity [42]. The atomic system used in the experiment has a
multilevel structure which is similar to the four-level scheme
considered in this paper [see the sketch in Fig. 1(b)]. The main
difference is that, after adiabatic elimination, the experimental
system maps onto the spin-1 generalized Dicke model, while
in this paper we consider a system where the atoms are
effectively described as spin-% models. As the atoms are
highly polarized in the normal phase, we expect the spin-1
and spin-% models to behave similarly.

Figure 6 shows the comparison between the experimentally
observed phase diagram and the theoretical calculations with
and without atomic dissipation. The choice of the somewhat
unnatural axes [“g/g” vs “Max(g, ¢')’] is determined by
the details of the experimental protocol, in which g and ¢
are adiabatically turned on at a fixed ratio (i.e., along the
horizontal lines of Fig. 6). The threshold to instability was
experimentally determined as the value of the parameters at
which a jump in the number of photons was observed. The
experimentally observed phase diagram [Fig. 6(a)] includes
three distinct regions, which we identify with the normal
(white), the superradiant (orange), and the so-called “coun-
terlasing” (light-blue) phases [42].

Our calculations demonstrate the importance of the sin-
gle atom decay and dephasing channels, modeled by I'. In
Figs. 6(b) and 6(c), we compare the theoretical predictions
without dissipation, I' = 0 kHz, and with a weak atomic dis-
sipation, I' = 30 kHz. According to Eq. (59), in the absence of
dissipation, the region where g/¢ < 0.53 is unstable, for any
value of ¢. A similar result was obtained in [42]. This theoret-
ical prediction is inconsistent with the experimental findings,
which found a sudden jump in the number of photons at a
finite value of g'. Figure 6(b) shows that, when dissipation is
present in the system, the “counterlasing” transition occurs at
a finite value of g'. Moreover, the instability threshold shown
in Fig. 6(b) allows us to indirectly access the microscopic
parameters of the model using Eq. (57). Our theory provides
the best fit to the experimental results with I' = 30 kHz.
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V. COMPARISON WITH LINDBLAD MASTER EQUATIONS

A. Spin-spin correlations of a dissipative two-level system

We now use the Lindblad master equation to compute the
spin-spin correlation functions for a two-level system with
decay rates y, and y;. As we will show, the results of this
approach are the same as those obtained in Sec. IIC using
fermionic path integrals. According to the quantum regression
theorem [52], in the case of Markovian master equations,
the spin-spin correlation functions can be directly computed
from the evolution of the spin operators. In the absence of
spin-cavity coupling (g = g = 0), one obtains

Sit) = e P[SHE) — 5] + 5
SE(t) = e T (S5(t) cos [, (t — )]
— 8ty sin [w,(t — 1))]). (60)

To obtain the spin-spin correlation functions it is now suf-
ficient to multiply both sides of Egs. (60) by the rele-
vant spin operator at time t’. Finally, by using the iden-
tities (S7(¢")S7(t")) = 1, (SP()SM (1)) = Ligum (SI(t)), and
(S; (")) = s,, we find

—2I(t—t")

(Sz)si(h) = — 2(e2 ),
—L@—t")
(Sf(t)sf([’» = (cos[w,(t — ]

— 2is, sin[w,(t — 1")]). 61)

This expression agrees with the diagrammatic approach,
Egs. (26) and (28) (shown in Fourier space).

B. Lindblad master equation of the generalized Dicke model

In this section, we compare our results obtained using
Keldysh formalism with the predictions of the Lindblad ap-
proach. Our starting point is the generalized Dicke model,

J

—we + Ik 0
0 w. + ik
| (=2 _(e=9)
M= N Sz N Sz
i) o ietd)
ﬁ Z ﬁ Z
0 0

and s; = (57) = (%) is given by Eq. (20).

C. Superradiant transition

Following the analysis in Sec. IV C we define the superra-
diant transition with the condition that one of the eigenvalues
of M is exactly equal to zero. Equivalently this condition
can be written as det[M] = 0. Taking the determinant of
the matrix M, we obtain the condition for the superradiant
transition, which is identical to the one obtained using Green’s
functions, Eq. (55).

Eq. (47). We focus on the steady state of the system, induced
by the interplay between this Hamiltonian and the dissipative
channels associated with the cavity decay «, and the single-
atom losses y4,,. In the rotating frame, the system can be
described by the Lindblad master equation:

dp . o -
— = —ilH, p]+«Dla] + Xi:(yTD[S?] + v, DIS; D,

(62)

where D[x] = 2xpx’ — {x'x, p}. Following Ref. [46], we first
use Eq. (62) to derive the equations for the collective variables
a, §*, 87, and S%, where §" = va Si'/N. Using the commuta-
tion relations [a, a’] = 1 and [S", $] = isnszl/N, we obtain

da = —(iwe + k)a — i(g+ §)VNS* + (¢ — g)VNS’,

X ) l(g, - g) z X
35" = —w,8 — Ts~(a —d')—Ts",
8,8 = w,8* — (g +Ng )Sz(a +da")-Ts,

1 1
8;Sz = —2V¢<§ + SZ) + 2)/T (E — SZ)

8+8) i, g —28)
Sa+a")+ ————=>8"
\/ﬁ (a “ ) \/N

where I' = y; + y,.

We now determine the phase diagram of the model by
studying the linear stability of Eqs. (63), around their nor-
mal phase, defined by (a) = (§*) = ($¥) = 0. The resulting
equations of motion are best described in terms of the vector
SR” = (8a, 8at, §5*, 857, 85%), where we have defined §5* =
S* — (8%) and 8a = a — {(a). Up to first order in SR, Egs. (63)
lead to

+ (a—a"), (63)

—10,6R = MR, (64)

where the linear response matrix M is defined by

—(g+g)WN i(g—g)WN 0
(g+&WN i(g—g)WN 0
ir iw, 0 (65)
—iw, ir 0
0 0 2il

VI. CONCLUSIONS AND OUTLOOK

In this paper, we presented a fermionic path-integral anal-
ysis of driven-dissipative atomic systems. Our goal was to
demonstrate that the Keldysh diagrammatic technique is suit-
able for the analysis of many-body atomic systems that have
a multilevel structure and interact with both coherent and
incoherent photonic modes.

First, we showed that the Majorana fermion representation
can simplify the calculation of spin-spin correlation functions.
We demonstrated that, when the expectation value of the
spin in the steady state is zero ((S*) = 0), the corresponding
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spin-spin correlation function [(S*(¢)S%(¢'))] can be calcu-
lated as a single Green’s function. This is in contrast with
the case where the expectation value is finite ((S*) # 0) and
the corresponding spin-spin correlation function needs to be
calculated from the convolution of two Green’s functions.
This observation explains contradictory results reported in the
literature.

Next, we demonstrated that the fermionic language is nat-
ural for the description of the interaction of an atomic system
with an incoherent dissipative bath when the system is driven
by an external field. We showed that the adiabatic elimination
of the far detuned states can be done with the help of Gaussian
integrals. We specifically considered situations where the far-
detuned states do not introduce any retardation effects. In the
general case, those effects can be naturally included with the
use of nonequilibrium field theory and can lead to additional
non-Markovian correlations in the effective bath.

After considering the impact of dissipation on a single
atom, we extended our formalism to the case of a N-atom
system inside of an optical resonator. We considered the case
where the atoms are pumped with an external field and interact
with a dissipative environment. By analogy with the results
for a single driven atom interacting with a dissipative bath, we
introduced an effective Hamiltonian for this problem and used
a diagrammatic technique to describe the steady state of the
system. We classified the self-energy contributions according
to their scaling with the effective coupling strength g = Av/N.
In particular, we observed that the back action of the cavity on
the spin system scales as A> = g/N and can be neglected in
the leading-order approximation.

The Green’s functions are convenient tools to describe the
instabilities of the system: The Dicke transition is signaled by
a pole of the Green’s function approaching zero frequency.
In contrast, when two conjugated poles simultaneously cross
the real axis, the system shows a distinct type of instability.
One example is given by the “counterlasing” instability, which
occurs when the counter-rotating terms overcome the atomic
and photonic decay channels. We highlighted the nature of
this instability by considering some limiting cases, where
its position could be determined based on simple physical
arguments.

We compared our theoretical prediction with the experi-
mental observation of the Dicke phase transition by Ref. [42]
in a cavity QED system. Our analysis offers a better de-
scription of the experimental situation when compared to the
previous analysis, which neglected single-atom decay chan-
nels. We demonstrated the importance of atomic dissipation
by comparing the experiment to the theoretical calculations
with and without dissipation. Moreover, we concluded that
a “counterlasing” instability was observed experimentally.
The instability threshold allows us to indirectly access the
microscopic parameters of the model.

Lastly, we showed that our theoretical results are in
agreement with Lindblad master equation calculations. We
showed how our results obtained using diagrammatic formal-
ism translate to the language of master equations. Our study
demonstrates the applicability of fermionic path integrals to
multilevel atomic systems. This result opens the way to the
discussion of non-Markovian dissipative baths, higher-order

corrections from atom-cavity interactions, interactions be-
tween atoms, and effects of disorder. Importantly, the present
path-integral approach is not limited to steady-state config-
urations. To study the real-time dynamics of the model it is
sufficient to consider Green’s functions that depend on two
times. Their time evolution is determined by the Kadanoff-
Baym equations (see Appendix E), which need to be solved
self-consistently. This approach allows one to take into ac-
count time evolution and retardation on equal footing.

Note added. Recently, we became aware of an independent
study [76], where the counterlasing transition was discussed.
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APPENDIX A: DERIVATION OF THE SPIN DISSIPATION

In this Appendix, we provide a detailed calculation of the
self-energies of the f and n fermions from Sec. IIB. The
diagrams shown in Fig. 2 correspond to the interaction of
fermions with an effective dissipative bosonic environment.

In order to evaluate the diagrams, we recall the definitions
of the spectral functions of the bath in the rotating frame,
which we previously introduced in the main text,

QAL QAL
> ~gaz Dir@ = > a7 Dizl@ =0,
k k

iQFA2 Q7 .

—‘D;R(w) =7, ———Dr(w) =0.
e 2 T5ap

(AD)

Note that the sum of the lesser Green’s functions of the bosons
is zero. This is the result of the Markovian approximation.

f-fermion self-energy. First, we calculate the self-energy of
the f fermion. Using the Langreth rules, we write the greater
and lesser parts of the self-energy function:

57 () = —ZA2 i [ 526 @D — )
Q> .
+5 ZAZAkL/ G (e )D L(CU_:‘?), (A2)
< QZ de <
Ef(“)):zZA—gki,R/Z Gy (e)D] gl — &)

k
Q -
+ = Z Azx“/ —Gr(e)Di (w —¢). (A3)

We calculate the retarded and Keldysh components of
the self-energy by adding and subtracting greater and lesser
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self-energies
(@) — THw) = £7 (0) — ZF (),

(@) = £7 () + =5 (). (A4)

Substituting Eq. (A2) we obtain
R A de > de <
5f(@) - 2}@) =2, | —G; ) =2y [ —Ge).

K de de
Ef (a)) = ZVL EG,’ (8) + 2]/T ;G'I (8)

(A5)
By definition, the greater and lesser Majorana Green’s

functions are not independent, G, (w) = —G, (—w). The in-
tegral over the greater Majorana functions is a constant

2 f %G; (¢) = —i. Thus the self-energies read
(@) — ZHw) = —i(y, + 7p),
F (@) = =iy, = vp)- (A6)
Using the self-energies (A6), we calculate the ratio be-
tween them [assuming Ef(w) #0 and E?(a}) — E?(w) £
0]: ' ‘ '
Yi(w)+ 7 () -

SI@) - Z5@) vt

In the stationary state, the solution of the Dyson equation for
greater and lesser Green’s functions reads

G(@)Z} ()G} (w),

Gl ()2} (0)G}(w). (A8)

We multiply numerator and denominator by Gf (from the

left) and G/} (from the right), and obtain the expression
that connects the greater and lesser Green’s functions in the
stationary state (also known as the nonequilibrium fluctuation-
dissipation relation):

G7 () + G ()

o — G (A9)
G () — G (o)

hy(w) =

Summing up, the expressions for the greater and lesser f-
fermion Green’s functions are

G} (w) = —in[1 + hy(@)]ps(w),
G7 (@) = ix[1 — hy(@)]p; (@),
|
py(@) = — nrn (A10)

T (@ =)+ (1 + )7

n-fermion self-energy. We now examine the self-energy of
the n fermion. Using the Langreth rules we write the greater
and lesser components of the self-energies:

> QIZ? 2
En(a)):lz Ry

de
A2 / Gf (E)Dk R(CU €)

. Q de __ -
+zZA—gx,§L/EGf(e)Dk,L(w—s), (A11)
k

2

Q d
E;(a)):lz A’;,\z /ﬁGF(s)DzR(a)—e)
+zZ AZA“/ —G7(e)D; (0 —¢e). (Al2)

We calculate the retarded and Keldysh components of the
self-energy:

2Hw) - Th(o) = 27 (@) — =5 (@),

K (w) = 27 () + 7 (). (A13)

Substituting (A12) we obtain
de de
R (w) — T} (w) = 4y f —Gi(e) -4y, / —Gj e,
de de __
Substituting the Green’s functions of the f fermion (A10), we

obtain

i) — (@) = =2il(yy — y)hs + (11 + 7))

. Yi—"
-2 + 1—
o VU[ <V¢+V¢) }

X (@) = =2il(yr + y)hs + (vp — )1 = 0.
(Al4)

APPENDIX B: SPIN-SPIN CORRELATION FUNCTIONS

We now provide a detailed calculation of the spin-spin cor-
relation functions (S*(¢)S*(¢")) and (S%(¢)S*(¢+')) introduced
in Sec. IIC. First, we express the effective spin correlation
functions in terms of fermions using Eq. (23) in the main
text. And then, using the equations for the greater and lesser
Green’s functions Eq. (A10), we simplify those expressions.

(S*(#)S*(t")) correlations. We express the correlation func-
tion using f and 7, fermions. As we discussed in the main
text, it simplifies the calculation

(S*()S* (1)) = Hr®LF @) + fTOIEFE) + fTaD).
(B1)

We use Wick’s theorem and express Eq. (B1) in terms of
Green’s functions
($*()S* (1) = _Gf 1) - Gf . 1). (B2)

We transform Eq. (B2) to the frequency domain and use the
expressions for the f-fermion Green’s functions Eq. (A10)

FUS'OS* )] = 767 (@) = 7G5 (o)
= 21+ by @)y @)

+ 20— hy(—)lpr(—w). (B3)
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Substituting the expression for ps(w) and hs(w) we obtain
= !
2 (=) + (v + 1)
|23 1
2 (w+ )+ (ry +m)?

We take the inverse Fourier transform (by closing the integra-
tion contour in the lower half plane) and we get the expression
in the time domain

($7t + 0)8* ()

FUS S ()]

(B4)

1 _
= —etrr <cos(ra)z) _hn sin(m)z)). (B5)
4 YL+t

This expression is equivalent to the Eq. (61) obtained with the
Lindblad approach in Sec. V.

(S%(1)S*(t")) correlations. We define the correlation func-
tion using the f fermions:

(S)s @) = ((ffofe) - H(FaHreH - 1))
= (f{OfOfTE ) — ST Of @)
— LT eHfay + 1. (B6)

We use Wick’s theorem and express Eq. (B6) in terms of
Green’s functions:

(S)S* () = (S* (S + G7 (', HGF (¢, t).  (BT)

In the steady state, the correlation function depends only on
the time difference. Hence we write it in the frequency domain

FUST OS] = 27 (57)28(w) + / & G26)G @+ o).
2
(B3)

Substituting the expression for the greater and lesser Green’s
functions (A10), we obtain
FUS S (1'))] = 27 (§7)°8(e) + () (1 = h)
x/de )o@ +e).  (BY)
—pr(e)ps(w .
o PIEPs

Taking the integral in the previous equation, we obtain
1
FUST ST @)] = 27 (57)*8(w) + (Z - <SZ>2)
4y + 1)

w? + 4y + )/¢)2.

We take the inverse Fourier transform (by closing the integra-
tion contour in the lower half plane) and obtain the expression
in the time domain

(B10)

(St + T)S*(1)) = (§°)2 — e 2 HIT(L — (59)%).

This expression is equivalent to the Eq. (61) obtained with the
Lindblad approach in Sec. V.

(B11)

APPENDIX C: ROTATING WAVE APPROXIMATION

In this Appendix we give details on the rotating wave
approximation (RWA) presented in Sec. III B. This transfor-
mation will take us from Egs. (29) and (31) to Eq. (34).

The RWA consists of two steps: we first apply a unitary
transformation to the Hamiltonian [Egs. (29) and (31)] and
then neglect the fast oscillating terms.

Let us begin by examining the Schrodinger equation:

i |y) = H@)ly). (ChH

If we will apply a unitary transformation U (¢) to the state |y,
we obtain a state [y') = U(t)|y), which is governed by the
Schrodinger equation:

i0,19') = i0,[U(0)¥)]
iU @) 1W) + id,U@)y)

= UMOH®|Y) +iU@)|y)

=U@WHOU OY') +iUOU Oy
=HOY). (C2)

Here we defined a new Hamiltonian H(@) =
UOHOUT @) +iU@UT (). In Sec. IIIB we used the
following transformation:

4
U@)=[]0e®]]Va,®. (C3)
i=1 k,o
where
Uo() =1, Uy(t) =€ "3,

; g ior el e
UC3 (t) — elwd,c3c3l‘, UC4 (t) — el(x)LL4L4l‘7
; i
U, () = e"rthatial, (C4)

Under this transformation, the operators are transformed as
follows:

U U'(t) = e,
Ut)eUT(t) = e 27,
U@t)csUT (1) = cze @,
Ut)esUT (1) = e,
U)dioUT(t) = dpoge™ . (C5)

The time derivative of U () gives rise to an additional term in
the Hamiltonian:
: —1 W — WR 4 . + . +
unu—(t) = chzcz +iw,, 3¢5 +iw;chey

+ Y iwgd] d . (C6)
k,o
Plugging Eqs. (C5) and (C6) into Eq. (C2), we obtain
4
H(t) = Z Acle, + 9, (cle, + Hee) + Qp(che; + Hee),
i=1

(€7

Hl;(t) = Z vl/c,adlj,adk,a’ (CS)
k,o

013817-15



YULIA SHCHADILOVA et al.

PHYSICAL REVIEW A 101, 013817 (2020)

Hy i Z A (d] ey +dy ciey)
k

+ Z )LL((372"“"1”61,(’Lc;c4 + ezjwdf’d,:Lle)
k

+ Z )‘R(dlj,Rc.lrcS + dk,chcl)
k

+ Z )»R(e_zi‘“"”dkyRcIQ + ez"‘“""’dg’Rczcl). (C9)
k

This concludes the first step of the RWA. We now move to the
second step: neglecting the fast oscillating terms that appear
in the interaction part between the bath and the atom, Hy ;.
These terms oscillate at twice the driving frequency, 2wg,.
Because wy, is the largest energy scale in the problem, we

can neglect these terms and obtain Eq. (34).

APPENDIX D: INTEGRATING DEGREES OF FREEDOM

In this Appendix we give detail on the integration of
rapidly oscillating degrees of freedom used in Sec. IIIC.
This operation, also known as “adiabatic elimination,” can be
performed by converting a given Hamiltonian to an action, and
integrating the selected degrees of freedom.

The Hamiltonian we use to exemplify this procedure is
given by

H=¢cle, +g,,(clc, + He) + gp5(cle; + He.), (D1)

where clq) is the annihilation (creation) operator for the
fermion i and g;; is the coupling between the fermions i and
Jj- This Hamiltonian has exactly the same structure as the one
used in this manuscript [see Eq. (34)].

We now show how to adiabatically eliminate the fermion
c1 and obtain an effective coupling between the fermions c;
and c3. First, we use the Legendre transformation to compute
the Lagrangian of Eq. (D1):

L(t) = Zlc ¢

— g13(clc3 + H.c.).

sccl glz(c ¢, +H.c.)

(D2)

Next, we use Keldysh path integrals to integrate out the c,
degree of freedom from the partition function:

zZ =/D[ci,c§]eifc Lo,

To achieve this goal, we first move to the Fourier domain and
rewrite Eq. (D2) as

(D3)

3
L(w) = ch?ci +cj(w—¢))c,

i=2

—[c](g12¢, + g13¢3) + Heell. (D4)

Note that this expression has a form analogous to Eq. (37).
Let us define G;' = w — ¢, and a new operator V = g ,c, +

813C3» such that we can split the Lagrangian to three

parts:
L(w) = Li(w) — Linn(w) + Loz (), (Ds)
Li(w) = chrGglcl, (D6)
Lin(w) = ¢}V + He., (D7)
3
L) =Y wcje,. (D8)
i=2

In order to integrate c; out, we “complete the square” of the
sum of Ly (w) and Li (w):

Li(0) — Lin(@) = (c] =V'G))Gy' (¢, — G,V) = VTGV,
(D9)

converting the partition function to the following:

/D exp( / Ll(a))_Lint(w)>
X exp <zf ng(w)>.
c

Equation (D10) allows us to use the shifted Gaussian integral
identity [see Eq. (37)] and obtain

Z%/D[ci,cj]exp (—if VTG0V> exp (1/ L23(a))>
c c
%/D[ci,cj]exp (—i/ ViGyv +L23(a)))
c
%/D[ci,cj]exp <1/ Leff((,())).
c

Here we define a new Lagrangian Leg(w) = Lyz(w) —
VTGyV. We also note that the definition of G, matches the
one of Eq. (38). By making the same assumption, w < ¢y, the
new effective Lagrangian is given by

(D10)

(D11)

Ler(w) = ch e, — 32831 L He),  (DI2)
€
3
L) = Y icle, — 8288 cle) 1 He. (D13)
i=2 €
Using the Legendre transformation again we obtain
Her(t) = 32883 (e 4 He). (D14)

€
In summary, by integrating out the fermion 1, we obtained
an effective model with direct coupling between fermions 2
and 3.
Using this method, one can transform Egs. (34) into
Egs. (40).

APPENDIX E: NONEQUILIBRIUM DYNAMICS OF
THE GENERALIZED DICKE MODEL

In this Appendix, we provide the equations describing the
real-time dynamics of the generalized Dicke model (47),(48)
with atomic and cavity dissipations.
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1. Green’s functions

f-fermion Green’s function. As introduced in the main text,
the lesser, greater, and retarded Green’s functions of the f
fermion read

G (t,t) = i(f" ") f@)),
G7(t,1') = —i(f () f T (")),

Git. 1) = —io@t — tH{f (@), fTE))). (E1)

Under the bare Hamiltonian Hy = wo f' f the fermionic op-
erators in the interaction picture evolve as f(r) = f(0)e ™",
This gives us the bare Green’s functions

G7o(t,1") = i coslwp(t —1')] — iny(0)e "),
G7o(t,1") = —sinfwo(t — )] — inp(0)e "),

GR ot 1) = —if(t —t')e ™1, (E2)
At time ' =t = 0, these equations set the initial conditions
for the time evolution of the corresponding Green’s functions.
In the dynamics, only two Green’s functions on the
Keldysh contour are linearly independent, e.g., the lesser
G< (t, t') and the retarded G? (t,t") Green’s functions. We can
express the greater one using the following identity:
> / < / / / T
G7(t, 1) =G; @, 1)+ G, t') - [Gf'.p)]". (E3)
n-fermion Green’s function. Majorana fermions satisfy the
condition {n(t), n(t")} = {n, n} = 2. Thus the Green’s func-
tions have the following form:

G, (t.1') = iln("n@)),
G, (t.1") = —i(n(t)n(@"),

GN(t, 1) = —ib(t —1'). (E4)

In the initial state, before coupling to the bath and cavity
mode, the Green’s function reads

G olt, =i, G, o(, t = —i,

Gy, 1) = —if(t —1'). (E5)

One Majorana Green’s function is independent and con-
tains information about physical properties of the system, e.g.,

J

;. GR(t,t)Y=681 —1t") +
1— — W : = -
ot 0 i\

the greater one G; (t,1"). The lesser Green’s function is

G;(t’,t) = —G,j(t,t/). (E6)

Cavity photon’s Green’s function. When considering the
solution of the generalized Dicke model, we should keep track
of the anomalous terms of the cavity photon’s Green’s func-
tion. As in the main text, we describe this Green’s function
with a 4 x 4 matrix in Keldysh-Nambu space. The lesser and
retarded Green’s functions are defined as

D=1y = << a'(t")a(t)) (a(t’)a(t)))

(@ (ha')) (a@)a'@t))
(la@t), a@)'])  ([a(t), a(t")]) )
(la*(®),a" @]y ([a' @), aH]))

(ET)
The bosonic operators in the interaction picture evolve as
[a(r) = a(0)e'™']. This gives us the bare Green’s functions

eiw(.(tft') 0
DR (t,t)=i0(t —1")
a,0\"» - 0 eiw,(l'—t) ’

(t t) B n (O)ELw‘(t —t) 0 (ES)
agltot) = 0 [74(0) + 1= J°

Green’s functions of the dissipative bath. Following the
definitions from Appendix A for the greater and lesser Green’s
functions of the dissipative baths (A1) in frequency domain,
the corresponding Green’s functions in real time read

2,2
Q7 A k,L

Z 8A2

k

DX, iy =i0(t - z’)(

— AL pe 1) = 8 — 1),

Q222

L™ k,L
2 g Dintt.t)=0
k

Q22
> ez Dintt 1) = i3 — 1),

k R

92 2

R kR ’
———=D R, t)=0
Xk: SAIZQ ,

(E9)

2. Kadanoff-Byam equations

Inverting the bare Green’s function using the Leibnitz rule,
we obtain the equations of motion for the retarded and lesser
Green’s functions:

t
f ds T§(t, )G (s, 1),

1

( —a |G7 @, z)_ dsZR(t $)G7 (s, t)+/ ds T, )[GRa' )],

8
Bt

t

(g)GR(t t)y=68(@t—1 H’/ ds E,/(t, )Gy (s. 1),

Gy, t)— ds =X, )Gy (s, t)—l—/ ds E;(t,s)[Gf(t’,s)]T,
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ot

ot

where o, is the Pauli matrix.

[
i—+ik o, —w. |D,(t, 1) =8t —1)+

t
/ ds 1%, $)DR (s, 1),

1

|:<ii~|—iic)az—a)c:|Da<(t,t’)=/ ds % (¢, s)D (s, z’)+/ dsTIZ (¢, )[DR(', )], (E10)
0 0

We define the self-energies using the diagrams shown in Fig. 3 in the main text. In the leading order, the self-energy of the f
and n fermions contain only the contribution proportional to the Green’s functions of the dissipative bath. For the f fermion we

obtain the following expressions:

DR =5 D SLMDE (G ) + 3 > ENDL R G (1),

o AL Ak
> / i QIZ‘ 21> / > / i QIZQ 2 y< / > /
D7) =5 > A—%xkbm(t,t )Gy, 1) + 5 > A—%xkbm(r,t )G (t,1). (B11)
k k

Substituting Eq. (E9), Eqs. (E11) simplify to

zA(, 1) =y 8@t — t/)G;(t, th,
Zf.(t, 1) = —(yy + )8t — )Gy (1, 1). (E12)

Note that we didn’t use Nambu notation to describe the f fermion. In the leading order, the Green’s function of the f fermion

doesn’t acquire any anomalous terms in the transient dynamics.

Similarly, we calculate the self-energies of the n fermion

. Qz < ! < . QZ > < /
51 =) SRDER G (1) i) S5 D (L )G (1),
k R k L

> . QIZQ 21> / > . S212‘ 2n< > /
o) = sz: A—lzekak,R(r,z )G (t,1) +i Xk: A_ikka’L(t’ )G (t.1). (E13)

Substituting Eq. (E9), we obtain

o, ') =2y,8(t — t/)G;(t, ),

R, 1) = 2148t —1)GF (¢, 1) = 2y,8(t —1)GF (1, 1). (E14)

By analogy with the cavity photon’s polarization operator in the steady state (50), we have the following expressions of the

polarization operator in the transient dynamics:

Tty = AT Gr(1,1)G, (1, 1) 0 R
1) =3 0 Gy (t.)G (', 1) )™
i Gs(t,tGAW' , 1) + GB(t,t)G=(t', t 0
R, 1) = ~A” 7 (6 OGE D+ Gy )G, (1) A R oA, (E15)
2 0 Gy (. 1YGH(E' 1) + GR(t. 1HGF (¢ 1)

where A is the interaction vertex given by Eq. (46). Solution of Egs. (E10) with self-energies (E14) and (E15) will describe the
dynamics of the generalized Dicke model after instantaneous coupling to the bath and cavity modes.
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