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In the presence of symmetries, one-dimensional quantum systems can exhibit topological order, which in many
cases can be characterized by a quantized value of the many-body geometric Zak or Berry phase. We establish
that this topological Zak phase is directly related to the Zak phase of an elementary quasiparticle excitation in
the system. By considering various systems, we establish this connection for a number of different interacting
phases including the Su-Schrieffer-Heeger model, p-wave topological superconductors, and the Haldane chain.
Crucially, in contrast to the bulk many-body Zak phase associated with the ground state of such systems, the
topological invariant associated with quasiparticle excitations (above this ground state) exhibits a more natural
route for direct experimental detection. To this end, we build upon recent work [F. Grusdt, ef al., Nat. Commun.
7, 11994 (2016)] and demonstrate that mobile quantum impurities can be used, in combination with Ramsey
interferometry and Bloch oscillations, to directly measure these quasiparticle topological invariants. Finally, a
concrete experimental realization of our protocol for dimerized Mott insulators in ultracold atomic systems is

discussed and analyzed.
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I. INTRODUCTION

Developments in the quantum control of individual atoms,
ions, molecules, and photons have led to the exciting ability
to realize certain topological phases of matter in ultracold
quantum simulators [1-18]. One of the crucial new features
of such systems is the ability to directly measure the nonlocal
topological invariants that underlie these phases of matter,
enabling, in principle, the direct experimental classification
of topological phases. In this context, a particularly powerful
approach has emerged, which combines Bloch oscillations
and Ramsey interferometry in order to measure topological
invariants in ultracold atomic systems [4]. The essence of this
approach is summarized in Fig. 1(a): A particle can be moved
through the Brillouin zone to directly measure the geometric
Berry [19] or Zak [20] phase characterizing the underlying
band structure. This approach has been generalized to multi-
band systems [21-23], where the Wilson loop can be directly
measured using similar techniques [Fig. 1(b)], as well as to
two-dimensional systems [24,25] and quantum random walks
[26-28]. More recently, a tremendous amount of attention
has focused on extending these interferometric schemes, as
well as alternative approaches [29-32], beyond single-particle
band structures to the measurement of many-body topological
invariants [33-35].

In this paper, we present three main results related to this
broader goal. First, building upon the protocol introduced in
Ref. [33], we demonstrate that interferometry can be used
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to measure the many-body Zak phase of one-dimensional
symmetry-protected topological (SPT) matter [36-42]. Sec-
ond, we demonstrate that, in certain models, one can define
a topological invariant associated with the quasiparticle ex-
citations above the ground state, and that these excitations
effectively inherit the ground state’s topology. Finally, we
propose an experimental realization of our protocol that can
be implemented in near-term ultracold atomic systems. Before
jumping into the details, we provide an intuitive blueprint for
how to understand our results.

The starting point of our work is always a gapped phase
with symmetry-protected topological order, in an interacting
one-dimensional (1D) quantum many-body system (i.e., a 1D
SPT phase). While there exist a plethora of such phases
[39-41], we will focus on cases that can be characterized
by a quantized many-body Zak phase of the ground-state
manifold. The latter is defined by introducing twisted bound-
ary conditions [43] in a periodic system, which makes a
direct experimental measurement extremely challenging and
requires intensive ground-state degeneracy.

Instead of facing this challenge, we consider a single-
quasiparticle excitation above the ground state, which carries
a well-defined quantum number, e.g., spin or charge. The
set of all many-body states with exactly one such excitation
form a band at low energies, which can be labeled by the
momentum of the quasiparticle. We will further assume that
this quasiparticle band is separated by a gap from all other
bulk excitations. Interestingly, it has recently been argued that
this scenario is generic for strongly interacting systems in one
spatial dimension [44].

©2019 American Physical Society
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FIG. 1. Using a combination of Ramsey interferometry and
Bloch oscillations, the Berry or Zak phase of a Bloch band can be
directly measured. This approach was demonstrated for one-band
[4] (a) and multiband systems [22] (b) where single-particle effects
have been observed. Here, we generalize the approach to strongly
interacting one-dimensional systems, where topological order can
be characterized by the many-body Zak phase (c). To measure it,
we make use of its relationship to the Zak phase of a quasiparticle
excitation in the many-body system.

To define a topological invariant characterizing the 1D
SPT phase, we propose to treat the low-energy quasiparticle
band analogous to the conventional band structure of a single-
particle excitation. This allows one to naturally define the
Zak phase of the quasiparticle; however, the crucial difference
is that the underlying quantum mechanical wave function is
defined on the high-dimensional many-body Hilbert space.

A priori, it is not obvious how the Zak phase of the quasi-
particle excitation ¢-, relates to the many-body Zak phase
of the bulk ground state without the quasiparticle. We will
show below that in many cases of interest the many-body Zak
phase, defined by twisted periodic boundary conditions, gives
the same result as the newly defined quasiparticle Zak phase.
The connection is provided by a theorem by King-Smith and
Vanderbilt [45], who showed that the Zak phase ¢z, of a
single particle is directly related to the polarization P o ¢za.
In a single-particle band, the polarization is determined by the
center of mass of its Wannier functions P = (w|X|w), whereas
the many-body polarization [46] is defined by the center of
mass of the many-body system P = (X). Here, we use the
notion of polarization in a general sense, as it can be related
to any quantum number, such as spin or charge.

Since we interpret the quasiparticle band as a single-
particle excitation, its Zak phase ¢%§k describes the center of
mass of its effective Wannier function, defined in the many-
body Hilbert space. This Wannier function reflects the spatial
structure of the correlated many-body state locally since the
system is gapped and hence has a finite correlation length.
Since this local structure in the bulk also directly relates to

the many-body Zak phase ¢z, of the state, we expect that
the latter is generically related to the quasiparticle Zak phase
.- To make these arguments precise, we consider specific
models and establish case by case that the quasiparticle and
many-body Zak phases are equivalent, ¢or, = ¢zax.

To measure the topological invariant ¢, of the quasi-
particle band, we follow the approach from Ref. [33] and
introduce a mobile quantum impurity. We assume that its
interactions with the many-body system lead to the formation
of a bound state between the impurity and the quasiparticle.
In this bound state, which we refer to as a topological polaron
[33], the mobile impurity inherits the topological properties
of the surrounding many-body system. In the strong coupling
regime, where the wave function of the topological polaron
factorizes, we show that the resulting Zak phase of the topo-
logical polaron ¢,5, = ¢75 is equivalent to the quasiparticle
invariant. Using an impurity with two internal (pseudo)spin
states allows to address the impurity and measure the Zak
phase by the same techniques developed for noninteracting
particles [4], which we review later in this paper.

The topological polarons discussed in this paper constitute
an example how interactions of a mobile quantum impurity
with a topologically nontrivial many-body system can lead
to the formation of a new quasiparticle which inherits the
topological properties of the surrounding bath. Here, we focus
on the case where the impurity binds to an additional quasi-
particle excitation [33]. Recently, a similar situation has been
discussed where a mobile impurity is dressed with particle-
hole excitations of a Chern insulator [47], resembling the
formation of Fermi polarons [48-50] but in the presence of
nontrivial band topology.

This paper is organized as follows. We will begin by giving
a brief overview of the method in Sec. II. In Sec. III we
introduce some necessary theoretical background, define the
quasiparticle Zak phase for noninteracting fermionic systems,
and provide a brief review of the topological classification of
band insulators. In Sec. IV we return to interacting many-body
systems and discuss dimerized Mott insulators of bosons in
one dimension. A concrete experimental setup is suggested,
for which the required protocol is discussed in detail and
exact numerical results are presented. In Sec. V we discuss
how the method can be applied to detect topological order in
other physical systems, including frustrated spin chains and
topological superconductors. We close with a summary and
outlook in Sec. VI.

II. OVERVIEW

In many cases, topological invariants of correlated systems
can be formulated in terms of twisted periodic boundary
conditions [43] [see Fig. 1(c)]. By adiabatically changing
the phase ¢, picked up by the system when a particle is
taken around the system once, the many-body wave function
acquires a geometric phase, the many-body Zak phase ¢z..
The effect of changing ¢ in the many-body system is similar
to the effect of a force acting on a single particle in a lattice,
as a consequence of which the particle picks up the Zak phase
of the occupied Bloch band [4,20].

Because detecting the overall phase of a many-body wave
function, and realizing twisted periodic boundary conditions,
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FIG. 2. Many symmetry-protected topologically ordered phases
in one dimension can be distinguished by their dimerization patterns.
(a) Different dimer configurations give rise to different values of the
many-body Zak phase ¢z,. It is obtained by varying the twisted
periodic boundary conditions, which can also be understood as an
adiabatic change of a Aharonov-Bohm phase ¥ picked up when
particles encircle the periodic system once. Dimers can be realized
in various systems (b), where different symmetries give rise to a
quantization of the many-body Zak phase to ¢z = 0, 7. (c) To mea-
sure the many-body Zak phase we couple a mobile impurity (blue)
to an elementary topological excitation of the many-body system,
corresponding, e.g., to a broken dimer. In this way a topological
polaron (TP) is formed. When the impurity lattice has the same
period as the dimer covering, the Zak phase of the TP ¢, allows
to distinguish topologically inequivalent states.

are practically impossible experimentally, a direct measure-
ment of the many-body Zak phase is extremely challenging.
The key idea of the scheme for the measurement of many-
body topological invariants [33] is to utilize the relationship
between the many-body Zak phase ¢z, and the Zak phase
¢ characterizing the effective band structure of a quasipar-

ticle excitation with momentum kg,

Tk = / dkgp (W (kgp) i, 1V (kgp)). 4))
qp-BZ

=A% (kgp)

discussed above [see also Fig. 1(c)].

In this paper we will establish a one-to-one relation be-
tween the two, ¢ b, = ¢za, for a various models exhibiting
symmetry-protected topological order. The direct measure-
ment of ¢5, can then be achieved by binding a mobile
impurity, acting as a coherent probe, to the quasiparticle and
applying the interferometric schemes [4,21,24,25] developed
for noninteracting particles, which we review below.

The scheme can be applied to a wide range of systems
with symmetry-protected topological order in one dimension.
Examples discussed in this paper include dimerized Mott in-
sulators [51-55], antiferromagnetic spin chains [56-58], and
topological superconductors [59-61] [see Figs. 2(a) and 2(b)].
This moreover paves the way for measurements of topologi-

cally invariant Berry phases characterizing gapped quantum
spin liquids [62,63], possibly also in higher dimensions.

To measure the many-body Zak phase directly, we suggest
to couple a two-component mobile impurity (pseudospins 1,
J) to a topological excitation of the many-body system as
in Ref. [33] [see Fig. 2(c)]. Then, a similar interferometric
scheme as implemented in Ref. [4] can be applied to map out
the topology of the resulting impurity wave function. The key
idea in Ref. [4] was to combine Ramsey interferometry with
Bloch oscillations to measure the Zak phase

V7 :/ dk (ue (k)|i0y |ua (k) )
bz =Aa(k)

of a Bloch band |u,(k)). When opposite forces are applied
to the two pseudospin components of an impurity in |u,(k)),
they undergo Bloch oscillations in opposite directions. The
relative phase picked up by the different spin components after
crossing half the Brillouin zone (BZ) is equal to the Zak phase
of the Bloch band.

The impurity serves as a coherent probe of the host many-
body system. When it is coupled to elementary (topological)
excitation, a quasiparticle is formed which we call a topolog-
ical polaron (TP) [33] (see also Fig. 2). From the impurity,
the TP inherits two pseudospin components which are used
for Ramsey interferometry. From the elementary excitation in
the many-body system, on the other hand, the TP inherits its
topological properties which we want to detect. Now the key
idea of the protocol is to measure the Zak phase characterizing
the band structure of a single TP |yp(k)),

™ _ / dk (Yrrp()|idg | Yrrp (K)), 3)
TP-BZ

in analogy to Eq. (2). We consider situations where the impu-
rity is strongly coupled to the quasiparticle, such that their pair
wave function factorizes. This ensures that the topology of the
TP is dictated by the quasiparticle topology, i.e., p15 = oo,
(see Ref. [33] for a general discussion). Although for the
theoretical analysis we focus on the case of a single impurity,
the results carry over to situations of sufficiently low impurity
concentration (their mutual interactions should be negligible).

We propose a concrete experimental realization of the
scheme with ultracold atoms. To this end, we consider the
half-filling Mott insulating (MI) phase of the Bose-Hubbard
model for a Rice-Mele lattice [64]. This system has recently
been realized with ultracold atoms [65]. For regions in param-
eter space where the Hamiltonian is invariant under spatial
inversion, it has symmetry-protected topological order charac-
terized by a quantized many-body Zak phase and topological
edge states [53]. In addition, the model realizes a topological
Thouless pump [66—68] where a quantized amount of charge
is pumped in each cycle [65,69]. It is related to the many-body
Chern number C, defined as a winding of the many-body Zak
phase along the loop in parameter space. We demonstrate
that both the quantized many-body Zak phases as well as
the Chern number characterizing the Thouless pump can be
directly measured using TPs.
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FIG. 3. We consider a band insulator of noninteracting fermions
(left). Its many-body Zak phase is equivalent to the sum of all Zak
phases of hole excitations |®,) shown on the right.

III. THEORETICAL BACKGROUND: BAND INSULATORS

We begin by discussing many-body Zak phases ¢z for
band insulators of free fermions in one dimension. When él X
creates a fermion in band « and at quasimomentum k in the
Brillouin zone, the band insulator state can be written as

e =[] T el.l0 )

aocc. keBZ

(see Fig. 3). Here, the product [ [, includes all occupied bands
and we consider periodic boundary conditions.

Now, we calculate the many-body Zak phase for the band
insulator and review how it is related to the Zak phase, Eq. (2),
of the underlying Bloch wave functions |u,(k)). Then, we
generalize the calculation for single-hole excitations of the
band insulator.

A. Many-body Zak phase and twisted boundary conditions

The many-body Zak phase characterizing the band insu-
lator |ypr) can be defined by introducing twisted periodic
boundary conditions [43,46] [see Fig. 2(a)]. For all particles
j=1,...,N, with N denoting the total particle number and
L the system size, it holds

wB[()Cl, ceen Xj +L, . ,.XN) = e“’wBl(X], sy Xy ,)CN).
(%)
When the twist angle ¥ is varied adiabatically from O to 2,
the gapped band insulator state |y (¢)) returns to itself be-
cause a 27 phase corresponds to a pure gauge transformation
U [70]. The wave functions |yg1(0)) before and |y/g;(27))
after introducing 2z twist are thus related by a global gauge

transformation,

[YB1(27)) = 260 [1g1(0)), (6)

up to a phase ¢2. which defines the many-body Zak phase
[20,46]. When a gauge choice is made where U = 1, it simply
reads as

2
Zng:/(; d (Yei(P)]idy | Yei1(D)). (N

Inversion symmetry has been shown to lead to a quan-
tization of the many-body Zak phase to values ¢zx =0,
[4,20,53]. This is one example for symmetry-protected topo-
logical order characterized by the Zak phase, but other sym-
metries can also be sufficient for a quantization of ¢z, (see,
e.g., Refs. [36,62]).

To gain better understanding of the effect of twisted bound-
ary conditions on the band insulator (4), we consider the

single-particle Bloch states for ¢ = 0,

k= 2—T[n,

L
which fulfill periodic boundary conditions, i.e., W, x(x +
L) = W, 1 (x). As usual, we make the gauge choice W, x(x) =
W, k+27/L(x). To construct the corresponding eigenfunctions
for twisted boundary conditions ¥ # 0 we displace the quasi-
momentum by 9 /L,

W 1 (9, x) = Sy 4o 0.(x). ©)

Wy 1 (x) = e® g 1 (x), nez ®)

Thus, a time-dependent twist angle corresponds to a force
F = —9/L acting on the fermions in the BI. The wave
functions (9) have the property that W, ,(¥,x+L)=
e W, (¥, x), and one easily checks that they are proper
eigenfunctions of the lattice Hamiltonian. Moreover, they
satisfy the gauge convention W ;127 /0(9, x) = W 1 (¥, X).
Most importantly, we observe that a 27 twist of @ results in
an adiabatic change of the momentum by Ak = 2x /L.

Now, we use the Bloch wave functions (9) to calculate
the many-body Zak phase ¢£. of the band insulator (4), i.e.,
the Slater determinant state constructed from W, (¢, x). We
obtain

[V (9) = e e i /L g (0). (10)
When ¢ is a multiple of 27, the exponential ¢/’ /L =
U(®) is a pure gauge transformation. The many-body Zak
phase can now be calculated from

2
ok = /) do (Yer(9)|0 (9)ids U (9)| Y1 (9))
(

k+27 /L
=) Z/k dqua(@)idglua(@), (1)

aoce. keBZ

i.e., every fermion moves adiabatically from k to k + 27 /L
as ¢ is varied from O to 2. Together, all fermions from one
band « pick up its Zak phase [cf. Eq. (2)], and we arrive at the
expression

Do = D P (12)

o occ.

B. Zak phases of hole excitations

Next, we consider hole excitations in the band insulator,
and show that their Zak phases are directly related to the
many-body Zak phase of the hosting band insulator. This
one-to-one relation is at the heart of the interferometric mea-
surement scheme, where the Zak phase of the hole is detected
by coupling it to a mobile impurity which serves as a coherent
probe.

Hole excitations in the band insulator exist in every band «
and we can write them as (see also Fig. 3)

| Py (k) = Cok|¥BI)- (13)

To define the Zak phase of the hole as in Zak’s original paper
[20], a force F should be applied directly to the hole. Then,
its quasimomentum changes adiabatically in time, k() = k —
F't. After completing a full Bloch cycle in the Brillouin zone
the hole wave function |®, (k)) returns to itself up to a gauge
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transformation and a phase factor €92 (@) defining the Zak
phase of the hole excitation ¢, ().

To make use of the twisted periodic boundary conditions
discussed in the previous section, we include the force F
acting on the hole. Projecting it onto the occupied bands we
can write it as

A== > FXju(l-15). (14)

aocc. j

Here, X;, = (w;‘ |fc|w‘;‘) denotes the center of mass of the
Wannier function |wf) at site j corresponding to band « (%
is the position operator).

The second term in Eq. (14) describes a force —F acting on
all fermions in the BI. To understand its effect on the hole state
| Py (k)) we apply the force for one Bloch period T = 27 /aF .
Formulated in terms of twisted boundary conditions on a
torus, this corresponds to L/a full twists, AY = —2xL/a.
From the calculations in the preceding section we know that
during this process every fermion picks up a contribution
—gozﬁak to the many-body Zak phase. Because the hole corre-
sponds to a missing fermion in the BI, the geometric phase
due to the second term in Eq. (14) reads as

L
br=—— Ot P (15)

B occ.

Here, we assumed for simplicity that hole bands are all
separated by gaps, but the argument can be generalized.

The first term in Eq. (14) adds an additional geometric
phase given by ¢1 =TF > ;> ;.. Xjp. To calculate this
term, we make use of a well-known theorem by King-Smith
and Vanderbilt [45] which relates the Wannier center X; g to
the Zak phase:

N a
Xip = (wilF[w]) = 3¢l (16)

Using this expression we obtain

TEDIDI LD S I

Jj Bocc. B occ.

This term exactly cancels the first term in Eq. (15).
Combining our results, we conclude that the Zak phase of
the hole @2, (o) = ¢ + ¢» is given by

D (@) = @5 (18)

Therefore, the many-body Zak phase of the Bl is related to the
combined Zak phase of hole excitations from all sectors

Do = D (). (19)

o occ.

IV. DIMERIZED MOTT INSULATORS

In this section we show how the method for the detection
of many-body Zak phases can be applied to interacting bosons
in a one-dimensional (1D) lattice. In the hard-core limit the
system is equivalent to noninteracting fermions by virtue
of the Jordan-Wigner transformation. From the last section
we know that in this limit the Zak phase of quasiparticle
excitations is directly related to the many-body Zak phase of
the ground state. Here, we study dimerized Mott insulators

(a) _ -
_ 2a Voot = —Fx6,
A EEN - .
N \ - RN
\y Py .=
e - \\ . '."l\\\ NN
PO A ‘
A ) \\ /I ] : '
2j 2j+1 ) A
3 /
A . y
t1 to *---TP

FIG. 4. We consider a 1D model of interacting bosons in a
superlattice potential at half-filling, solid red in (a). For large enough
|A| and |, — 1|, a gapped Mott insulating (MI) phase is realized,
while for small |A| or |t, — #;| the system is superfluid (SF) [see (b)].
By adiabatically changing A as well as #; and 1, along a loop within
the MI phase [parametrization ¢, solid blue in (b)] a topological
Thouless pump can be realized [68] which is characterized by a
many-body Chern number. To measure this Chern number directly
we couple a hole excitation of the MI to a two-component impurity
in a conventional lattice, with lattice constant 2a (indicated by blue
and green lines for the two different spin states). This leads to the for-
mation of a topological polaron (TP). Then, using a combination of
Ramsey interferometry and Bloch oscillations of the impurity (driven
by gradient potentials V,o = £Fx), the Zak phase of the TP can be
measured. As indicated by arrows in (b), the winding of the Zak
phase over parameter space yields the many-body Chern number.
The perturbative results in (b) are given in units of min (¢, #,).

(MIs) which are generic examples for states with nontrivial
many-body Zak phases [53,71,72].

In the calculations we include a mobile impurity interact-
ing with the host many-body system. It binds to a quasiparticle
excitation and forms a TP [see Fig. 4(a)]. By exact numerical
simulations we demonstrate that the Zak phase of the TP is a
direct measure for the many-body Zak phase of the MI.

A. Model

We consider the 1D superlattice Bose-Hubbard model de-
scribed by the following Hamiltonian:

Hp = — Z (tZEszr]éZj + tlézjlazl'—l +H.c.)

J
T Y (~Ubibi+ = > bbi(b{b; —1). (20)
2 i Y 2 i i\

Here, #;, denote alternating hopping amplitudes, A is the
strength of a staggered potential, and U is the interaction
energy of two bosons (annihilation operator b ;) occupying the
same lattice site.

We calculated the phase diagram of the model (20) at half-
filling using lowest-order perturbation theory in Fig. 4(b). It
consists of a gapless superfluid phase for small U, A, or |t} —
1| and a gapped Mott insulating phase (MI) otherwise. This
system has recently been implemented experimentally using
ultracold atoms [65], and its phase diagram was studied more
accurately by numerical density matrix renormalization group
(DMRG) simulations [68].

In the MI phase the ground state of Eq. (20) realizes a
many-body topological Thouless pump [65-68]. Changing
the model parameters adiabatically in such a way that the
superfluid phase is encircled leads to a quantized current.
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Trajectories through parameter space of this type can be
described by the angle ¢ as shown in Fig. 4(b). The current
is directly proportional to the winding of the many-body Zak
phase [73], which defines the integer Chern number

1 2
C= 2—/ dg 3,Pzx (@). 2n
T Jo

When the system is inversion symmetric, realized for either
A = 0ort; = t,in Eq. (20), the MI phase comes in two differ-
ent symmetry-protected topological phases [53,74]. They can
be distinguished by the quantized value of the many-body Zak
phase ¢z« = 0, w as will be explained in detail in Sec. IVF
below.

Now, we introduce two-component impurities (annihila-
tion operators ¢;,) which will be coupled to hole excitations
of the MI. We place them into a long lattice with period 2a
(see Fig. 4). Their dynamics is described by

Th=—1) (@ 010 +He)—F Y 2ajél of ¢,
J.o j.T.0
(22)
where j labels the unit cells and o, T =1, | are pseudospin
indices. J is the tunneling rate of the impurities in the long
lattice. We also included external forces =F acting differently
on the two components. In experiments this could be realized
by magnetic field gradients when the pseudospin components
are realized by hyperfine sates [4]. The case when the impurity
lattice is replaced by a continuous model can be discussed,
e.g., using the strong-coupling approximation of Ref. [33].
To achieve strong coupling between the impurity and the
hole excitation we consider repulsive interactions between the
impurity and the host bosons, which we describe by

Tlg =V Y &l 810 (BY b + b5, bajen).  (23)
Jj.o

We take into account only the local interaction between an
impurity at site j and bosons in the two neighboring sites
i=2jand i =2j4 1 of the boson lattice [see Fig. 4(a)].
When the system is realized using ultracold atoms in optical
lattices with contact interactions, these terms are most relevant
because the overlaps of the corresponding Wannier orbitals
are maximal in this case.

B. Protocol

We start by describing the protocol for the measurement of
the TP Zak phase in detail. The theoretical analysis follows in
the subsequent sections. Here we discuss a specific situation
relevant for ultracold atoms, but the basic ideas carry over to
more general systems.

The first step consists of preparing the TP. If the impurity
atoms (¢;) are realized as long-lived electronic excited states
of the ground-state bosons (b;), radio frequency pulses can be
used to created a small concentration of TP wave packets with
a given pseudospin (say 7). We will assume that these TPs are
initially at rest, i.e., their average momentum is g = 0. The
experimental feasibility of a similar preparation scheme has
been demonstrated [75]. Note, however, that exact momentum
resolution is not a necessary requirement. Next, applying a
Ramsey 7 /2 pulse leads to a coherent superposition of 1 and

J TPs and the single-TP state is described by
1Prp(0) = (11, g=0)+| 1, 0))/vV2. (24

Next, we apply a magnetic field gradient which realizes the
linear, spin-dependent potential (force £F) in Eq. (22) when
1, | correspond to different hyperfine states with mp = %1
[4]. This drives Bloch oscillations of the TP, and we keep the
force switched on for one Bloch period Ty. Meanwhile, each
TP component crosses one Brillouin zone (BZ) and picks up
a dynamical phase as well as a geometric Zak phase:

iBayn

V2

We note that this Zak phase ¢’ is a true many-body Zak
phase because the TP is a many-body excitation of the MI. A
second 7 /2 Ramsey pulse can finally be used to read out the
accumulated relative phase, i.e., A¢ = 2¢.F . Because each
spin crossed the entire BZ we obtain twice the many-body
Zak phase of the TP, while the dynamical phases of both
components cancel. Notice that this result is true also if we
start from TPs with a broad distribution of quasimomenta g.

When the system is inversion symmetric, it is sufficient to
move every pseudospin component across half the BZ. The
dynamical phases of both components are equal due to the
symmetry wtp(—k) = wrp(k) of the TP dispersion relation.
In this case it is important to start from a sharp distribution of
TP quasimomenta around g = 0. The corresponding Ramsey
signal equals the many-body Zak phase of the TP, A¢ = ¢k .
In systems without inversion symmetry, spin-echo techniques
as suggested in Ref. [24] can also be applied to improve the
protocol.

So far, we have presented a measurement scheme for the
many-body Zak phase ¢, of the TP. The calculations in the
next section confirm that it allows to measure the many-body
Zak phase ¢z, of the host system. We will demonstrate that
the inversion symmetry-protected many-body Zak phase [53]
is equal to the TP Zak phase, which is also quantized by
the inversion symmetry in this case. Moreover, the many-
body Chern number C characterizing the Thouless pump [see
Eq. (21)] can be extracted from its TP counterpart Crp. Here
the Chern number of the TP is defined by the winding of its
Zak phase

|Drp(Tp)) = —= (| 1, —27)es 4 | |, 2m)e " z). (25)

1 2
Crp= 5 /0 d 8,67(¢) 26)

when the Hamiltonian is adiabatically changed, following the
loop in parameter space described by the angle ¢ in Fig. 4(b).

For the protocol to work, the TP should be close to the
strong-coupling regime. As discussed in Ref. [33], this allows
to describe the TP using a product wave function

|Prp(g, 0)) ~ |Pr(g)) ® [Y1(0)), 27

where the impurity follows the motion of the hole adiabat-
ically. Here, |®;(g)) denotes the wave function of a hole
excitation at quasimomentum ¢ while |1y) describes the wave
function of the impurity bound to the hole. If the strong-
coupling wave function (27) applies, where |yy) is indepen-
dent of g, it follows that the TP Zak phase is equivalent to the
Zak phase of the hole (see Ref. [33] for further discussion).
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Being in the strong-coupling regime requires the impurity
to be sufficiently mobile J > 1, [see also Eq. (35) below].
The impurity-boson interaction V has to be sufficiently small
not to open the bulk gap of the MI because this could destroy
the topological phase completely around the impurity. On the
other hand, V has to be sufficiently large to bind the impurity
to the hole. Specific conditions for the model under consider-
ation are discussed below [see discussion around Eq. (35)].

C. Polaron transformation

A powerful tool developed for the description of polarons
in polarizable crystals is the Lee-Low-Pines (LLP) unitary
transformation [76]. It makes use of translational invariance
and explicitly yields the total momentum g as a conserved
quantum number. The basic idea is to translate the entire Bose
system by the impurity position

U=6S, §= szaéjajf dkk Z by Jbro. (28
J

BZ a=1,2

=ZPB

Here, o« = 1, 2 is a band index and JS,W denotes the kth Fourier
component of the boson operators b; (o« = 1) and by (@ =
0), respectively. For simplicity, we suppress the spin label of
the impurity from now on.

To calculate the Zak phase of TPs in our model, we apply
the LLP transformation. To this end, we simplify the impurity
Hamiltonian first H; = —2J fBZ dgcos(qg — wBt)é(;Eq. Here,
we introduced the Bloch oscillation frequency wp = 2aF
and eliminated the linear potential by performing a time-
dependent gauge transformation. This is a standard trick to
describe Bloch oscillations in finite systems with periodic
boundary conditions. Note that this is also equivalent to
imposing twisted boundary conditions [43] for the impurity,
with a time-dependent twist angle given by ¢ = wat.

Applying the LLP transformation (28) to the full Hamilto-
nian H = H; + Hp + His with exactly one impurity yields

H=U0HO" = / eheg[Hy + V (bibo + bby)
BZ

— 2J cos(q — wgt — Pp)] =:f qéhe My (). (29)

This Hamiltonian is block diagonal in the total system mo-
mentum ¢, which can be changed in time by the driving force
F. The ground state of ’Hq is the TP state |®p(q)). Its energy
wtp(q) yields the TP dispersion relation, and the gap to the
first excited state Atp(g) can be used as a measure for the TP
binding energy.

The Zak phase of the TP can be easily calculated in the
LLP frame by adiabatically changing the total momentum g:

Dra = /BZ dq (Dre(q)1idy| Pre(q)).- (30)

To avoid issues related to the freedom in choosing the global
phase of |®1p(g)) in the numerics we use a gauge-invariant
discrete expression for the Berry phase (see, e.g., Ref. [77]).
Equation (30) for the TP Zak phase after application of the
LLP transformation is manifestly gauge invariant. Unlike in

e e
-- TP, ED
15| — bulk, ED
L
~
3 1
N
<
051
O / | 0 ' ' ' | |
0 02 04 06 08 1 0 02 04 06 08 1

@/2m /2w

FIG. 5. Numerical results from ED of (29) along the Thou-
less pump cycle parametrized by ¢. (a) Many-body Zak phases
of the bulk (solid) for five bosons and the TP (dashed) for four
bosons. For comparison, the perturbative result for the TP is shown
(dotted). Insets show the effective single-hole models. (b) Gaps
of the many-body ground states, with same notations as in (a).
We simulated 10 sites and used U =20, V=10, J =2 and a

radius /|t; — t|*> + A2 = 5 for the Thouless pump cycle shown in
Fig. 4(b), all in units of min (¢, ).

the case of the many-body Zak phase of the MI the definition
of the unit cell is fixed by the position of the impurity lattice.
Hence, the scheme does not suffer from fluctuations 8V of the
overall potential V = —F 6%x; 4+ 6V acting on the impurity (at
position xy), which needed to be overcome in previous Zak
phase measurements with a Bose-Einstein condensate [4].

D. Numerical results

In Fig. 5(a) we show the results obtained from exact
diagonalization (ED) of 7:14 for realistic model parameters.
We find that the TP Zak phase qualitatively follows the many-
body Zak phase of the bulk as we change model parameters.
Importantly, the windings of both quantities over the Thouless
pump cycle (i.e., the corresponding Chern numbers) coincide,

Crp = C. 31)

In Fig. 5(b) we compare the TP gap and find that it is
of the same order as the bulk gap of the MI. This is an
important requirement to guarantee adiabaticity throughout an
experiment. A simple perturbative analysis yields reasonable
results, but we find large deviations when the bulk gap is
too small. This is not surprising because in the perturbative
analysis we did not take into account particle-hole fluctuations
in the MI phase.

In Fig. 6(a) we show what happens in the case when the TP
is not in the strong-coupling regime. We have chosen a much
smaller hopping J = 0.2 min(#{, #;). In this case the TP Zak
phase does not wind when ¢ is changed around the pumping
cycle, unlike the many-body Zak phase of the MI. A more
detailed discussion will be provided below, but essentially
the impurity is not light enough to follow the hole excitation
adiabatically.

In Fig. 6(b) we investigate the interaction dependence of
the TP Zak phase at inversion-invariant points A = 0. We
observe that in the MI regime the TP Zak phase correctly
reflects the bulk topological invariant ¢zx = 7. On the su-
perfluid side, on the other hand (we estimated the transition
perturbatively), particle-hole fluctuations destroy the TP. The
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FIG. 6. (a) The TP Zak phase in a weak-coupling regime (dot-
ted line, N =4 bosons) deviates from the bulk many-body Zak
phase (solid, N = 5 bosons). We have chosen a small hopping J =
0.2min (71, ;) here and otherwise used the same parameters as in
Fig. 5. For comparison, we show the perturbatively obtained TP Zak
phase (dashed lines). (b) Many-body Zak phases (thick lines) and
excitation gaps (thin lines) are shown for a mobile impurity in an
inversion-symmetric system. We used ED and varied the interaction
U. Parameters were V = 10, J = 2 in units of min (¢, ,), for t;, =
5t, and A =0 and we used 10 sites with 4 bosons for the TP
(5 bosons for bulk).

gap Arp closes and the TP Zak phase indicates a topological
phase transitions.

E. Single-hole approximation

To get a better understanding of the numerical results
presented above, we will now restrict ourselves to only a
single-hole excitation of the MI. This is justified as long as
no particle-hole pairs can be created in the vicinity of the
mobile impurity. Furthermore, we use a lowest-order cell
strong-coupling perturbative expansion technique [78,79] to
describe the MI. Albeit simple, this method yields good results
for the symmetry-protected version of our model [53]. The
key idea is to choose unit cells coupled by the smaller of
the two couplings (chosen to be t, here), and start by solving
the single-particle problem of one boson occupying each
unit cell. The coupling #, can then be treated perturbatively.
Using this technique we calculated the phase diagram and
polarization vectors in Fig. 4(b).

Using the same technique, we obtain the following effec-
tive Hamiltonian describing the dynamics of holes in the MI:

A N N 1t
o~y (d,,dj+He), 1= + (32)
j NERRN

Here, d ; annihilates a hole in unit cell j. To describe the
binding to the impurity, we apply the LLP transformation to
the simplified hole Hamiltonian (32). For a defect-free MI
the total momentum vanishes, Py IMI) = 0, and we may write
P = fBZ dkk c?,j dy in the subspace of small hole density.
When only a single hole is considered, we obtain the ki-
netic hole Hamiltonian after applying the LLP transformation

A" == _Rd},d; +He, &9
J

where the effective nearest-neighbor hopping is given by
Q, = t + Jela—on), (34)

The second term is a manifestation of the impurity kinetic
energy in the LLP frame. The potential energy term will be
included below.

To measure the Zak phase of the TP, a constant force F is
applied to the impurity for one Bloch cycle. In the LLP frame
this gives rise to a force acting on the hole: As can be seen
from Eq. (34) the complex phase of the hole hopping arg €2,
changes in time. This corresponds to an artificial electric
field which can give rise to the nontrivial Zak phase of the
TP. Nontrivial Zak phases are only possible, however, if the
complex phase of €2, changes adiabatically from O to 27 in
one Bloch cycle, corresponding to a full twist of boundary
conditions for the hole in the LLP frame. We thus require

th < J (mobile impurity), (35)

i.e., the TP has to be in the strong-coupling regime. For #, > J
the impurity will be called quasistatic. In this case the heavy
impurity can not follow the dynamics of the hole and it is thus
not possible to map out the underlying topology of the MI.

To include the effect of boson-impurity interactions V in
the perturbative theory, we distinguish between a trivial case,
when the hopping #, between interacting lattice sites i = 0, 1
in Eq. (29) is the larger one (f, > t;), and a nontrivial case
when it is the smaller one (f, < t;). In the trivial case, the
effective hole potential reads as

HP = —Viy, (36)

where 71; = ﬁjc? j denotes the hole density in unit cell j. In the
nontrivial case in contrast, the hole at both j = 0, 1 is affected
by the potential

HP = —Voio — Vi 37)

These effective hole potentials are depicted in the inset of
Fig. 5(a). To zeroth order in f,, they are given by
Vv
Vo = 5(1 + A/ J4rE + A?). (38)
This perturbative result is valid for V < +/ 4t12 + A2

Using perturbation theory in the effective hole hopping
2, we can calculate the polarization in the ground state of
7:[5(” +7:/,1;i". The hole is bound to the impurity which is
localized in the center of the LLP frame. In the nontrivial
case (37) the bound-state wave function is polarized due to
the different potentials Vi 7 V; acting on neighboring sites
[see inset of Fig. 5(a)]. On the other hand, in the trivial case
the ground-state wave function is symmetric around the origin
and the TP ground state is unpolarized.

The polarization of the hole wave function in the LLP
frame gives rise to a geometric phase, the TP Zak phase, when
the force F is applied. We calculated this geometric phase
using the perturbative TP wave function and compare with
exact numerics in Fig. 5(a). The simple perturbative analysis
yields reasonable results for the Zak phases and predicts the
correct winding as ¢ changes continuously from 0 to 2.
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F. Symmetry-protected topological order

In Ref. [53] it was pointed out that the half-filled superlat-
tice Bose-Hubbard model supports an (inversion-) symmetry-
protected topological phase: For A = 0 the many-body Zak
phase can only have two quantized values,

¢z =0, 7. 39)

This quantization is a direct consequence of the inversion
symmetry: If #(¢) denotes the Hamiltonian for twisted
boundary conditions with twist angle ¢, then

TH)I = H(—v), (40)

where [ is the inversion operator. Hence, we obtain for the
nondegenerate ground state that [/ (—9)) = e[|y (9)), for
a real function y. Using this result it follows for the Berry
connection A(%) = (Y (#)|idy | (1)) that

A=) = —A@) + 99 x5 41)

Therefore, we get ¢zax = Xxr — Xo € {0, w}. In the last step
we used that f|1p(q)) = +[¥(q)) for g = 0, 7 such that s =
+1 denotes the eigenvalue of the inversion operator at ¢ =
0, , respectively.

The quantized Zak phase (39) allows to distinguish the
two possible dimerizations of the MI [see Fig. 2(a)]. This
becomes clear from an explicit calculation of the many-body
Zak phase. To this end, we consider the trivial limit where one
of the hopping elements is zero, t, = 0 say. Here, the ground
state is a product state with one boson per dimer. Introducing
twisted periodic boundary conditions corresponds to using
complex hopping elements whose phases sum up to ¢ when
the system is encircled once. For simplicity we choose a gauge
where only one of the hopping elements with amplitude ¢, is
modified (say from site i = 1to i = L) and becomes t,¢”. The
dimer Hamiltonian for the boson corresponding to this bond
now reads as —t,¢/” b} by 4+ H.c. and its ground state is

[Yo()) = (b + €7 b})|0). (42)

Because this is the only dimer appearing in the product state
which depends on ©#, we obtain the many-body Zak phase
¢z = . If, on the other hand, the second dimer configura-
tion is realized where t; = 0 and t, > 0, the twisted boundary
conditions have no effect at all (because 71¢'” = 0 x ¢? = 0)
and thus ¢z, = 0.

Because the setup including the impurity is inversion sym-
metric for A = 0, the same arguments as above apply and it
follows that the TP Zak phase is quantized as well:

by =0, 7. (43)

This explains why TP and bulk Zak phases at A =0 (i.e.,
¢ = 0, ) in Fig. 5(a) are strictly quantized. The simple calcu-
lations based on the single-hole approximation (see Sec. IV E)
demonstrate again that the TP determines the dimerization
pattern of the MI. We conclude that the protocol can be used
to detect symmetry-protected topological invariants, as long
as the system is in the MI phase [see Fig. 6(b)].

V. OTHER SYSTEMS WITH TOPOLOGICAL ORDER

Now, we turn our attention to more general many-body
systems in one dimension which have (symmetry-protected)

topological order [see Fig. 2(b)]. We start by considering
exactly solvable toy models for which we demonstrate that
their many-body Zak phases can be measured by the use
of topological polarons. Specifically, we discuss topological
superconductors supporting Majorana edge states (Sec. V A)
and antiferromagnetic chains of spin § = % and 1 particles
(Sec. VB). Away from the analytically tractable points of
these models we use exact numerical diagonalization to cal-
culate the properties of topological polarons.

The goal of this section is to demonstrate that the topo-
logical polaron concept can be used to detect the topological
order in generic one-dimensional systems. The development
of realistic schemes to implement the topological polarons

experimentally will be devoted to future work.

A. Topological superconductors

Read and Green [59] have shown that fully gapped p, —
ipy spin-polarized superconducting states can be constructed
in two dimensions which are characterized by a nonzero
Chern number of their Bogoliubov quasiparticle excitations.
Following Ref. [33] this Chern number of the Bogoliubov
quasiparticles could be measured by coupling them to mobile
impurities serving as coherent probes of the many-body sys-
tem.

Here, we consider a simpler scenario and study p-wave
superconductors in one dimension. Kitaev [61] has general-
ized Read and Green’s scenario to one-dimensional chains and
predicted a topological phase transition from a trivial strong-
pairing phase to a nontrivial weak-pairing phase. His second
prediction that isolated Majorana fermions are localized at
the edges of the chain in the weak-coupling phase has raised
considerable interest because of their potential importance for
robust quantum information processing. Following theoretical
proposals [80-82], first experimental signatures for Majorana
fermions have been found in different systems [83,84]. How-
ever, an unambiguous proof of the topological nature of these
systems is still lacking.

1. Kitaev chain, its excitations, and their many-body Zak phase

The Kitaev model [61] describes a chain of fermions a; by
the following BCS mean-field Hamiltonian:

= [—w@aj +al,,a) — p@la; —1/2)
J
+Aaa41 + A%alat). (44)

Assuming periodic boundary conditions, the Hamiltonian (44)
can be solved by a Bogoliubov transformation. As a result, one
obtains H = — >k BZZA)ka)k where w; = [Qwcosk + n)* +
4|A|? sin® k]'/? [61]. The new fermions by = wa’ , + vidy in
momentum space are related to the original fermions d; and &Z
by a Bogoliubov transformation. In terms of the new fermions
by the ground state of the Kitaev chain |yk) =[], 13£|0)
corresponds to a band insulator (see Sec. III).

The topological order of the Kitaev chain is determined
by the Bloch vector |u(k)) = (ux, vi)T which appears in the
Bogoliubov transformation. It is an eigenvector of the Hamil-
tonian Ay = [2w cos(k) + ulo, + Asin(k)o,, where we as-
sumed that A is real. Because of its particle-hole symmetry,
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{h, o} = 0, the corresponding Zak phase is quantized (see
Refs. [60,62])

P = / dk (u(k)|idgluk)) = 0, 7. (45)
BZ

An alternative classification of the two resulting topological
phases was introduced by Kitaev [61], who introduced the
number of unpaired Majorana fermions in a system with open
boundaries as a topological invariant. It was shown explicitly
in Ref. [85] that the two definitions are equivalent.

The Bogoliubov quasiparticle excitations of the Kitaev
chain correspond to hole excitation of the new fermions by:

|Dp(k)) = byl k). (46)

From the discussion of band insulators in Sec. III it follows
that their Zak phase is identical to the Zak phase of the Kitaev
chain ¢123ak = ¢§ak'

2. Topological polarons in the Kitaev chain

To bind a mobile impurity to a quasiparticle excitation
in the Kitaev chain and form a TP, an adequate interaction
between the impurity and the underlying fermions has to be
realized. A natural choice would be a simple point interaction,
which gives rise to Shiba states when the impurity is localized
[86,87]. However, because the emerging Bogoliubov quasi-
particles are a superposition of particle and hole states, the
Shiba state of a mobile impurity acquires a nontrivial spatial
structure. As we show by analytic and numerical calculations
in Appendix A, this leads to an additional contribution to the
TP Zak phase and complicates a direct measurement of the
quasiparticle Zak phase.

Here, we choose an alternative route and construct an
impurity-fermion interaction which leads to a simple TP
bound state. To this end we consider the limits w = A =0,
n # 0 (topologically trivial, ¢§ak =0 andw=A>0,u=
0 (nontrivial, ¢§ak = ) discussed by Kitaev. In this case, the
eigenstates can most easily be constructed by decomposing
every fermion into a pair of Majoranas,

Pj=al+a;, Py =il —ap, (47)

where j labels lattice sites.

In the topologically trivial phase, Majorana fermions be-
longing to the same original fermions are paired, 7:[,1( =
,uz ajaj and the ground state reads as |yp]) = ]_[ “|O)
In the nontrivial phase, on the other hand, Majorana
fermions belonging to neighboring fermions are paired Hy =
2w}, a;a; with

aj = %()721' +iP2j41)s 51 2()/2] iP2j41)- (48)
The superconducting ground state is the vacuum of these new
fermions &;|y¥sc) = 0.

To construct TPs we consider a two-component mobile
impurity ¢;, described by the Hamiltonian H; in Eq. (22).
It can tunnel between neighboring sites of a lattice (hopping
amplitude J) which has the same orientation as the Kitaev
chain (44). To measure the TP Zak phase interferometrically, a
force is included which has opposite signs for the two internal
states o =1, | of the impurity.

FIG. 7. The TP wave function of an impurity (blue) bound to a
Bogoliubov quasiparticle (gray) is shown. Black dots correspond to
Majorana fermions, constructed from the original fermions (dashed
circles). In (a) the topologically nontrivial phase is shown, where

TP

TP = . In (b) the trivial case is shown, where ¢75, = 0.

a. Nontrivial phase. In the topologically nontrivial phase,
a Bogoliubov excitation around j = 0 is described by |®) =
Zzghpsc). Importantly, this excitation is localized on the bond
between site j = 0 and 1 [see Eq. (48)].

To bind the impurity to the quasiparticle we consider the
following interaction with the emerging fermions:

HIF__VZCJO-CJO'[a] ]aj 1+ aj] (49)

] [

For the state |®) = dg|sc) the effective Hamiltonian of the
impurity thus reads as
H=—) ¢, 010 +Hel =V Y [& 0.0 + & ,010]
(50
in the absence of the force [see Fig. 7(a)]. In the ground state
for V > J the impurity is localized on the link between sites
j =0 and 1 and forms a dimer, i.e., (an immobile) TP is
formed, described by the wave function

1 . .
|Prp) = —=(&) + &))I0) ® @) ¥sc), (51)

V2
where we neglected the spin index o of the impurity for
simplicity.

When a weak force F' acting on the impurity is switched
on for one Bloch period, the impurity picks up the geometric
Zak phase which is quantized to values

Dok = (52)

due to inversion symmetry. Similar to the nontrivial case
discussed in Sec. IVE a perturbative calculation in J/V <
1 shows that the TP Zak phase is nontrivial in this case,
¢iF = 7. As expected, the TP measures the Zak phase of the
Bogoliubov quasiparticle ¢, = 7.

b. Trivial phase. In the topologically trivial phase, a Bo-
goliubov excitation localized at site j = 0 is described by
|®) = ap|ypr). In this case, too, the Hamiltonian (49) allows
to bind the impurity to the quasiparticle and form a TP. To see
this, we express (49) in terms of the original fermions

A

1% N . .
_ A A At oA At
Hip = 5 § :Cj,acm[ajﬂaj +taa;

Jj.o
—al,a) —akal_ +Hel. (53)

In the following discussion of TPs we consider the case
when w > J,V which allows to discard the pairing terms
in (53). Moreover, we consider the limit V > J, where the
impurity is tightly bound to the quasiparticle. First, we neglect
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FIG. 8. The TP band structure is calculated for the impurity-fermion interaction described by Eq. (53) [see also Eq. (49)] using exact
diagonalization, for a system of length L = 10 with periodic boundary conditions. The fermion parity P [see Eq. (57)] is indicated by the
color code (red: P = 1, black: P = 0). The TP state where the impurity binds to a single Bogoliubov quasiparticle excitation is marked by
blue arrows. In the topologically nontrivial phase (a), for w = A, u = 0, the TP is localized (flat band) and its Zak phase is nontrivial as
expected. We set J = 0.3w and V = 0.5w in the simulation. In (b) we included a chemical potential . = 0.2w. As a result, the TP band
becomes dispersive, but the topology is the same as in (a). In the topologically trivial case (c), for © = —1, A = w = 0, the Zak phase of the

TP is trivial. We have set J = 0.05|| and V = 0.5|u| in this case.

the impurity hopping all together and obtain the lowest-order
ground states [see Fig. 7(b)]

|Drp(j) = €510) ® (a1 — V28, +a; ) Yer).  (54)

We include small J < V by using degenerate perturbation
theory and obtain the following effective TP Hamiltonian:

A

J
A == 1Pw(i+ DN@w()l+He. (55
V25

When the weak force F acting on the impurity is switched on
for one Bloch period, the TP picks up the Zak phase. Because
(55) describes a pure nearest-neighbor hopping Hamiltonian,
the TP Zak phase is trivial ¢,, = 0. It coincides with the Zak
phase of the Bogoliubov quasiparticle ¢%.,, = 0.

In summary, we have shown for Kitaev chains with immo-
bile Bogoliubov quasiparticles that TPs can be formed whose
Zak phase allows a direct measurement of the quasiparticle
topology

g:k = ¢§ak' (56)

This represents a direct probe of the topological order in
the system. Because the TP Zak phase is quantized [see
Eq. (52)], the result also holds more generally even when
the quasiparticles become mobile or the couplings in the
Hamiltonian are changed, as long as the system does not
undergo a phase transition. We demonstrate this now by exact
numerical calculations.

3. Numerical simulations

In Fig. 8 we show the TP band structure, calculated for the
impurity-fermion interaction ?:LIF defined in Eq. (53). We used
the same numerical techniques as presented in Sec. IV C and
extracted the Zak phase of the interacting mobile impurity.

Results for L = 10 are shown, but similar results are found
for odd chain lengths.

The lowest band corresponds to an unbound impurity
propagating through the ground state of the Kitaev chain,
with a bandwidth of 4J. The Zak phase is trivial in this case,
¢z = 0, independent of the parameters for the Kitaev chain.

The first excited state has one Bogoliubov excitation, and
hence a different fermion number parity

P=> "¢l
J

from the ground state. Therefore, the first band is stable and
can not decay into the ground state without violating parity
conservation. For every total conserved momentum k there
are L/a states, corresponding to the number of quasiparticle
positions for a given impurity configuration. The lowest of
these states corresponds to the TP bound state which we are
interested in. It is protected by a gap of order ~V from the
remaining L/a — 1 states in the scattering continuum.

In Fig. 8(a) the topologically nontrivial case discussed in
the text is shown. As expected forw = A > 0 and u = 0, we
find a flat band corresponding to a localized TP, with a non-
trivial Zak phase ¢1F, = 7. In Fig. 8(b) we included a finite
chemical potential, such that the Bogoliubov quasiparticles
become dispersive. As a result also the TP band has a finite
dispersion, while its topological properties remain unchanged.
In Fig. 8(c) the topologically trivial case is shown. Although
the Bogoliubov quasiparticles are localized in this case, the TP
is dispersive as predicted in Eq. (55). Its Zak phase is trivial,

TP =0, and provides a direct measure of the topology in the
Kitaev chain.

mod 2 57

B. Spin chains with topological order

Now, we turn our attention to gapped antiferromagnetic
(AFM) spin chains in one dimension. Haldane conjectured
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that the ground state of the integer spin S = 1, 2, .. ., Heisen-
berg model is gapped [57]. For the simplest case S =1,
degenerate edge states were found on the ends of systems
with open boundary conditions [88], each corresponding to
a spin % These provide a clear signature for the existence
of topological order in this model. Indeed the Haldane S = 1
phase can be distinguished from other S = 1 phases without
degenerate edge states by a nonlocal string order parameter
[89-91]. Here, instead, we use twisted periodic boundary
conditions to quantify and detect the topological order of
gapped spin models.

Important insight in the topological order of AFM spin
chains can be obtained by employing the valence bond picture.
It is based on the observation that the ground state of two
antiferromagnetically coupled spin—% particles

H=J[8585 + 7878 + 7781851, (58)
with an arbitrary phase ¢, is a singlet state

IVB(®)) = (| 1) — €| 11))/v/2 (59)

also referred to as a valence bond (VB) state.
Like the atomic dimer states discussed above [see
Eq. (42)], the VB state has a nontrivial Berry (or Zak) phase

2
2ok = f d9 (VB(®)idg[VB(@) =7 (60)
0

when ¢ is varied adiabatically by 27. Hatsugai [62,63] has
shown that in this case the Zak phase is quantized, e.g.,
by time-reversal symmetry and he suggested that it can be
used as a local topological order parameter for gapped spin
chains. Similar to the cases of topological superconductors
and dimerized Mott insulators discussed previously, topo-
logically inequivalent states differ by their VB pattern [see
illustration in Fig. 2(a)]. Different patterns reflect themselves
in the pattern of local Berry phases [62]. An equivalent theory
based on twisted periodic boundary conditions is summarized
in Appendix B.

One of the simplest spin models with topological order
is the VB solid constructed by Majumdar and Gosh [56,92].
They provided an exact solution, in terms of VB states,
of a spin-% AFM. We discuss this model in detail below
(Sec. V B) and show how TPs can be used to distinguish the
two topologically inequivalent ground states. Affleck et al.
[58] constructed an exactly solvable Hamiltonian [the Affleck-
Kennedy-Lieb-Taski (AKLT) model] closely related to the
S =1 AFM Heisenberg model and showed that its ground-
state wave function can be understood as a VB solid which,
however, does not break the translational symmetry. It is
understood nowadays that the ground states of the AKLT
model and the AFM § = 1 Heisenberg model are in the same
topological class [42]. The AKLT model is briefly discussed
in Appendix C.

Majumdar-Gosh model

The Majumdar-Gosh model [56] is defined by the follow-
ing AFM spin-% Hamiltonian:

N
A t A A
HMGZE;S] Sit

4>|~

N
Z Sj2(61)

T b B

o V —_ = V/ 2
FIG. 9. The TP wave function of an impurity (blue) bound to a
topological excitation (domain wall) of the Majumdar-Gosh chain
is shown. In the ground state of the Majumdar-Gosh Hamiltonian
every three subsequent spins (indicated by dashed circles) couple to
total spin 3 1 In (a) the topologically trivial phase is shown, where

Hit = 0. In (b) the nontrivial case is shown, where ¢, " = 7.

with periodic boundary conditions (we assume N is even for
now). In its ground state every three subsequent spins cou-
S it S j+1+
S i+2)* = 3/4. Majumdar has shown that there exist exactly
two VB configurations with this property, which are separated
by a finite gap from all other eigenstates [92]. In the first case,
Szl and S2; | form a VB forall/ = 1...N/2, whereas in the
second case S,; and S21+1 are paired in a VB state. That is,
the two states correspond to different VB configurations as
illustrated in Fig. 2(a). They are topologically distinct and
give rise to different spin-Zak phases ¢35, = 0 and ¢y, = 7
(see definition in Appendix B), quantized by the inversion
symmetry in this case.

a. Topological excitations. To investigate the topological
order in the Majumdar-Gosh model, we consider its topolog-
ical excitations which correspond to domain walls between
two different VB configurations (see Fig. 9). The first type
of quasiparticle (a) is located between a bulk VB solid with
¢§ak = 0 to the left and qb‘zgak = 1 to the right. For the second
type of quasiparticle (b), the other way around, the VB solid
to the left has ¢5, = 7 and the one to the right has ¢5,, = 0.
Note that unlike the overall values of the spin-Zak phases,
their differences are independent of the gauge choice and can
be measured.

The spin-Zak phases of the two types of quasiparticle
excitations differ by

. . .82
ple to the minimum possible total spin L; :=

Poo — 5 =7 (62)

and thus allow to distinguish between the two topologically
inequivalent configurations. To show this, we note that one
type of quasiparticle can be transformed into another by a
global translation of the system by one lattice site. This
changes the spin-Zak phase by =, as a consequence of the
(generalized) King-Smith and Vanderbilt theorem [45,93]
stating that the polarization P in units of the lattice constant
d is directly related to the Zak phase P = d ¢z, /27 . Formu-
lated in terms of spins it reads as

D SN = ¢S, /2, (63)
J

as can be shown directly from Eq. (B4) in the Appendix.
Using the same techniques as in Sec. IIT A it follows for a
single spin (S = 2) in a Bloch band consisting of N states
that Aqbz,dk = g for a translation by half a unit cell.
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b. Topological polarons. To construct TPs which allow a
direct measurement of the quasiparticle spin-Zak phases, we
consider an impurity hopping on a lattice with twice the period
a of the host spin system. Because the translational invariance
is explicitly broken by the Majumdar-Gosh VB solid, this
defines the true size of the unit cell of the system. Aside from
the free impurity Hamiltonian #; from Eq. (22) we consider
an impurity-spin interaction allowing to bind the impurity to
the topological excitation and form a TP. The basic strategy is
to couple to the excess spin % of the quasiparticle excitation
(see Fig. 9).

Here, we construct an interaction Hamiltonian in the
strong-coupling regime in which the quasiparticle tunneling
(of the order #) is much smaller than the impurity energies,
t <« J,V. While this simplifies the analysis considerably and
allows us to derive the TP ground state and its Zak phase
perturbatively, it should not be considered as a necessary
requirement for realizing TPs in spin systems.

We consider the following coupling:

1
Hls——VZ J(,c,”[ P,+L 1+2L} (64)

which commutes with the Majumdar-Gosh Hamiltonian,
[7:[15’ 7:LMG] = 0. For V > J it binds the impurity to the
topological defect as sketched in Fig. 9. Because t < J we
can treat the quasiparticle tunneling perturbatively and solve
for the bound state of the impurity in the TP for a stationary
topological excitation. For (a)-type quasiparticles, the result-
ing potential seen by the impurity leads to a tightly bound TP
with a trivial Zak phase qbg:lf = 0 [see Fig. 9(a)]. The effective
Hamiltonian which can be solved perturbatively becomes

. 0o —J 0
Hesr = - -V -J (65)
0o —J 0

in this case. For (b)-type quasiparticles, on the other hand, the
impurity remains delocalized over the two lattice sites around
the domain wall and thus the corresponding TP Zak phase is
non-trivial, ¢Zak = . The effective Hamiltonian which can
be solved perturbatively becomes

0 —J 0 0

. B S

Herr = 0 —/J v -] (66)
0 0 -7 0

in this case. As expected from Eq. (62) the difference of the
two TP Zak phases is

D — b =T (67)

VI. SUMMARY AND OUTLOOK

In summary, we discussed various gapped models of in-
teracting particles in one dimension which have symmetry-
protected topological order described by the many-body Zak

phase. This includes band insulators, dimerized Mott insula-
tors, topological superconductors, and antiferromagnetic spin
chains. We introduced a scheme for the direct measurement of
their many-body Zak phases, based on two key ideas. First, an
identification of the many-body Zak phase of the bulk system
with the Zak phase corresponding to elementary excitations.
We established such relations for all the models mentioned
above. Second, the binding of a mobile impurity to the ele-
mentary excitation, which serves as a coherent probe of the
many-body system. In this step a new quasiparticle is formed,
the topological polaron [33]. By applying different forces
to the internal states of the impurity, Ramsey interferometry
allows to measure the Zak phase of the topological polaron.
We have shown by explicit calculations that the topological
order of the host many-body system can be mapped out in
this way. Notably, there is no need to realize twisted periodic
boundary conditions experimentally, which are used as a
theoretical tool to define many-body Zak phases in the first
place.

As a concrete experimentally relevant example, we consid-
ered the 1D superlattice Bose-Hubbard model at half-filling.
It has a dimerized Mott insulating phase with topological
order characterized by the many-body Zak phase. When the
Hamiltonian has inversion symmetry, this many-body Zak
phase constitutes a symmetry-protected topological invariant
which is strictly quantized. We demonstrated that the many-
body Chern number, characterizing a topological Thouless
pump in the model [68], can also be measured using the inter-
ferometric scheme. This Thouless pump has recently been re-
alized experimentally [65] (see also [69]), but the many-body
Chern number was measured only indirectly through transport
so far. The scheme discussed here offers a complementary
perspective, based on the direct detection of the underlying
geometric phases in the many-body wave function.

The method can be generalized to topological supercon-
ductors, whose Bogoliubov quasiparticle excitations are char-
acterized by a nontrivial Bloch band topology. For the Kitaev
chain, which is in the focus of current research because it hosts
isolated Majorana edge states, we demonstrated that the topo-
logical Majorana number can be measured directly in the bulk
of the system. Such measurements could provide an important
step toward a complete understanding of current experiments
searching for isolated Majorana edge states [83,84].

For the discussion of topological order in spin chains we in-
troduced the spin-Zak phase as a generalization of Hatsugai’s
local Berry phase [62] and explained its one-to-one relation
to the many-body Zak phase. We showed that topological
polarons can be used to detect the topological order of spin
chains and gain insights into the pattern of valence bonds in
the ground state. This work can be extended to the investi-
gation of topological order in frustrated magnets and gapped
quantum spin liquids using topological polarons.
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APPENDIX A: TOPOLOGICAL ZAK PHASE
OF SHIBA STATES

In this Appendix we discuss Shiba states in a p-wave su-
perconductor, obtained by assuming local contact interactions
between the impurity and the host fermions. Instead of the
interaction in Eq. (53) we consider

Tr =V Y &, ¢0dla; (A1)

j,o
In the topologically trivial phase, this interaction allows to
bind quasiparticle excitations to the impurity [see Fig. 10(a)].

The resulting bound state is topologically trivial with the Zak
phase ¢2F = 0.

To understand the topologically nontrivial phase, we con-
sider the limit 4 = 0 and w = A > 0 as in the main text. In
terms of the new fermions [see Eq. (48)], the interaction can
be expressed as

N \% .
_ At A ~tx ~t
Hig = 0 chygcj,g[l —a;aj- —a;_,a; +
j.o

+ajaa;+aal_l.

(A2)
Let us consider a state with a single Bogoliubov quasipar-
ticle excitation. In the limit where w > V,J, where J is
the nearest-neighbor impurity hopping, we can neglect the
pairing terms in the second line. We remain with the first
line, which corresponds to an impurity-induced hopping of
the Bogoliubov quasiparticle. For V > J it is easy to see that
this interaction leads to the formation of a topological polaron,
where the quasiparticle is bound to the impurity.

As sketched in Fig. 10(c), the quasiparticle is delocalized
over the two bonds neighboring the impurity in the resulting
bound state. The approximate wave function in the limit w >
V > J reads as

I
V2

when the impurity is localized on site j.

|Pp())) = —=(@}_, +a)lyx) ®EH0),  (A3)
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For J = 0 it is easy to show that this state has a trivial TP
Zak phase q)gk = 0, even though the Bogoliubov quasiparti-
cles are topologically nontrivial ¢X, = 7. In contrast to the
situation in Fig. 7(a), the quasiparticle is delocalized over two
consecutive bonds. This nontrivial internal structure of the TP
bound state makes it impossible for the impurity to distinguish
between quasiparticles residing on the sites (topologically
trivial case) and on the bonds (nontrivial case).

For J > 0 the TP acquires a dispersion, but as long as
J < w,V the band gap does not close. Therefore, the TP Zak
does not change and remains trivial, ¢25, = 0. We confirmed
these predictions by exact numerical simulations shown in
Figs. 10(b) and 10(d). Here, as in Fig. 8, there are two low-
lying bands with different fermion parities P. One corresponds
to an unbound impurity, whereas the second represents a TP
bound state. Its Zak phase is always found to be trivial.

APPENDIX B: TWISTED PERIODIC BOUNDARY
CONDITIONS IN SPIN CHAINS AND
MANY-BODY SPIN-ZAK PHASE

In this Appendix we show how twisted periodic boundary
conditions can be used to classify symmetry-protected topo-
logical order in gapped spin systems. We consider models
in which the spin along one direction, say S'Z, is conserved,
[?:l, S‘Z] = 0. This symmetry is equivalent to particle-number
conservation, which we used in Sec. III A to construct twisted
periodic boundary conditions for band insulators and interact-
ing bosons/fermions.

1. Spin 1

First consider a spin-% chain, § = %, with a total number of
spins N. When §. is conserved we can express the many-body
spin wave function ¥g(xy, . .., x)s) describing the spin system
in the S’z basis. Here, x; = 1, ..., N denote the coordinates of
spin 1 particles, where j =1,...,M and M = NS + S is
the number of 1 spins. Twisted periodic boundary conditions
are defined by imposing

Ys(xr, ..., xj+N, ..., xy) = e”yllfg(xl,...,xj,...,xM)
B1)
forall j=1,...,M [seeEq. (5)].

When the twisted periodic boundary conditions are adia-
batically changed from ¢ = 0 to 2w, the spin wave function
| (¥)) picks up a geometric phase up to a gauge transfor-
mation U (9). For U(27) = 1 this gives rise to the following

definition of the many-body spin-Zak phase:

2
Py = /0 do (Ys(9)]ids | Ys()). (B2)

As in the case of band insulators, the value of the spin-Zak
phase depends on the gauge choice [see Eqgs. (7) and (11)].

2. Arbitrary spin
Equation (B1) can be generalized for arbitrary spin S by
introducing Schwinger bosons (SB) @;, b; (see, e.g., Ref. [94]
for an introduction to SBs). When §, = S is conserved we
obtain ) j(&;& = l;jl;,) = 28", Because the total number of

SBs is always conserved, Zj(&;&j + sz},) = 2NS, both a-

and b-type SB numbers Y ; &;& jand ), lijlAy ; are individually
conserved. This gives rise to two continuous U(1) gauge
symmetries ;4 = a, b, each of which allows to define a set of
twisted periodic boundary conditions. To this end an integer
number n,, of u-flux quanta is adiabatically introduced into
the system [70] as shown in Fig. 2(a). The corresponding
unitary operator can be written as

N

U (9, 9) = exp |:i > (ﬁa]ivaja,- + ﬂb]ivéjéj)}. (B3)

=1

Note that we have made a particularly simple gauge choice
at this point. As in Eq. (10) it corresponds to constant forces
acting on the SBs, respectively. Importantly, for twist angles
¥, = 2mn, an integer multiple of 27, this corresponds to a
pure gauge transformation. We refer to n,, n, as the integer S,
fluxes.

The most important case for us corresponds to a situation
where, say, ¥, = 0 and ¥, = ¢. Using &;&j =25 — Ej.éj we
can write

O@®) = & i #6749, (B4)

which corresponds to the dynamics generated by a magnetic
field gradient across the sample. For ¢ = 27 this corresponds
to a pure gauge transformation and we say that one unit of S,
flux (recall that n, = 1) has been introduced into the system.
This allows to generalize the definition of the spin-Zak phase
to arbitrary S:

When one unit of S, flux is adiabatically introduced in
a system with periodic boundary conditions (i.e., when the
phase 2n S, is picked up by one spin S, when encircling
the system once), the many-body spin wave function |V¥s)
returns to itself up to a gauge transformation U and a phase,
|[Ys) — e w0 |¥rs). The geometric contribution to the phase
defines the many-body spin-Zak phase ¢§ak = @ — Qdyn.

Here, the dynamical phase ¢4y, is defined as the contribu-
tion to ¢ which depends on the duration T required for the
adiabatic protocol.

For the VB states discussed in the main text, the spin-Zak
phase ¢5,, and Hatsugai’s local Berry phase [62,63] coincide.
Indeed, the phase ¢ in Eq. (59) is obtained by applying a
magnetic field gradient along the VB. This formalism repre-
sents a generalization of Hatsugai’s construction where only
the complex phase e of the term Je” ST was modified
“by hand.” We have shown here that this procedure can be
understood as a direct analog of the Zak phase for spin
systems.

Hatsugai [63] discussed a scenario where the gap of the
system closes when ¢ is modified, corresponding to an adia-
batic change of the S, flux in the language used here. Note that
the spin-Zak phase is well defined for an arbitrary state with
a finite gap A > 0 in the thermodynamic limit. In the present
case, a finite amount of S, flux can always be eliminated by a
gauge transformation in the bulk of the system and hence its
bulk gap can not close.
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FIG. 11. The TP wave function of an impurity (blue) bound to a
spin-1 crackion excitation of the AKLT model is sketched. We expect
that this allows to measure the nontrivial spin-Zak phase ¢35, = 7 of
the AKLT model directly.

APPENDIX C: TPs IN SPIN § = 1 CHAINS

In this Appendix we briefly discuss how TPs can be
generalized from the spin—% Majumdar-Gosh model to spin-1
chains. We start with the AKLT model [58]

Haxir = ZPz(Sj +841). (CDhH
J

In its ground state every pair of neighboring spin-1 particles
has total spin S = 0 or 1, which is achieved by the projection
operator P»(S) on the total S = 2 subspace of 8. The unique
ground state of the AKLT model is a VB solid which can be
understood by writing every spin 1 as a sum of two spin % (and
projecting out their singlet sector). This is shown pictorially
in Fig. 11. The presence of VB states gives rise to a nontrivial

spin-Zak phase ¢§ak = 1, as shown by Hirano et al. [95] using
Hatsugai’s method [62,63]. Note the close similarity between
the AKLT and Majumdar-Gosh models.

To detect the topological order in the AKLT model, we
suggest to couple a mobile impurity to an elementary bulk
excitation and form a TP. Unlike the ground state of the AKLT
model, its excited states can not be written in closed analytical
form. It has been suggested by Knabe [96] that the elemen-
tary excitations, termed crackions, correspond to a broken
VB dimer and carry spin S, = 1, as illustrated in Fig. 11.
Numerical calculations have confirmed that the variational
energy of such crackion states is in good agreement with exact
results [97]. By coupling an impurity to triplets, in the spirit
of Eq. (64), we expect that the nontrivial TP spin-Zak phase
of crackions should be observable. We expect that a detailed
investigation, which we devote to future investigations, can
shed new light on the elementary excitations of the AKLT
model.

The AKLT model is in the same topological class as the
spin-1 Haldane model [57]. Therefore, we expect that the
method can also be applied in this case. TPs in these sys-
tems can then be used to explore topological quantum phase
transitions, as studied, e.g., in Refs. [42,95], experimentally.
This includes transitions to topologically distinct phases of the
dimerized Heisenberg Hamiltonian [95], or to fully polarized
states in the presence of an external magnetic field [97].
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