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Trapping and manipulation of small particles underlies many scientific and technological appli-
cations. Recently, the precise manipulation of multiple small particles was demonstrated using a
Stokes trap that relies only on fluid flow without the need for optical or electric fields. Active flow
control generates complex flow topologies around suspended particles during the trapping process,
yet the relationship between the control algorithm and flow structure is not well understood. In this
work, we characterize the flow topology during active control of particle trajectories using a Stokes
trap. Our results show that optimal control of two particles unexpectedly relies on flow patterns
with zero or one stagnation points, as opposed to positioning two particles using two distinct stag-
nation points. We characterize the sensitivity of the system with respect to the parameters in the
control objective function, thereby providing a systematic understanding of the trapping process.
Overall, these results will be useful in guiding applications involving the controlled manipulation of
multiple colloidal particles and the precise deformation of soft particles in defined flow fields.

In recent years, particle trapping methods have been
used to study physical and biological phenomena with
exquisite levels of precision. Particle trapping has been
used for diverse applications including parallel manipu-
lation of single particles [1], determination of DNA phys-
ical properties [2], and direct observation of viral DNA
packaging by a molecular motor [3]. Trapping methods
rely on a variety of physical mechanisms and fundamental
forces for manipulating particles, including optical fields
[4, 5], magnetic fields [6, 7], electrical fields [8, 9], acoustic
forces [10, 11], and fluidic forces [12-17].

One of the most fundamental experiments in particle
trapping focuses on measuring particle deformation in re-
sponse to a controlled force [2, 6]. Flow-based trapping
has long been used to study the deformation of suspended
particles such as immiscible droplets. G.I. Taylor devel-
oped a four-roll mill for studying drop deformation in
extensional flows [18], though this method required man-
ual operation for trapping drops in flow. Several years
later, Bentley and Leal [19] developed a computer con-
trolled version of the four-roll mill that enables the trap-
ping of freely suspended drops for long times. Several
researchers further developed microfluidic analogs of the
four-roll mill to generate well-defined shear, extensional,
and mixed flows [20, 21]. The microfluidic four-roll mill
was used to observe the deformation and dynamics of sus-
pended particles, such as tank-treading, tumbling, and
trembling dynamics of single vesicles in flow [22]. How-
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ever, these microfluidic devices did not incorporate active
flow control to confine particles over long time periods.

In 2011, Schroeder and coworkers developed an auto-
mated hydrodynamic trap to confine single particles in
free solution [13-15]. This method relies on active flow
control using an on-chip metering valve to modulate flow
rates in a 4-channel cross-slot device. The initial version
of the hydrodynamic trap offers a simple design with a
linear control algorithm [13], thereby producing a sin-
gle stagnation point to confine individual particles in a
planar extensional flow. Using this approach, the stagna-
tion point is translated over micron-scale distances using
an on-chip valve without affecting the principal axes of
compression and extension, thereby generating a well-
defined flow field that enables estimation of hydrody-
namic forces on single suspended objects such as single
polymer molecules [23]. In 2016, the Stokes trap was
developed as a general method to confine and manipu-
late multiple particles using the sole action of fluid flow
[16]. This technique utilizes a model predictive control
formulation to modulate flow rates in an N-channel inter-
secting cross-slot device to achieve simultaneous center-
of-mass trapping and precise manipulation of multiple
particles. The Stokes trap was initially demonstrated
with an N=6 channel device to manipulate two distinct
micron-scale particles along pre-determined paths and for
the directed assembly of two sticky particles using sched-
uled fluid flows [16].

Although the Stokes trap enables manipulation of mul-
tiple particles, the flow structure and evolution of flow
topology surrounding the suspended particles during the



trapping process is not well understood. In theory, a six-
channel microdevice is capable of generating two stagna-
tion points (for trapping two distinct particles), though it
is not known if the flow topology during particle trapping
admits two stagnation points. Moreover, the evolution
and location of putative stagnation points and stream-
lines during fluidic trapping experiments is generally not
known a priori. The relation between the control algo-
rithm used to determine optimal manipulation pathways
and particle dynamics is not obvious, and the result-
ing particle trajectories may be complex depending on
the trapping objective. From this perspective, achieving
a clear understanding of the underlying flow topology
would be useful for characterizing optimal manipulation
techniques. For example, it is known that flow structures
can interact with and influence the topology of molecular
orientation fields in nematic systems [24]. Moreover, ad-
hesive interactions between freely suspended vesicles in
flow are known to depend on the stress profile induced
on bilayer membrane by external flows. Consider the
case of two vesicles that are on a trajectory for close ap-
proach or collision. Approaching vesicles experience com-
pressional stresses, resulting in wrinkling of membrane
surfaces, which reduces the effective contact area of ad-
hesion, delays the film drainage process, and increases
the time required for adhesion [25-27]. From this view,
achieving a systematic understanding of how the under-
lying flow topologies evolve during particle manipulation
and interaction experiments will be essential for quanti-
tative descriptions of such processes.

In this work, we systematically study flow topologies
during particle manipulation experiments using a Stokes
trap. In particular, we characterize flow topology dur-
ing three canonical manipulation scenarios for two par-
ticles, including the movement of two particles towards
each other, away from each other, and the interchange
of particle positions. For each case, particle trajectories
are tracked using active flow control experiments and di-
rectly compared to simulation results. Our results show
that the experimentally determined flow rates are in good
agreement with simulation results for several different
manipulation scenarios. In addition, we systematically
vary the control parameters in the objective function to
understand the influence of the control algorithm on the
time required for the particles to reach their target posi-
tions. Together, these studies elucidate the flow topology
during particle manipulation and reveal the impact of the
tunable control parameters on the trapping performance.
Overall, these findings will help guide multiplexed flow-
based trapping experiments involving particle collision,
adhesion, and assembly in a systematic fashion.

I. CONTROLLER FORMULATION

The flow model and the model predictive control
(MPC) scheme for multiplexed particle manipulation
have been previously described [16, 17]. The following
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FIG. 1. Schematic of a six-channel microfluidic cross-slot de-
vice. Inlet/outet channels are approximated as point sources
or sinks. (a) A six-channel device with the center portion
forming a hexagonal cross-slot. (b) Position of the six point
sources/sinks corresponding to each channel.

section summarizes the salient features of these models
for understanding flow topology during trapping.

A. Flow model for the particle center-of-mass.

In general, controlling the x and y coordinates of N
particles requires control over 2N degrees of freedom.
In addition, the flow rates imposed in all channels can-
not be independent and must satisfy mass conservation.
Thus, at least 2N+1 channels are required to control N
particles. Here, although a five-channel microfluidic de-
vice would have sufficient number of degrees of freedom
to trap 2 particles, a six-channel microfluidic device (as
shown in Fig. 1a) was chosen to manipulate two particles
to improve the controllability. The intersection of the
six channels creates a hexagonal cross-slot as shown in
Fig. 1b, with the vertices of the hexagon lying on a circle
of radius R which is equal to the width W of a chan-
nel. The center of the circle is chosen to be the origin.
Inlet/outlet channels in the cross-slot are assumed to be
point sources/sinks [28], where R’ is the location of the
it" source/sink, as shown schematically in Fig. 1b.
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Under low Reynolds number flow conditions, the
height averaged 2-D velocity u € R? within the cross-slot
can be expressed as a linear superposition of the veloc-
ity fields caused by point sources using a 2-D Hele-Shaw
approximation [29]:
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where H is the height of the device, € R? is a position
vector, R' € R? is the position vector corresponding to
the ¢*" point source/sink, and q € R® is a vector whose
it" element g; represents the volumetric flow rate through
the i*" point source. Prior work used computational fluid
dynamics (CFD) simulations to demonstrate that proper



selection of the dimensions of the microfluidic device (H
and W) can reduce the relative error between the velocity
predicted by the model in Eq. (2) and the CFD velocity
to as low as 2% [16]. The microfluidic cross-slot is a
closed system, and hence the flow rates ¢ must satisfy
mass conservation:

6
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Flow rates for a point source are taken to be positive
when the fluid in the corresponding channel flows into
the cross-slot and negative when the fluid in the channel
leaves the cross-slot. Together, Eq. (2) and Eq. (3) deter-
mine the relationship between the imposed flow rates in
the channels and the velocity field within the cross-slot.
In the absence of external forces, a particle’s 2-D velocity
(& € R?) is identical to the fluid velocity at the particle
center-of-mass (COM) (z € R?):

where the £ symbol denotes a definition of the function.

B. Model predictive control for particle
manipulation.

Using the linear velocity model for particle motion in
Eq. (4), we specify a control scheme for manipulating two
particles from an initial position Xo = [&], 23 ]” to a
final position Xp = [x] , @] p]7, where ;o indicates
the " particle’s initial position and x; r indicates the
target final position. A model predictive control (MPC)
scheme is used to achieve precise manipulation of mul-
tiple particles [16, 17, 30]. Using MPC, the flow rates
required for particle manipulation are obtained by min-
imizing an objective function that determines an opti-
mal balance between: (1) trajectories that move parti-
cles along the shortest path between the initial and fi-
nal positions and (2) trajectories that require minimal
flow rates but may require complicated paths. For the
current sampling instant at time ¢y, particle positions
X are experimentally determined. Next, a future time
horizon T is defined and divided into K equal intervals,
such that tx = tg + kA, k = 1...K, and q; indicates
the flow rates to be applied during k" interval [th—1,tk)-
Given a series of flow rates throughout the time horizon
[d@1, G2, - -, dKk], the locations of all particles can be pre-
dicted subject to the imposed flow rates at the future K
sampling points. Future particle positions are denoted as
X — [a],. 31,7

Using the MPC formulation, it is desired to obtain a
set of flow rates that simultaneously minimize the dis-
tance travelled by each particle and the flow rates during
the trapping event. To accomplish this task, an objec-
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FIG. 2. Schematic of the experimental setup for the Stokes
trap. Inlet/outlet channels of the microfluidic device are con-
nected to fluidic reservoirs that are pressurized by regulators
controlled by a custom LabVIEW program.

tive function J is minimized with respect to the particle
trajectories { X }5_, and flow rates {qx}5_;:
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where § and « are control parameters or weights that
penalize high flow rates and large deviations at the end
of the time horizon. In general, § and 7 are tuned by
the user to achieve the desired speed of response during
trapping experiments. The objective function in Eq. (5)
is minimized at each sampling instant to obtain the set
of flow rates for the horizon [§1, G2, . . ., k], but only the
flow rates corresponding to the first interval q; are ap-
plied to the system. In the next sampling instant, the
particle positions are resampled again and the process is
repeated. The objective function defined by Eq. (5) relies
on a non-linear model, which complicates the determina-
tion of a closed-form solution. For experimental imple-
mentation of the MPC scheme, we use the toolkit for Au-
tomatic Control and Dynamic Optimization (ACADO)
[31, 32], which efficiently minimizes the objective func-
tion using numerical optimization methods and gener-
ates high performance C++ code to enable millisecond
time solutions of Eq. (5). Together, this approach en-
ables real-time implementation of the non-linear model
in optical microscopy and imaging experiments.
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FIG. 3. Experimental flow topologies determined using particle tracking velocimetry (PTV). The numbers denote the channel
number. Three primary flow topologies were determined in a six-channel cross-slot device exhibiting (a) zero, (b) one, and (c)

two stagnation points.

II. METHODS

A. Experimental setup.

Standard techniques in soft-lithography are used to
fabricate the microfluidic device shown in Fig. 1 (Sup-
plementary Materials) [33]. Microfluidic devices are
mounted on the stage of an inverted microscope as shown
in Fig. 2. The flow setup consists of 6 pressure regulators
(MPV Series, Proportion Air) connected to a nitrogen
source with an output pressure of 30 psi. The pressure
regulators accept an analog input voltage ranging from
0-10 V, provide a linearly dependent output of 0-5 psi,
and can measure the output pressure through an analog
output. The regulators are actuated through a computer-
controlled LabVIEW data acquisition device with ana-
log input and output capabilities (NT 9264, NI19205 and
NI9174, National Instruments). Each output pressure
line from the regulators is connected to a fluidic reser-
voir containing the sample (Elveflow XS fluid reservoir),
which is connected to the microfluidic device using FEP
and PEEK tubing (IDEX Health and Science). Tube di-
mensions (inner diameter and length) are chosen such the
fluidic resistance within the tubing is significantly larger
than the fluidic resistance of the microfluidic channels.
The microfluidic device is then mounted on an inverted
microscope (Olympus IX71) equipped with a mercury
lamp for fluorescent imaging, a 10x magnification ob-
jective lens, and a charge-coupled device (CCD) camera
(PointGrey GS3 23S6M). Unless otherwise noted, all ex-
periments, were performed using fluorescent polystyrene
beads (2.2 pm, Nile Red, Spherotech) suspended in an
aqueous glycerol solution with a viscosity of 0.140 Pa-s
measured at 25 °C. The microfluidic device is situated
such that the center of the cross-slot is defined as the
origin in the laboratory reference frame.
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FIG. 4. Schematic representation of particle manipulation
experiments for studying flow topology. Red circles represent
particle 1 and blue circles represents particle 2. Particles are
trapped at the locations of the circle. Manipulation experi-
ments are performed by (a) moving set points closer to each
other, (b) moving set points away from each other, and (c)
switching set point positions.

B. Controller implementation.

Particle manipulation experiments are performed us-
ing a custom code written in MATLAB (Mathworks) and
LabVIEW (National Instruments) [16, 17]. Briefly, at
each sampling instant, LabVIEW acquires an image (sin-
gle frame) from the CCD camera and performs binary
thresholding, followed by particle localization to deter-
mine the centroid positions of particles within a region of
interest defined by the user. Within a region of interest,
the particles nearest to the two set points are selected,
and the center-of-mass (COM) coordinates of these par-
ticles are transformed from the camera reference frame to
the laboratory reference frame and scaled to dimension-
less quantities [17]. Scaling is used to avoid numerical
underflow; in brief, particle coordinates are on the or-
der of few hundred microns and flow rates are on the
order of a few pL/hr, and determining the minima for
the objective function in Eq. (5) can be strongly influ-
enced by numerical error in the optimization algorithm.
In this way, non-dimensionalization scales all quantities
to be approximately O(1). All lengths are scaled by the
particle diameter d = 2.2 pum, the time is scaled by a char-
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FIG. 5. Particle trajectories for the case of two particles moving towards each other (corresponding to the schematic in Fig. 4a).
Two particles are first trapped and then at time t=0, the trapping point for both particles is changed to move them closer to
each other. (a) Particle trajectories from experiments and simulations where the arrows are drawn to show the overall direction
of movement of each particle. (b) z-trajectory of particle 1 from experiments and simulations. (b) y-trajectory of particle 1
from experiments and simulations. (d) z-trajectory of particle 2 from experiments and simulations. (e) y-trajectory of particle

2 from experiments and simulations.

acteristic inverse strain rate ¢! = ¢, = 1. Thus, Eq. (5)
is solved using the dimensionless particle coordinates to
obtain the dimensionless flow rates to be imposed on each
channel.

In order to calculate the corresponding pressures for
each desired flow rate, the fluidic setup is converted to
a fluidic circuit, assigning a reference pressure P, to the
center of the cross-slot and a fluidic resistance Z; to the
fluidic path from the i** reservoir to the cross-slot. The
pressure P; to be applied to the i*" fluid reservoir is cal-
culated using the following ohmic relation between the
pressure and the flow rate g;:

Pi=Py+qiZi (6)

Identical tubing and fittings are used for each channel,
and the fluidic resistance due to the tubing is much larger
than the microfluidic channels. We therefore assume the
same value of the fluidic resistance Z; for the fluidic path
from each reservoir to the cross-slot. Based on the vis-
cosity of the fluid and the dimensions of the tubing and
channels, Z; was found to be 1.4 x 10'® Pa-s/m?®. B,
is generally set to be in the range of 2.5-3 psi, which is
chosen to be in the intermediate range of the maximum
of 5 psi for each pressure regulator, thereby maximizing
the range of pressure variations in the positive and neg-
ative direction for controlling flow rates. Finally, actual
pressure values are calculated using the process described

above and converted to the appropriate analog voltage
values, which is then used to drive fluid flow within the
cross-slot device. The entire process repeats with a feed-
back time loop constant of 33 msec.

III. RESULTS AND DISCUSSION

A. Flow topologies in a six-channel device.

We began by experimentally characterizing permissi-
ble flow topologies in a six-channel device. An aqueous
suspension of fluorescently labeled microspheres are in-
troduced into the cross-slot channel, and the pressures
are varied in the six-channel device to perform parti-
cle tracking experiments. In Fig. 3, the three permis-
sible flow topologies are depicted for an N=6 channel
device based on particle tracking velocimetry (PTV) ex-
periments. The three flow topologies are characterized
based on the number of stagnation points in the resulting
flow pattern. In the first flow topology (Fig. 3a), five inlet
streams and 1 outlet stream give rise to zero stagnation
points within the cross-slot. Fig. 3b,c show two situa-
tions in which the pattern of inflow and outflow channels
are the same. In the second flow topology (Fig. 3b), in
clockwise direction beginning with the horizontal chan-
nel on the right, channels 1, 3, 4, and 5 are inlet channels



a
" . — — —
£ 5000p — G 9% % A
= —q, —0q, Qs
.
3
'S 5000 ]
(7]

0 5 10 15 20

Time (s)

b
. . . — — —
£ 50001 —q 9% %
> ﬁ —q, —7q, Qs
2 Op————
B
'S 5000 ]
(7]

0 5 10 15 20

Time (s)

C
" : : — — —
§ 5000 & & &
2 h _qz _q4 q6
2 0<TT15g5==_f -
B
'S 5000} ]
(7]

0 5 10 15 20

Time (s)

FIG. 6. Flow rates for the case of two particles moving to-
wards each other, corresponding to the experiment and simu-
lation shown in Fig. 5. (a) Flow rates from simulations when
carried out with identical values of the initial and final par-
ticle positions and control weights as in experiments. The
simulation begins at time t=0. (b) Applied flow rates calcu-
lated by the control algorithm during the experiment, which
are converted to pressure values and used to control the pres-
sure regulators. (c) Actual flow rates back-calculated from the
measured pressures determined by the pressure regulators in
experiments.

while channels 2 and 6 are outlet channels. In this config-
uration, there is a single stagnation point created in the
cross-slot. In the third flow topology (Fig. 3c), there are
two stagnation points created with channels 1, 3, 4, and
5 being inlet channels, and channels 2, and 6 being outlet
channels. Both Fig. 3b,c have the same inlet and outlet
channels, but by changing the quantitative flow rates in
each channel, flow topologies with one or two stagnation
points are possible.

B. Flow topologies during particle manipulation.

The Stokes trap allows for different types of trapping
or manipulation experiments. In one type of experiment,
two particles can be trapped at pre-determined separate
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FIG. 7. Experimentally applied and measured pressures for
each of the 6 channels for the case of two particles moving to-
wards each other, corresponding to the experiment and sim-
ulation shown in Fig. 5. (a) Pressures applied during the
experiment. (b) Actual pressures measured by the regulator
during the experiment.

locations inside the cross-slot. There are two possibili-
ties for this scenario. In one case, if two particles are
trapped in the absence of a net imposed flow, then the
controller needs to only correct for Brownian motion for
both particles. Here, zero or one stagnation point is gen-
erated for particle confinement. In a second case, if two
particles are trapped in the presence of a net imposed
flow, then two stagnation points will be generated. In
this way, the MPC algorithm adds a correction on top
of the base flow to trap particles. In a second type of
experiment, two particles can be independently moved
along pre-determined trajectories from initial to final po-
sitions, where particle trajectories are selected in an op-
timal manner as characterized by Eq. (5). At the end
of the particle translation experiment, the flow field will
typically vanish, however, trapping can be re-initiated to
the new particle positions if desired.

In the following, we examine flow topology during the
multiple particle manipulation experiment, wherein the
initial and final positions for particle trajectories are in-
tentionally chosen such that the emergent flow topolo-
gies are not a result of the symmetry of the device. In
this way, we perform three different particle manipula-
tion protocols: (1) moving two particles closer to each
other, (2) moving two particles away from each other, and
(3) interchanging the positions of the particles, shown
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schematically in Fig. 4.

Flow topologies and particle trajectories are charac-
terized using experiments and numerical solutions of the
flow model. For experiments, the particle position, ap-
plied flow rates, applied pressures, and measured pres-
sures for each regulator are recorded at each sampling in-
stance (sampled at a rate of 30 Hz). The control weights
are set to f = 0.0001 and v = 1000. For simulations,
the initial and target positions of the two particles and
the weight parameters in the control model are set iden-
tical to experimental values. In this way, the MPC al-
gorithm Eq. (5) was used to determine the simulation
flow rates for the next sampling interval, and Eq. (4)
was numerically integrated using a suitable scheme (e.g.
Runge-Kutta 45) to estimate particle position in the next
sampling instant given these flow rates. This process
was repeated until the the total simulation time matched
the experimental duration. Brownian motion was not in-
cluded in the model because particle Peclet numbers were
generally larger than unity for all experiments.

We began by studying particle trajectories for the case
of two particles approaching each other during active
control, which corresponds to the schematic in Fig. 4a.
Fig. 5a shows particle trajectories from experiments and
numerical simulations. Particle 1 was initially trapped
at a coordinate of [-55, 10] and particle 2 was initially
trapped at the coordinate [-34, -37], where positions are

given in dimensionless units. When the two particles are
trapped at their set points initially for ¢ <= 0, there is
at most a single stagnation point that moves around to
counteract the motion of the particles due to Brownian
motion. At time ¢t=0, particle 1’s target location was
set to [-31, -6] and particle 2’s target location was set to
[-16, -17]. The dashed lines indicate the simulation tra-
jectory and the solid lines show the experimental trajec-
tories. As shown in Fig. ba, good agreement is generally
observed between particle trajectories from experiments
and simulations. The individual ‘x’ and ‘y’ components
corresponding to experimental and simulation trajecto-
ries for each particle are plotted in Fig. bb-e. In general,
our results show that both components of the simulation
trajectories agree well with the experimental trajectories,
with both converging exponentially towards their target
positions (Supplementary Material Video 1).

We further compare the experimentally applied flow
rates, experimentally measured (actual) flow rates, and
simulated flow rates for the manipulation process in
Fig. 6. The experimentally applied flow rates correspond
to flow rates calculated using Eq. (6), whereas the ac-
tual flow rates are determined by using the experimen-
tally measured pressure values P; (determined in real-
time for each regulator), calculating Py using the rela-
tion Py = Z?Zl P, /6, and then back-calculating g; using
Eq. (6). For completeness, the applied and measured
pressures for each regulator are shown in Fig. 7. In gen-
eral, we observe that deviations in the experimental and
simulated particle trajectories (as observed in the z and
y components) are correlated to differences in the applied
and measured pressures. The pressure regulators gener-
ally show slightly different response times depending on
whether a positive or negative pressure differential is ap-
plied. The regulators have an input pressure supply of
30 psi above atmospheric pressure, and they exhaust to
atmospheric pressure. During pressurization, there is a
differential of ~27 psi, whereas during depressurization
there is a differential of only ~3 psi. Due to this asym-
metric differential, pressurization tends to occur faster
than depressurization steps. Accordingly, for P; and P»
in Fig. 7, the measured pressures tend to lag behind the
applied pressures because initially a large negative pres-
sure differential is required. However, the applied and
measured pressures track fairly closely for the other regu-
lators. This asymmetric difference in response rates leads
to an initial transient deviation in the applied and actual
flow rates, thereby resulting in the corresponding devia-
tions in initial trajectories.

Given the generally good agreement between the ex-
periments and simulations for particle trajectories and
flow rates, we next used flow rates determined from sim-
ulations to analyze flow topologies. In this way, we plot
streamlines during particle manipulation events to visu-
alize the flow topologies (Fig. 8). During the particle
manipulation event corresponding to the trajectories in
Fig. 5, the particles first move in a roughly unidirectional
flow in the same direction (Fig. 8a). Next, a single stag-
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FIG. 9. Particle trajectories for the case of two particles moving away from each other (corresponding to the schematic in
Fig. 4b).Two particles are first trapped and then at time ¢=0, the trapping point for both particles is changed to move them
away from each other. (a) Particle trajectories from experiments and simulations where the arrows are drawn to show the
overall direction of movement of each particle. (b) z-trajectory of particle 1 from experiments and simulations. (b) y-trajectory
of particle 1 from experiments and simulations. (d) z-trajectory of particle 2 from experiments and simulations. (e) y-trajectory

of particle 2 from experiments and simulations.

nation point is created between the two particles which
moves closer and closer to the centroid of the two par-
ticle positions (Fig. 8b-c). Finally, both particles move
towards their target positions driven by planar exten-
sional flow, with a single stagnation point present be-
tween them (Fig. 8d). In this way, the particles approach
each other along the compressional axis to a very close
distance (Supplementary Material Video 2).

We next characterized flow topologies for the case of
particles moving away from each other, which corre-
sponds to the experiment shown schematically in Fig. 4b.
Particle trajectories for this case are shown in Fig. 9,
where particle 1 is initially trapped at [-31, -6] and par-
ticle 2 is initially trapped at [-16, -17], and at time ¢=0,
the particle’s target locations are set to [-55, 10] and [-
34, -37], respectively. Again we generally observe good
agreement between experimental and simulated trajec-
tories for both particles (Supplementary Material Video
3). The deviations of experimental trajectories from the
simulated trajectories are present only during initial tran-
sients, after which there appears to be good agreement.
As in the prior case of particle motion during close ap-
proach, deviations are again caused by the slow depres-
surization response of the pressure regulators (Supple-
mentary Material Fig. S1 and Fig. S2).

We also characterized the evolution of the streamlines
for this process (Fig. 10). Again, we observe that the par-
ticles are again initially transported in a unidirectional

flow in one direction (Fig. 10a), after which a single stag-
nation point is created in the vicinity of the two particles,
and both particles then move along planar extensional
flow streamlines towards their final target (Fig. 10b-d).
Interestingly, the trajectories of the particles are not re-
versed versions of the trajectories observed in Fig. 5a.
As seen previously, the choice of the objective function
causes the particles first to be moved by a roughly uni-
form flow, which then transitions to a single stagnation
point flow, thus leading to different trajectories when the
particles are moved closer together rather than further
apart (Supplementary Material Video 4).

Finally, we characterized flow topologies correspond-
ing to an interchange of particle positions, correspond-
ing to the manipulation event schematically in Fig. 4c.
Particle trajectories for experiments and simulations are
shown in Fig. 11 and Fig. 12. In this experiment, par-
ticle 1 is initially at [-61, 15] and particle 2 is at [-34,
7], and at time t=0, the set points for both particles are
interchanged. This manipulation event results in a large
change in the particles’ locations, so it is accompanied
by correspondingly large values of flow rates and applied
pressures (Supplementary Material Fig. S3 and Fig. S4).
As a result, we initially observe deviations in the experi-
mental and simulation trajectories for each particle (Sup-
plementary Material Video 5). However, after the initial
transients decay, the experimental and simulation tra-
jectories generally show good agreement. In this process,
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a stagnation point is created between the two particles
(Fig. 11b), and as the particles approach each other, the
principal axes of the stagnation point flow rotate as the
particles attempt to move past each other slowly (Sup-
plementary Material Video 6). Comparing the simula-
tion and the experimental trajectories near the instant
of closest approach, we posit that hydrodynamic interac-
tions (HI) between the two particles may cause the simu-
lation trajectory to approach the set point faster than the
experimental trajectory, as particle-induced HI is not in-
cluded in the simulations. Finally, once the particles are
able to move away from each other, the remainder of the
motion towards the final target location is fairly rapid,
with the stagnation point rotating further to facilitate
movement. In this experiment, the particles tend to ap-
proach each other closely approximately midway through
the trapping process, which may result in localization is-
sues as the tracking algorithm could confuse the identi-
ties of the two particles. To avoid this issue, we added an
additional constraint to the MPC formulation such that
particles cannot approach closer than 4 particle diame-
ters.

In summary, flow topologies corresponding to the three
canonical two-particle manipulation experiments consis-
tently involve flow fields with zero stagnation points (for
rapid repositioning) and one stagnation point (for ad-
justing and approaching final positions), rather than two
stagnation points located at the center-of-mass of each

particle. We conjecture that this set of flow topologies
allows for more efficient, non-trivial dynamical manipu-
lation of particles rather than a simple quasi-static dis-
placement of trapping points. In general, the control al-
gorithm tries to impose a unidirectional flow which moves
the particles closer to their target locations, followed by
switching to a stagnation point flow, where the algorithm
is capable of both translating the stagnation point as well
as rotating the principal axes of the extensional flow.

C. Effect of the controller weights.

We now focus on the impact of the controller parame-
ters on the speed of manipulation, including the effect of
the controller weight [ associated with the flow rates and
the controller weight v associated with the end penalty
term . The optimal trajectories sensitively depend on
the initial and final positions of the particles. In gen-
eral, we can divide these trajectories into two categories,
including one case wherein the distance of each particle
to the set point smoothly decays monotonically and a
second case wherein the distance of a particle initially
decays to zero, then increases, and finally decays to 0
again. We consider the effect of the controller weights on
both cases in order to fully characterize the sensitivity to
speed of manipulation. In all cases, the default values for
the controller weights are 3 = 10~* and v = 1000. We
characterize the speed of manipulation by measuring the
time taken by each particle to first reach within 1 parti-
cle diameter of its target location. We note that suitable
values of 8 and ~ are not dependent on the viscosity of
the medium and are chosen based on the required dy-
namic response of the particle (i.e. the time taken by
the particles to converge to the target position) and to
maintain the stability of the control action.

We began by considering the case where both parti-
cles’ distance to the target position smoothly decays to 0
nearly monotonically. We first vary the control weight
B while holding ~ constant. Particle 1 is trapped at
[10,10], and particle 2 is trapped at [-10,-10]. At time
t=0, the set points for these particles are changed to [-
30,10] and [-10,-30], respectively. Five different values of
B=1.0x107%,3.2x107%,1.0x1074,3.2x1073,1.0x1073
are selected, which are spaced equally on a logarithmic
scale between 10> and 1073,

Fig. 13a shows the time required for particles to reach
within 1 particle diameter for a given value of 5. In this
case, the distances of both particles to the target position
decay smoothly to 0 roughly monotonically (Fig. S5a,b).
Interestingly, a linear relationship between the value of
B and the time required for manipulation is observed. g
is a regularizer for the flow rate applied during manipu-
lation, so small values of S allow for larger values of the
flow rates for the same value of the objective function.
As a result, the time required to reach the target location
increases as 3 increases, because the flow rates are re-
stricted from increasing without limit. In addition, even
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FIG. 11. Particle trajectories for the case of interchanging the positions of two particles (corresponding to the schematic in
Fig. 4c). Two particles are first trapped and then at time ¢=0, the trapping point for both particles is changed to switch their
positions. (a) Particle trajectories from experiments and simulations where the arrows are drawn to show the overall direction
of movement of each particle. (b) z-trajectory of particle 1 from experiments and simulations. (b) y-trajectory of particle 1
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FIG. 13. Effect of the controller weights 8 and - on the time
required for two particles to reach their final target position.
(a) Effect of the controller weight 5 on the time required to
reach 1 particle diameter. (b) Effect of end penalty term
weight + on the time required to reach 1 particle diameter.

though both particles traverse different distances along
their trajectories, they require roughly the same amount
of time to reach their target location. This behavior oc-
curs because the deviation of each particle from its target
location is equally weighted in the objective function, so
the flow rates obtained by minimizing the objective func-
tion are such that they cause both particles to arrive at
the target in the same time. Moreover, we observe that



as [ decreases, the path begins to approach a straight
line between the initial and final position (Fig. S5c).

We next varied the control parameter v corresponding
to the end penalty term. We select five different values
of v = 1.0 x 102,3.2 x 10%,1.0 x 102, 3.2 x 103, 1.0 x 10*,
which are again equally spaced on a logarithmic scale
between 102 and 10*. Fig. 13b shows the effect of v on
the time taken by each particle to reach within 1 particle
diameter of the target location. We again observe that
both particles require nearly the same amount of time
to reach their respective target locations. As previously
discussed, v plays a critical role in removing offsets at
the end of the prediction horizon. When the value of ~
is increased, the deviation of particle position at the end
of the prediction horizon becomes more important com-
pared to the flow rates and particle deviations over the
prediction horizon. For large values of «y, the controller
chooses larger flow rates to reduce the offset in particle
position in an attempt to minimize the contribution of
the end penalty term. In this way, increasing ~ leads to
a reduction in the time required to reach the target loca-
tion, which is shown in Fig. 13b. In addition, increasing
the value of v beyond a certain value appears to have a
negligible effect on the time required to reach the target
location (Fig. 13b). Particle trajectories corresponding
to these simulations are shown in Fig. S6c¢, while the
individual particle distances over time are shown in Fig.
S6a,b. We observe that the initial curved trajectory for
both particles begins to straighten out with larger values
of v, which suggests that the particles are approaching
the straight line trajectory between their initial and de-
sired final locations. We characterized behavior for multi-
ple initial and end point positions that likewise generated
smooth trajectories. In all cases, we observe a similar de-
pendence of 8 and y on the time required for particles to
reach final position (Figs. S7-S12).

Next, we consider the case where the distance of either
particle to the target location does not monotonically
decay to zero. To probe this case, we initially trap two
particles at [20,30] and [-50,-40] and then change their
set points to [30, 40] and [-30,-20], respectively. Fig. 14a
shows the effect of variation of 8 on the speed of manip-
ulation. In this case, the trajectory for particle 2 was
non-smooth, as the distance to the set point did not
monotonically decay to zero (Fig. S13b), whereas the
distance of particle 1 monotonically decays to zero (Fig.
S13a). Accordingly, we find that the time required by
particle 1 to reach the final position increases with 3, but
for particle 2, the time first increases and then saturates
(Fig. 14a). Interestingly, both particles require different
times to reach within a particle diameter of the target po-
sition, in contrast to the smooth trajectory case. Fig. 14b
shows the effect of variation of v on the time required to
reach 1 particle diameter. Particle 1 has a familiar trend
with v as the time decreases with increasing gamma ini-
tially, and then has negligible changes for larger values
of 7. On the other hand, particle 2’s time increases ini-
tially with -, and then saturates. Again, these results
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FIG. 14. Effect of the controller weights 8 and - on the time
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required to reach 1 particle diameter.

suggest that particle 1 has a monotonically decaying dis-
tance to the target location, whereas particle 2 has a
non-monotonically decaying trajectory (Fig. S14a,b).

Whether the particle follows a non-monotonically de-
caying or monotonically decaying trajectory to its set
point depends on the relative positions of the particle,
the set point, and the channel. In all cases, particles are
first moved using a locally uniform flow followed by stag-
nation point flow. However, it is possible that during the
locally uniform flow case, one of the particles reaches very
close to its set point, while the other particle is much fur-
ther away. When the stagnation point flow phase begins,
the former particle will be moved away from its set point
initially, and finally approaches the set point towards the
end of this phase. This leads to the non-monotonic case
as shown in Supplementary Video 7.

IV. CONCLUSIONS

In this work, we systematically analyze flow topologies
during multiplexed particle manipulation using a Stokes
trap. In MPC, the controller determines optimal flow
rates to minimize an objective function. Compared to
the initial version of the automated hydrodynamic trap
[14], which only has a simplistic design with a single
stagnation point, the flow topologies generated in the
Stokes trap are complex and time-dependent. Achieving
an understanding of the dynamic flow fields during par-
ticle trapping will be essential for future applications in
soft matter and flow-induced particle deformation exper-
iments using this technique.

Our results show that a six-channel cross-slot is capa-
ble of three distinct flow topologies with zero, one, and
two stagnation points, which can be accessed by changing
the flow rates in each channel. Using a combination of
experiments and simulations, we find that optimal par-



ticle manipulation involves a two-stage strategy: in the
initial stage, there are no stagnation points in the vicin-
ity of the two particles, however, in a later stage, a single
stagnation point is generated between the two particles.
The action of the controller is then to translate this sin-
gle stagnation point and to rotate the orientation of the
principal axes of extension and compression to enable a
precise, exponential approach to the desired particle posi-
tions. In this way, a simpler flow field topology with zero
or one stagnation point is superior in performing parti-
cle manipulation as opposed to a more complicated flow
pattern, where two stagnation points could potentially
control particle position.

The apparent advantage of zero or one stagnation
points for manipulating two particles manifests itself in
both shorter duration of the relocation process and in
smaller flow rates needed to perform the task, both of
which are crucial limitations in practical applications.
Our findings have significant consequences for particle
manipulation in general, but in particular for applica-
tions that involve particle-particle interactions. For in-
stance, if two vesicles are trapped in this setup, and they
are brought close to each other in a controlled fashion for
adhesion experiments, our work establishes that both the
particles essentially experience planar extensional flow,
instead of the complicated two stagnation point flow (as
shown in Fig. 3b).

We further explore the impact of the controller param-
eters on the speed of manipulation using simulations. In
general, our results show that the time required to reach
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the target location is the same for both the trapped par-
ticles when they follow smooth trajectories. In addition,
we found that increasing v leads to faster manipulation
initially for smooth trajectories, after which the perfor-
mance saturates. Broadly, this work provides a system-
atic characterization of the performance of the Stokes
trap by examining the evolution of flow topologies dur-
ing multiplexed particle manipulation, and further shows
how the controller parameters can be tuned to obtain the
desired level of trapping performance. Taken together,
these results will help guide future experimental studies
on deformable soft materials in well defined flow fields
using a Stokes trap.

AUTHOR CONTRIBUTIONS

A.S., S.H. and C.M.S conceived the project and de-
signed the experiments. A.S. performed the experiments,
while A.S. and D.K. analyzed the experimental data.
S.H. and C.M.S supervised the research and all authors
wrote the manuscript.

ACKNOWLEDGMENTS

The authors thank Prof. Christopher V. Rao for in-
sightful discussions. This work was supported by the
National Science Foundation by Award # NSF CBET
1704668.

[1] P. Y. Chiou, A. T. Ohta, and M. C. Wu, Massively par-
allel manipulation of single cells and microparticles using
optical images, Nature 436, 370 (2005).

[2] M. D. Wang, H. Yin, R. Landick, J. Gelles, and S. M.
Block, Stretching DNA with optical tweezers, Biophys.
J. 72,1335 (1997).

[3] Y. R. Chemla, K. Aathavan, J. Michaelis, S. Grimes, P. J.
Jardine, D. L. Anderson, and C. Bustamante, Mechanism
of force generation of a viral DNA packaging motor, Cell
122, 683 (2005).

[4] A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu,
Observation of a single-beam gradient force optical trap
for dielectric particles, Opt. Lett. 11, 288 (1986).

[5] D. G. Grier, A revolution in optical manipulation, Nature
424, 810 (2003).

[6] C. Gosse and V. Croquette, Magnetic tweezers: micro-
manipulation and force measurement at the molecular
level, Biophys. J. 82, 3314 (2002).

[7] R. Sarkar and V. V. Rybenkov, A guide to magnetic
tweezers and their applications, Front. Phys. 4, 48 (2016).

[8] A. E. Cohen and W. E. Moerner, Suppressing Brownian
motion of individual biomolecules in solution, Proc. Natl.
Acad. Sci. U.S.A. 103, 4362 (2006).

[9] C. Ropp, R. Probst, Z. Cummins, R. Kumar, A. J.
Berglund, S. R. Raghavan, E. Waks, and B. Shapiro,
Manipulating quantum dots to nanometer precision by

control of flow, Nano Lett. 10, 2525 (2010).

[10] H. M. Hertz, Standing-wave acoustic trap for nonintru-
sive positioning of microparticles, J. Appl. Phys. 78, 4845
(1995).

[11] F. Guo, Z. Mao, Y. Chen, Z. Xie, J. P. Lata, P. Li, L. Ren,
J. Liu, J. Yang, and M. Dao, Three-dimensional manip-
ulation of single cells using surface acoustic waves, Proc.
Natl. Acad. Sci. U.S.A. 113, 1522 (2016).

[12] T. Petit, L. Zhang, K. E. Peyer, B. E. Kratochvil, and
B. J. Nelson, Selective trapping and manipulation of mi-
croscale objects using mobile microvortices, Nano Lett.
12, 156 (2011).

[13] M. Tanyeri, M. Ranka, N. Sittipolkul, and C. M.
Schroeder, A microfluidic-based hydrodynamic trap: de-
sign and implementation, Lab. Chip 11, 1786 (2011).

[14] M. Tanyeri and C. M. Schroeder, Manipulation and con-
finement of single particles using fluid flow, Nano Lett.
13, 2357 (2013).

[15] A. Shenoy, M. Tanyeri, and C. M. Schroeder, Character-
izing the performance of the hydrodynamic trap using a
control-based approach, Microfluid. Nanofluid. 18, 1055
(2015).

[16] A. Shenoy, C. V. Rao, and C. M. Schroeder, Stokes trap
for multiplexed particle manipulation and assembly using
fluidics, Proc. Natl. Acad. Sci. U.S.A. 113, 3976 (2016).



[17] D. Kumar, A. Shenoy, S. Li, and C. M. Schroeder,
Orientation control and nonlinear trajectory tracking of
colloidal particles using microfluidics, arXiv:1907.08567
(2019).

[18] G. L. Taylor, The formation of emulsions in definable
fields of flow, Proc. Royal Soc. A 146, 501 (1934).

[19] B. J. Bentley and L. G. Leal, A computer-controlled four-
roll mill for investigations of particle and drop dynamics
in two-dimensional linear shear flows, J. Fluid Mech. 167,
219 (1986).

[20] S. D. Hudson, F. R. Phelan Jr, M. D. Handler, J. T.
Cabral, K. B. Migler, and E. J. Amis, Microfluidic analog
of the four-roll mill, Appl. Phys. Lett. 85, 335 (2004).

[21] J. S. Lee, R. Dylla-Spears, N. P. Teclemariam, and S. J.
Muller, Microfluidic four-roll mill for all flow types, Appl.
Phys. Lett. 90, 074103 (2007).

[22] J. Deschamps, V. Kantsler, E. Segre, and V. Steinberg,
Dynamics of a vesicle in general flow, Proc. Natl. Acad.
Sci. U.S.A. 106, 11444 (2009).

[23] C. M. Schroeder, Single polymer dynamics for molecular
rheology, J. Rheol. 62, 371 (2018).

[24] L. Giomi, Z. Kos, M. Ravnik, and A. Sengupta, Cross-
talk between topological defects in different fields re-
vealed by nematic microfluidics, Proc. Natl. Acad. Sci.
U.S.A. 114, E5771 (2017).

[25] V. Kantsler, E. Segre, and V. Steinberg, Vesicle Dynam-
ics in Time-Dependent Elongation Flow: Wrinkling In-
stability, Phys. Rev. Lett. 99, 178102 (2007).

13

[26] K. S. Turitsyn and S. S. Vergeles, Wrinkling of Vesicles
during Transient Dynamics in Elongational Flow, Phys.
Rev. Lett. 100, 028103 (2008).

[27] V. Narsimhan, A. P. Spann, and E. S. G. Shagfeh,
Pearling, wrinkling, and buckling of vesicles in elonga-
tional flows, J. Fluid Mech. 777, 1 (2015).

[28] T. M. Schneider, S. Mandre, and M. P. Brenner, Algo-
rithm for a microfluidic assembly line, Phys. Rev. Lett.
106, 094503 (2011).

[29] L. G. Leal, Advanced transport phenomena: fluid me-
chanics and convective transport processes, Vol. 7 (Cam-
bridge University Press, 2007).

[30] D. Q. Mayne, J. B. Rawlings, C. V. Rao, and P. O.
Scokaert, Constrained model predictive control: Stability
and optimality, Automatica 36, 789 (2000).

[31] B. Houska, H. J. Ferreau, and M. Diehl, ACADO
toolkit—An open-source framework for automatic con-
trol and dynamic optimization, Optim. Contr. Appl. Met.
32, 298 (2011).

[32] R. Quirynen, M. Vukov, M. Zanon, and M. Diehl, Au-
togenerating microsecond solvers for nonlinear MPC: a
tutorial using ACADO integrators, Optim. Contr. Appl.
Met. 36, 685 (2015).

[33] D. Qin, Y. Xia, and G. M. Whitesides, Soft lithography
for micro-and nanoscale patterning, Nat. Protoc. 5, 491
(2010).



