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Abstract—In this article, an active incoherent millimeter-wave
imaging array is presented, along with its calibration procedure.
Active incoherent millimeter-wave imaging uses the transmission
of incoherent signals from multiple transmitters to mimic the
properties of thermal radiation, enabling interferometric image
reconstruction that can be realized in a snap-shot mode, without
beamsteering. Due to the use of transmitters, the sensitivity
requirement on the receivers is significantly relaxed compared
with passive millimeter-wave imaging systems that detect low-
power thermal radiation, making it possible to use standard
commercial hardware, therefore decreasing the cost considerably.
No exact knowledge of the transmit illumination is needed;
thus, the coordination of the transmitters is minimal, further
simplifying the system implementation. In this work, a 16-element
K,-band millimeter-wave imager is built and presented using
commercial components and in-house fabricated antennas, along
with a calibration procedure to account for amplitude and phase
variations in the hardware. Experimental 2-D snapshot image
reconstructions are presented.

Index Terms— Calibration, distributed arrays, incoherent
imaging, interferometric imaging, millimeter-wave imaging, noise
radar, redundancy.

I. INTRODUCTION

ICROWAVE and millimeter-wave imaging systems are

attracting increasing interest for applications in remote
sensing [1], security screening [2], [3], and medical imaging
[4], [5], among others. Implementing such imagers in the
millimeter-wave band can offer improved resolution and sig-
nificantly more compact systems compared with microwave
band implementations while maintaining good penetration
through the fog, clouds, smoke, and clothing compared with
optical and infrared imagers. The field of electromagnetic
imaging is very active with a variety of techniques operating
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at frequencies ranging from a few GHz [6], [7] up to THz
frequencies [8], [9]. Among the plethora of imaging tech-
niques, staring techniques, which do not require mechanical
or electrical scanning and, therefore, have good potential for
real-time imaging, have attracted significant interest. Compu-
tational and compressive imagers can achieve staring image
reconstruction with fewer samples than traditional imaging
systems or fewer receive antenna elements [10]-[12] but are
still limited by their heavy computational load, poor tolerance
in low signal-to-noise ratio (SNR) scenarios, and the need
for accurate knowledge of the transmit illumination. Passive
interferometric imagers capture the inherently random thermal
emissions from humans and other objects and have been
developed to reconstruct the image by capturing samples in
the spatial-frequency domain [13], [14]. First developed in
radio astronomy [15], spatial-frequency sampling enables the
generation of images using sparse antenna arrays in a staring
configuration. In comparison with fully filled multielement
phased arrays that collect samples in the spatial domain, a
sparse array requires significantly fewer physical elements,
reducing the cost and weight compared with phased arrays and
mechanically steered systems. Also, compared with scanning
techniques, which need to physically scan over the desired
field of view, all antenna elements in an interferometric array
simultaneously capture information corresponding to the entire
image, thus forming images in a snap-shot mode, making them
suitable for real-time applications.

Spatial-frequency sampling in interferometry relies on pair-
wise cross-correlations between a sparse set of antenna ele-
ments to reconstruct the image. Similar to an optical digital
camera, the image reconstructions are produced without beam
scanning or any mechanical moving parts. Since there is
no direct mapping between each pixel and receiver, recon-
structed images degrade gracefully with element failures,
which increases the overall robustness and lifetime of the
system. To employ the spatial-frequency image reconstruction
method, the radiation from the scene must be incoherent in
both space and time according to the Van Cittert—Zernike
theorem [16]. Passive millimeter-wave imagers have been
designed to create imagery out of the incoherent thermal
emissions of the human body and other objects [17], [18].
However, in order to detect the extremely low-power thermal
emissions, they require highly sensitive receivers with wide
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bandwidth, which are costly and challenging to design and
calibrate. Their integration time is also large, ranging from
tens of milliseconds up to seconds.

Previous work has shown that illuminating the scene with
multiple noise sources can mimic the properties of thermal
radiation and produce microwave imagery [19]. By illumi-
nating the scene with noise transmitters separated at a large
number of wavelengths, the reflected radiation is both spa-
tially and temporally incoherent, meeting the condition of
the spatial-frequency image reconstruction and alleviating the
high sensitivity requirement. Because of the higher SNR,
bandwidth and integration time could be decreased by at least
one order of magnitude compared with passive interferometric
imaging systems [20]. Furthermore, no exact knowledge of the
transmit field is needed, as long as it satisfies the incoherence
requirement. Radar imaging techniques, such as frequency-
modulated continuous-wave (FMCW) multiple-input multiple-
output (MIMO) radar [21], [22], can also obtain imagery
without analog beamscanning, but such techniques require
precise knowledge of the transmitted waveform and also phase
coherence between the transmitters. In comparison, active
incoherent millimeter-wave imaging requires only knowledge
of the statistics of the transmitted waveforms, and furthermore,
the transmitters do not need to be phase-locked, simplifying
the overall system complexity. Incoherent microwave imaging
approaches have been attracting increasing interest lately due
to the additional freedom that they can provide compared
with the coherent counterparts [23]. More recently, the authors
performed an experimental demonstration in the millimeter-
wave band by synthesizing a 2-D array with only two antenna
elements [24]. While synthesized measurements are important
to show the feasibility of the technique and for initial system
design, they do not take into account mutual coupling in
an actual interferometric array, and variations in performance
when multiple chains of RF hardware are used. In this article,
we introduce the first active interferometric imaging array in
the millimeter-wave band and a calibration method to correct
variations in the hardware of the multielement array.

The main novelty of this article is summarized as follows.

1) We present the design and experimental validation of the
first full 2-D 16-element active incoherent millimeter-
wave imaging system with full receive array processing
and image reconstruction. Prior works have shown only
measured images generated by moving one or more
elements to synthesize a 2-D array.

2) The first calibration procedure designed for active inco-
herent millimeter-wave imaging is presented and val-
idated using a 37-GHz 16-element active incoherent
imaging array. Importantly, this procedure does not
require exact knowledge of the transmit waveforms; only
the statistical properties need to be known. Furthermore,
the calibration operates on a system level and does not
require calibration of each channel individually, leading
to a simpler, more direct calibration procedure.

3) Active incoherent millimeter-wave imaging achieves
high sensitivity by illuminating the scene with incoher-
ent radiation. Compared with passive imaging systems,
sufficient sensitivity for fast image formation can, thus,
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Fig. 1. Two elements of an interferometric array observing a radiating source.
The blue fringe response corresponds to the correlation interferometer formed
from antennas 1 and 2.

be obtained with comparatively low-cost hardware. We
demonstrate an active imaging system using commercial
off-the-shelf hardware and printed antennas, leading to
a low-cost overall millimeter-wave system.

II. ACTIVE INCOHERENT SPATIAL-FREQUENCY SAMPLING

Spatial-frequency sampling antenna arrays capture sam-
ples of the visibility V(u,v), which is the spatial-frequency
response of the scene given by the 2-D Fourier transform
of the scene intensity I(a, /), where a = sin6 cos¢ and
S = sin @ sin ¢ are the direction cosines relative to the azimuth
and elevation planes. Each antenna pair in a correlator array
corresponds to a specific spatial frequency, forming a point in
the array’s sampling function S(u, v), and by cross-correlating
the outputs of the antennas pairwise, a sample of the visibility
is obtained for each antenna pair. For a given antenna pair
with a baseline of D in an interferometric array, as shown in
Fig. 1, the received signals from a radiating point source at
each antenna can be given by [20], [25], [26]

Vi(t) = cos2m fet) + ni (1) (1
Va(t) = cos[2x f.(t — 74)] + na(t) (2)

where f. is the carrier frequency, n; is the noise generated
by the ith receiver, and 7, = D/csin0 is the geometric
time delay in which ¢ is the speed of light and @ is the
azimuth angle between the baseline D and the object scattering
the illuminating signal. The two received signals are cross-
correlated (multiplied and integrated), and because the signal
voltage is incoherent with the noise components and the noise
components are incoherent with each other, the noise compo-
nents will average to zero as the integration time increases. The
response of the correlation interferometer can then be given by

r() = (ViVa) = (cosQrm f.t) cos[2n fo(t — 75)]).  (3)

Using a low-pass filter removes the high-frequency terms,
resulting in

r@) = % cos(z%D sin (9) 4)
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Fig. 2. Two elements of an interferometric array observing two radiating
sources.
where 2 = c¢/f. is the corresponding wavelength. The

result is a fringe response with a number of sidelobes equal
to the corresponding spatial frequency D/ and can be
seen in Fig. 1. In 2-D, the process of capturing spatial-
frequency coefficients can be written in terms of the sampling
function S(u, v), which is multiplied with the scene visibility
V(u,v). The information captured by the array is the sampled
visibility, which can be written as Vi (u, v) = V (u,v)-S(u, v).
After capturing enough samples of these spatial-frequency
distributed signals, the image is available through an inverse
Fourier transform. This can be extended in 2-D as

N M
L(a, B) = Z z V, (i, U’n)e*jz:r(unawm/ﬁ’) 5)

where I, is the reconstructed image intensity and N - M is the
maximum number of visibility samples. The spatial interpreta-
tion of this process can be seen from the point-spread function
(PSF), which is the inverse Fourier transform of S(u,v),
using the duality between multiplication and convolution

I:(a, p) = PSF(a, B) * I (a, p). (6)

The PSF of an array usually consists of a main beam and a
number of sidelobes.

The validity of the Fourier relationship between the visibil-
ity and the reconstructed intensity depends on the spatiotempo-
ral coherence of I (a, f), according to the Van Cittert—Zernike
theorem [16]. While thermal radiation emitted by objects
conforms to this requirement, an active system must illuminate
the scene with signals that are sufficiently incoherent in
space and time to ensure a proper image reconstruction. A
simple example to explain the difference between coherent
and incoherent systems can be seen in the following. Consider
an antenna baseline in the N-element interferometric array
observing two point sources, as shown in Fig. 2. The two
receiver voltages can be expressed as

Vi = s1a+s18+ni @)
Vo = s24 + S25 + 12 (8)

where s;4 and s;p are the terms that represent the response on
the ith element due to the point sources A and B, respectively,
and n; is the noise received by the ith element. The output

voltage, after cross-correlating the two receiver responses, can
be given by

Vour = <V1 V2>
= (SlAszA) + (SlBszB) + (SIAS2B> + (SlBszA). )

Using traditional signal transmission, such as a continuous
wave (CW) pulse, to illuminate the scene will result in
a large correlation in the spatial domain. The correlation
interferometer would not be able to capture only the vis-
ibility samples from the two targets, in this case, as the
response would include unwanted cross-term information.
This is the reason why previous work in interferometric
imaging has taken place with passive systems that measure
the thermally generated electromagnetic radiation. Thermal
radiation is inherently noise-like, satisfying the incoherence
requirement. In this article, we mimic the properties of thermal
radiation by illuminating the scene with random noise-like
signals that, when reflected and captured by the receiving
array, are sufficiently uncorrelated in space and time to use the
Fourier-based image reconstruction. The array of transmitters
can, thus, be incoherent, requiring minimal coordination; the
receiving array, however, must be coherent, as is the case with
all interferometric imaging approaches.

Using an array of L noise transmitters, the response of the
[th transmitter can be modeled as

x(1) = a (t)ej[Znﬂt+p1(t)] (10)

where q;(¢) and p;(¢) are the Gaussian random amplitude and
phase noise at the /th transmitter. In 1-D, at a much larger
distance than the maximum dimension of the array, the spa-
tiotemporal radiation from the incoherent transmit L-element
array for narrow bandwidth Af can be approximated as

L fetaAf
MG =S le) [ ey
=1

=3 Af

(1D
where d; represents the location of the /th transmitter in the
array. By illuminating the scene in this way, each angular
point obtains an incoherent response as a function of time.
As a result, the signals from the point sources have very
low correlation with each other, and the output voltage of the
correlation interferometer can be expressed as

Vou = (ViVa) & (s1a524) + (s15528) (12)

where (s14524) and (s;ps2p) represent the common parts from
the two-point sources. In practice, the transmitted signals will
be band limited and, thus, have some nonzero correlation.
However, we have shown in previous work that even with
a small correlation between the transmitted waveforms, image
reconstruction can still take place [27], [28].

According to the Van Cittert—Zernike theorem, a distributed
incoherent source will appear partially coherent when observed
from a far enough distance from the receiver, i.e., two closely
located incoherent emissions will start to appear to behave
coherently due to the limited resolution of the receiver. A good
practice for system design is, therefore, to set the maximum
dimension of the transmit array to be larger than the maximum
dimension of the receive array, such that any two points in
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are used (represented by the yellow circles with the crosses).

the scene that are separated by the resolution of the receiver
or greater reflect incoherent radiation, therefore mitigating
unwanted cross-product terms in the correlation interferometer
response.

III. 16-ELEMENT ACTIVE INCOHERENT IMAGING ARRAY

In this section, the design of a sparse 16-element Y-shaped
array is presented. A unique feature of this array apart from
the noise illumination lies in the use of commercially available
hardware.

A. Array System Design

The array configuration can be seen in Fig. 3. The three
transmitters are represented by yellow circles with crosses,
and the 16 receivers are represented by the smaller circles. The
angle between the two arms of the Y-array is 120°. A Y-shaped
formation was used because of its improved sampling function
and field of view, due to hexagonal sampling [29], and the easy
calibration procedure that can be applied to it, which will be
discussed in Section IV.

A photograph of the imager can be seen in Fig. 4. The oper-
ating frequency of the imaging system was 37 GHz. The min-
imum distance between neighboring receive antenna elements
in the Y-array was 24 mm (2.96 1). The transmitters were three
0.2-2000-MHz low-cost baseband noise sources that were
upconverted to 37 GHz. For a flatter noise response over the
band of interest, a high-pass filter with a cutoff frequency of
20 MHz was used after each noise source, followed by a low-
cost baseband amplifier of 30-dB gain that was, subsequently,
fed into the intermediate frequency (IF) port of each upcon-
verter. Three gallium arsenide (GaAs) monolithic microwave
integrated circuit (MMIC) 1/Q upconverters (Analog Devices
HMC6787ALCSA) with integrated frequency doublers for the
local oscillator (LO) inputs and a conversion gain of 10 dB
each were used to mix the baseband noise to 37 GHz with an
LO of 18.5 GHz. The 37-GHz noise signal was then boosted
by three Analog Devices HMC7229LS6 power amplifiers,
achieving approximately —10 dBm of maximum noise power
at 37 GHz over a bandwidth of approximately 1 GHz.

16-element active incoherent imaging system. 16 receivers (represented by white circles) are placed in the locations of a Y-array, and three transmitters

@ |

L]

Fig. 4. Picture of the 16-element active incoherent imager. The three noise
transmitters are separated at a larger spacing than the dimensions of the array.

For the receivers, each channel used a 9-dB printed Vivaldi
antenna with an average measured S;; of —15 dB at 37 GHz.
Each antenna was followed by a 20-dB gain Analog Devices
HMC1040LP3CE low-noise amplifier (LNA) before being
downconverted to baseband using a 37-44-GHz GaAs MMIC
I/Q downconverter (Analog Devices HMC6789BLC5A). The
inputs of the LNAs were directly connected to the end-launch
connectors of the antennas, and the outputs were connected to
the downconverters using 45.7-cm-long cables. The downcon-
verted signals were captured using two 16-channel ATS9416
14-bit, 100-MS/s, AlazarTech waveform digitizers installed on
a computer in master-slave mode. The sampling rate on the
waveform digitizer was 100 MS/s, and the integration time
was 20 us, yielding a received signal bandwidth of 50 MHz.
The signal processing was done in MATLAB. The Vivaldi
antennas were fabricated in-house on a 2-mil liquid crystal
polymer (LCP) substrate and are described in detail in [30].
Vivaldi antennas were chosen for this work due to their lower
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cost compared with standard gain horn antennas, and their
compact and planar profile, which allows for shorter baselines
in the interferometric array design. In addition, they offer
high directivity, which can mitigate reflections outside the
unambiguous field of view and boost the receive SNR. LCP
was chosen because of its low-loss and flexibility [31].

The LO was distributed for the 16 receivers with two eight-
way Mini-Circuits ZN8PD-02183-S+ splitters. 3-D printed
structures were used to hold the 16 receive antennas in the
correct positions. The Y-shaped 3-D printed structure had
dimensions of 26 cm x 21 cm. The three transmitters were
separated at a slightly larger separation than the largest antenna
baseline in order to incoherently illuminate the scene at a
finer spatial variation than the resolution of the receiving
array to satisfy the incoherence requirement. Because the
transmit pattern is not required to be known in general, there
is significant freedom in the transmitter placement.

B. Array Spatial Resolution

The spatial resolution of a 2-D interferometric imager in
the azimuth and elevation planes can be approximated with
the null-to-null beamwidth Oynpw of the fringe response from
the largest baselines in the horizontal and vertical axes of the
array x and y [26]. This can be defined as

Ay ~ OGEL ~ 2
a.p ~ OnNBw N (13)
D,

While larger electrical baselines generally improve the reso-
lution of the imaging system, capturing spatial-frequency sam-
ples using combinations of pairs in increments larger than 4/2
adds ambiguities and, therefore, decreases the unambiguous
field of view. The half-angle unambiquous field of view of an
interferometric imager with element spacings d, and d, across
the horizontal and vertical axes can be expressed for the two
direction cosines o and S as

(14)

The PSF of the Y-array can be seen in Fig. 5, which shows
that there are unwanted sidelobe responses in the edges of
the field of view due to antenna spacings larger than 1/2.
This can be tackled by multiplying the reconstructed image
with a circular or a Gaussian beam to filter out the ghost
responses on the edges of the image [29], [32]. In addition,
directive antennas help mitigate the interference from outside
the unambiguous field of view by focusing the radiated power
broadside. The individual receive antenna radiation pattern
can affect the PSF, which is the system’s spatial response;
however, directive antennas can be approximated to be uniform
for the field of view close to broadside and for relatively
narrow bandwidth. The difference in their complex gains
(phase and amplitude) for the small field of view and narrow
bandwidth will be calibrated in Section IV. The resolution
of the imager was 4° and 5° in the azimuth and elevation
planes, respectively. The corresponding unambiguous field of
view due to the spacing increments was 22° and 38° in the
azimuth and elevation planes.

0.8 -
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Fig. 5. Calculated PSF from the 16-element Y-array. Unwanted sidelobe
behavior is encountered at the edges, which is expected from the Y-shaped
array.

IV. CALIBRATION USING REDUNDANT BASELINES

The use of off-the-shelf components has tremendous cost
advantages compared with using customized components.
However, such an approach makes the system more suscep-
tible to uncertainties and variations in hardware performance.
Interferometry can generally tolerate uncorrelated noise and
small amplitude variations but is sensitive to phase variations
between the different antenna elements. At 37 GHz, length
variations on the order of millimeters represent a significant
portion of the wavelength and, thus, a significant phase error.
Apart from the in-house fabricated antennas, variations were
found in the performance of the LNAs and downconverters.
Also, the 18.5-GHz LO was fed after splitting by two eight-
way splitters with 16 commercial cables, which produces small
phase and amplitude unbalance, affecting the measured results.

The three noise transmitters need not be phase calibrated
since their incoherence is necessary for the imaging operation
as discussed in Section II. However, the large amplitude
variations on the transmitters could be a problem because it
could lead to the illuminating radiation being dominated by
only one or two transmitters, reducing the spatial incoherence
of the radiation. The low-cost noise sources used in this work
had large amplitude variations; therefore, coaxial attenuators
were used to match their output power at 37 GHz. After this
calibration, the three transmitters had approximately the same
power with variations smaller than 0.5 dB.

Many different techniques for calibrating interferometric
receiving arrays in radio astronomy and remote sensing have
been investigated [33]. Many of them rely on the knowledge of
the scene that needs to be reconstructed or require some prior
knowledge and an accurate model. To enable calibration of
the array without knowledge of the scene, we implemented
a calibration method using the redundant baselines of the
Y-array. This method has also been studied in radio astronomys;
however, its performance is poor in low-SNR conditions,
resulting in calibration biases [34]. This can be a problem for
passive interferometers when observing the thermal radiation
from the sky or for a passive millimeter-wave imager when
capturing the thermal emissions from a human. However,
this work concerns an active system with signal illumination,
meaning that high SNR can be easily achieved which mini-
mizes the bias of the calibration.
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In an interferometric array with N elements, the redundant
baseline calibration can be described as follows [35]: consider
the /th receiver element of the array, where 1 <[ < N, as
shown in the bottom right of Fig. 3, to be represented by a
complex gain G;. Each measured visibility sample V;;***, after
cross-correlating the responses of the /th and mth elements,
can be written as

Vmeas _ lt;ueGlG; + Cim

Im -

15)

where V' is the true visibility sample that the correlation
interferometer is supposed to capture, and ¢, is an additive
error that can be used to summarize the effects of unde-
sired noise and other biases in the estimation. For a passive
interferometer capturing thermal radiation, it is not always
easy to neglect the ¢, terms, but, for an active system, it
can be assumed that Vl‘,‘;l‘“’GlG:1 > c¢j,. Then, (15) can be

approximated as

ymes — yie G G (16)

Im

In (16), the measured complex visibilities are the known
quantities, and the true visibility samples and the complex
gains of each receiver are the unknowns. The algorithm that
we describe in the following solves for both the true visibility
sample and complex gains of the receivers; however, only the
complex gains are needed for the system calibration, while the
true visibility samples are needed for image reconstruction;
thus, for calibration purposes, the true visibility is arbitrary.
After calibration, each receiver will be mapped to a complex
gain, and the subsequent received signals can be directly
calibrated prior to the image reconstruction.

By writing V™% = ¢®+/¥) and G = ¢®+/%) and taking the
logarithm of (16), the gains and the phases can be separated
as follows:

o™ = oS+ 81+ &m (17)
Wi = i 4+ ¢ — du. (18)

Note that the phases need to be unwrapped in (18). The
following additional constraints need to be added in order to

solve (17) and (18):
D> a=0
l

Z¢1 =0.
]

One additional constraint for the phases is needed to introduce
the geometry of the array and how the wavefront propagates,

which is given by
Z rx,l¢l =0

1
z l”y,jglsl =0
l

where r; = (ry;,7y;) is the physical location of the /th
antenna element. The next step is to identify the redundant
baselines in the array, which are the ones that have the same
vertical and horizontal spacing, and, therefore, capture the
same information.

19)

(20)

21

(22)
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Fig. 6. Y-shaped array locations and redundant baselines on it. The same
style line represents the redundant baseline pairs of the same spacing.

An example can be seen in Fig. 6, where the line style
represents redundant baseline pairs that, according to interfero-
metric processing, should measure the same complex visibility
sample. Thus, the measurements taken by multiple redundant
baselines of the same spacing can be compared with each
other in order to determine the complex gains of each channel.
Although they are only shown in arm 1 of the Y-shaped array,
equivalent pairs can be found in the arms 2 and 3 of the array,
and therefore, all receiver elements can be calibrated based on
the redundancies of the information in each arm. Numbering
the six elements in this arm 1, which is a linear array, from 1
to 6 starting from the top right of the figure, one can see that

true __ true __ true __ true __ true __ true
Vior =V =Vay =Vis =Vse =V,
true true true true true
Vis: =V =Vss =V =V, ...

until all the redundant combinations are taken into account,
where the single subscript indicates the difference in the
relative positions of the antenna, and for simplicity, here, we
show the linear array case of arm 1. The phases (18) can,
thus, be written as (23), shown at the bottom of the next page.
The second-to-last row represents the constraint from (20).
The last row represents the constraints from (21) and (22).
Only one row is needed for these two constraints because this
particular subarray has r, = cos(30°)-[5S 4 3 2 1 0] and
ry = sin(30°) - [5 4 3 2 1 0], and the constants in the
front can be simplified since the right-hand side is zero.

The least-squares solution of this problem Ax = b can
be found with x = (ATA)"'ATb. In order to calibrate all
the 16 elements of the array, the matrix A should contain
all the redundant information in the array for the three arms
of the array. The element in the center should be present in
the equations for the three arms in order to act as a reference
and minimize differences in phase and amplitude between the
three subarrays. The interaction between elements in different
arms can be omitted because it does not provide redundancy
in this particular case, and because the least-square estimation
will try to solve for the true visibility samples, the problem
can easily become ill-posed.
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Initial simulations of this calibration method were run for
the 16-element Y-array when observing a single point source.
Each receive element was modeled with nonidealities by a
complex gain G = ¢¢*/%) The amplitude variations g were
uniformly distributed in the interval [—0.5, 0.5], and the phase
variations ¢ were uniformly distributed in the interval [0, n].
The uncalibrated point source reconstruction is shown in Fig.
7(a). The array observed the visibility of a single point source
but produced a “dirty” beam, a term used in radio astronomy
to describe when the sidelobe level is much higher than
anticipated. The responses at the edges of the image caused by
the PSF grating lobes (see Fig. 5) were filtered by multiplying
the resulting image with a Gaussian window. After running the
calibration algorithm using the redundancy in the baselines
described in this section, the beam became much “cleaner,”
which can be seen in Fig. 7(b). The results indicate that in
active systems where the SNR is not low, the redundant-
baseline calibration approach can be applied even when the
array does not have significant redundancy, such as the one
presented in this article. In Section V, the algorithm will be
applied to experimental data to compensate for the variations
on the array that we discussed in section III.

V. EXPERIMENTAL RESULTS

The first experimental measurements for this calibration
were performed using a 30-dBsm trihedral corner reflector
inside a semienclosed arch range to act as a strong point
response. In Fig. 8, the uncalibrated dirty beam response
can be seen on the top, while the calibrated beam response
is shown on the bottom. The point-like response of the
single reflector is clearly reconstructed after the calibration
algorithm was applied. A Gaussian window was again applied
to the image to remove the responses at the corners resulting
from the grating lobes in the PSE. The least-squares cali-
bration approach was implemented only once to determine
the complex weights of each channel, after which the image
formation procedure was implemented normally.

o
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Fig. 7. (a) Simulated uncalibrated point source reconstruction from a
16-element Y-shaped array. (b) Simulated calibrated point source reconstruc-
tion using the redundant baselines in a 16-element Y-shaped array.

After the calibration, experimental measurements were
taken inside a semienclosed arch range using a target com-
prised of two metal stripes on a foam board, as shown in
Fig. 9. The two stripes were made with copper tape with
dimensions of 38 cm x 10 cm, spaced vertically by 22 cm, and
glued on the foam substrate. The target was placed inside the
semienclosed arch range at a distance of 2.7 m away from the
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Fig. 8. (a) Experimental uncalibrated corner reflector reconstruction.

(b) Experimental calibrated corner reflector reconstruction.

:

Fig. 9. Target consisting of two reflecting stripes from copper tape inside
the semienclosed arch range.

imager; although this is in the near field of the receiving array,
when located near broadside with the field of view used in this
work, the phase errors are minimal compared with the far-field
approximation [18], [36]. The uncalibrated reconstruction
using the 37 GHz array can be seen in Fig. 10(a), showing
clear inconsistencies compared with the target. The calibrated
image reconstruction in Fig. 10(b) shows that the spurious
responses prior to calibration have been successfully removed,
resulting in two strong horizontal responses corresponding
to the two metal stripes on the target. Good discrimination
of the two responses can be seen from the imaging system.
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Fig. 10. (a) Experimental uncalibrated reconstruction of two reflecting stripes.
(b) Experimental calibrated reconstruction of two reflecting stripes.

The responses are not as wide as the horizontal dimensions
of the stripes because of the specularity of their reflections.
The images were, furthermore, obtained with low computa-
tional complexity and using comparatively short integration
time and bandwidth, each roughly an order of magnitude less
than passive interferometric imagers [20].

VI. CONCLUSION

The first millimeter-wave active interferometric imaging
array has been presented. Using the concept of spatial-
frequency sampling and illuminating the scene with incoherent
noise signals, we achieve a cost-effective solution with a
sparse array and commercial components. A simple technique
to compensate for hardware imperfections that leverage the
good SNR afforded by active illumination was described.
Good resolution and staring operation, along with very low
computational complexity, show a very promising technique
for real-time millimeter-wave imaging applications.
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