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Abstract

The goal of this paper is to propose and discuss a practical way to implement
the Dirac algorithm for constrained field models defined on spatial regions with
boundaries. Our method is inspired in the geometric viewpoint developed by Gotay,
Nester, and Hinds (GNH) to deal with singular Hamiltonian systems. We pay
special attention to the specific issues raised by the presence of boundaries and
provide a number of significant examples—among them field theories related to
general relativity—to illustrate the main features of our approach.

1 Introduction

Constrained field theories are very important examples of singular dynamical systems,
i.e. those for which the accelerations cannot be uniquely written in terms of the gener-
alized coordinates and velocities. In the guise of gauge theories, they are an essential
ingredient of the standard model of fundamental interactions and connection formula-
tions of general relativity. They also play a central role in many other contexts such as
condensed matter physics. An interesting approach to their study, and a possible starting
point for quantization, is to present their dynamics in Hamiltonian form.

A satisfactory understanding of the Hamiltonian description of singular systems was
achieved by Dirac [1], who culminated the work of other authors (in particular Anderson
and Bergmann [2]) and introduced his celebrated “algorithm” to systematically deal with
such models. Although, arguably, the logic of Dirac’s method is clear and the geometric
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meaning of its main ingredients has been understood for quite a long time, several issues
crop up in practice, in particular if spatial boundaries are present.

The original approach developed by Dirac deals with singular mechanical models with
finite dimensional configuration spaces. Although in his own words! [1, p.6]

It is then merely a formal matter to pass from this finite number of degrees of
freedom to the infinite number of degrees of freedom which we need for a field theory

in practice, there are subtleties that must be addressed. Let us mention some of them?.

The first is the fact that configuration spaces for field theories are infinite dimensional
manifolds. A crucial difference between them and their much simpler finite dimensional
counterparts is that the former are modeled on linear functional spaces—often Banach
spaces with norms that must be explicitly specified—instead of finite dimensional vector
spaces, where all the norms are equivalent. Although we will gloss over such functional
analytic issues, it should be kept in mind that they must be carefully taken into account
if a rigorous and complete description is sought (the interested reader is referred to [5] for
a detailed discussion of some relevant examples solved with the help of the GNH method
[6-9]). Our purpose here is to sidestep these fine mathematical points while providing an
easy-to-use procedure to obtain all the other elements of the phase space formulation for
field theories with boundaries: constraints, Hamiltonians, and Hamiltonian vector fields.

Another source of difficulties in this context is the need to deal with the boundary con-
ditions necessary to completely specify physical configurations and dynamics. These may
be incorporated in the definition of the configuration space or may appear when looking
for the stationary points of the action. In both cases, one has to check the consistency of
the dynamics defined by the field equations and the boundary conditions. A famous in-
stance of one such incompatibility was detected (and solved) by Regge and Teitelboim in
the classical paper [10] where they showed the need to add a suitable surface term to the
Hamiltonian of asymptotically flat general relativity in order to have dynamics consistent
with Einstein’s equations. In this regard, it is important to understand the role played by
the concept of functional differentiability introduced and used by those authors. A related
issue is the interpretation of the boundary conditions in the Hamiltonian framework: are
they constraints? If the answer is in the affirmative, are they first or second class? Also,
does their dynamical stability give rise to additional secondary constraints? The correct
answer to these questions is important if the final goal of the Hamiltonian analysis is to
use it as a step towards quantization.

When dealing with bounded systems, it is often interesting to find out to what extent
it is possible to locate physical degrees of freedom either at the bulk or at the boundaries
[11,12]. In this regard, it is appropriate to mention condensed matter physics (topological
insulators and related systems). From the point of view of the reduced phase space the

IThis is actually the attitude that, for often reasonable and justifiable practical purposes, many authors
take, see for instance [3, p.494].

2Multisymplectic methods [4] are also relevant in this context, however, the quantization of field
theories still relies heavily on the Hamiltonian formulation and the, somehow related, path integrals.



possibility of assigning physical degrees of freedom either to the bulk or the boundary
hinges on having an easy-to-interpret reduced phase space such as the cotangent bundle
of a product of manifolds (possibly infinite dimensional) associated in a natural and
unambiguous way with the bulk and the boundaries. In order to consider this issue, it is
necessary to develop a reliable way to get the Hamiltonian description of field theories in
bounded regions.

An interesting approach to the study of the Hamiltonian formulation of singular La-
grangian systems (and more general instances of singular dynamical models) is the one
developed by Gotay, Nester, and Hinds [6-8]. Their method relies heavily on the use of
geometric concepts and is carefully crafted to deal with field theories. Its central idea is
to look directly for a Hamiltonian vector field—living on a submanifold of a presymplectic
manifold—whose integral curves, appropriately projected, give the solutions to the equa-
tions of motion. In this respect, the GNH method is somewhat far from the philosophy of
the Dirac approach which is to provide an avenue to the quantization of singular systems
based on the use of quantum versions of the constraints defined on the full phase space.
We will use the main ideas of [6] and adapt them to the context of the Dirac method.

The main observations that we make in this paper are:

e The Dirac method can be carried out in a way that essentially mirrors the steps of
the GNH algorithm and takes advantage of its most useful features, in particular
its geometric perspective.

e There is no need to explicitly use Poisson brackets to obtain the basic elements
of the Hamiltonian description of a mechanical system or field theory (constraints,
Hamiltonian vector fields, and Hamiltonian). In the presence of boundaries this
helps to avoid problems associated with the use of formal expressions, in terms of
functional derivatives, for the symplectic form.

e The method that we propose here is also slick and user friendly—in practice much
simpler than the standard approach—for the usual mechanical systems and field
theories (and not only when boundaries are present).

We will illustrate the above by discussing a number of examples from our perspective
and compare our results with the existing literature when available.

The plan of the paper is the following. After this introduction, we start in section 2
by spelling out the method that we use with the help of an example: a physical pendulum
described as a constrained system. Section 3 will be devoted to study the scalar field with
Dirichlet boundary conditions and show how our approach avoids the use of awkward and,
sometimes, ad hoc procedures to deal with the tower of boundary conditions characteristic
of this model. Sections 4 and 5 are devoted to a discussion of an interesting problem that
has been recently considered in the literature [13]: the detailed study of the relationship
between the Hamiltonian formulations of the dynamics defined by the Pontryagin action
in a four-dimensional manifold with boundaries and the Chern-Simons description of



the same model. The main difference between our treatment and the one presented
in [13] is that we will not need to invoke Regge-Teitelboim differentiability. We devote
Section 6 to our final example: 2+1 gravity in terms of triad-connection variables with
boundary conditions. We end with our final comments and conclusions. The notation
used throughout the paper is essentially standard, but carefully tries to avoid the use of
symbols that may carry with them unwanted meanings.

2 From the GNH approach to the Dirac method

In this section, we reinterpret the Dirac approach to the treatment of singular dy-
namical systems from the perspective provided by the GNH method. We partially fol-
low [6, ch.V]; other relevant details can be found in [7,8]. Our presentation is tailored to
facilitate the implementation of the Dirac algorithm for field theories in the presence of
boundaries (see [5, 14] for detailed discussions of the GNH procedure for this purpose).

The geometric arena to describe a Lagrangian mechanical system is the tangent bundle
TQ of a differentiable manifold @ whose points represent physical configurations. The
Lagrangian L of a time-independent model is a real function L:7TQ — R. Given a space
Py 4o of sufficiently smooth curves in Q connecting two fixed points ¢, ¢ € Q, we define
the action associated with a Lagrangian L as

to
S:Pyy—Rice [t L(c(t), é(t))dt

1

The dynamical evolution of the system from ¢; at time ¢; to go at time %, is given by
curves corresponding to stationary points of S. The familiar Euler-Lagrange equations
are necessary conditions for S to be stationary.

Regular Lagrangians are those for which the Euler-Lagrange equations allow us to solve
for the accelerations ¢(t) in terms of the configuration variables and velocities, whereas
singular systems are those for which this is not possible. In this case, it often happens
that some of the equations of motion are relations involving only positions and velocities
whereas, in other instances, not all the accelerations are independent.

The Hamiltonian formalism is formulated in phase space, the cotangent bundle 7™ Q.
The first step to obtain it is to define the momenta by using what in the mathematical
parlance is known as the fiber derivative FL associated with the Lagrangian L. This is a
map FL:TQ - T*Q where p:= FL,(v) € T;Q is defined by

(plw) = %L(q,v+tw)| . vweT,Q.

t=0

In the following, we will drop the ¢ subindex and write FL. Whenever this map is
a diffeomorphism we can define the Hamiltonian, a real function on phase space, as
H = Eo FL7! where E is the energy (conserved under the evolution defined by the Euler-
Lagrange equations) given by

E:TQ-R:(q,v)~ (FL()|v) - L(q,v).

4



Singular systems can also be characterized as those for which the fiber derivative fails to
be invertible?. In this case the relation

HoFL=E (1)

defines the Hamiltonian only on the image of F'L. For the sake of clarity, we will suppose
in the following that F'L defines a smooth submanifold Mg := FL(T'Q) of T*Q. This
submanifold is represented in the Dirac approach as the null set of some functions ¢,
known as primary constraint functions. It is obvious that, in this case, equation (1) does
not define a Hamiltonian on the full 7*Q but only on M.

When implemented in the context of the Hamiltonian dynamics in the contangent
bundle 7*Q, the GNH method takes M, the pullback w of the canonical symplectic form
Q to My, and the Hamiltonian H (uniquely defined on M) as the starting point [9].
Its aim is to find a (maximal) submanifold M of M, and a vector field X on M, [i.e.
X € X(My)] such that the following equation holds*:

(exw—-dH)M =0, (2)

with X tangent to M. The integral curves of X corresponding to initial data on M give
the dynamical evolution of the system once projected onto Q.

It is possible to adapt some of the features of the GNH method—in particular its
geometric flavor and the idea of viewing dynamical consistency as a tangency condition—
to the implementation of the Dirac algorithm [6,15]. The steps to do this are the following:
Once the primary constraint submanifold M, is identified, one looks for a function H
defined on the whole phase space and satisfying condition (1). This function will play the
role of the Hamiltonian. Notice that it is uniquely defined only on M,.

For regular Lagrangians it is possible to get the dynamics in Hamiltonian form by
looking for the stationary points of the phase space action

Se(a) = [ (010 - H(a(0).p(0) )t 3)

defined in a space Pr of sufficiently smooth curves on 7*Q. Whenever primary constraints
are present the dynamics must be such that they are preserved by the evolution, i.e. for
all ¢ € [t1,t2] we must have

(bn(Q(t)vp(t)) =0.

The standard way to look for stationary points of a real function subject to constraints
is to enforce them with the help of suitable Lagrange multipliers. As the action (3) is
defined in a space of curves these multipliers u,(t) must be functions of time. According

3This may happen for a number of reasons and in different ways. For instance, the fiber derivative
may not be defined at some points of T'Q, fail to be injective, be injective but not onto. ..

4Here and in the following we will denote the exterior derivative in phase space as d and the inner
derivative as 1.



to this, the action principle that we must use to get the Hamiltonian dynamics of a
singular system (see, for instance, [16]) is

Se(gp)= [ (000 - H(a(t).p(0)) - uaDén(a),p(0) )it ()

1

leading to the following equations of motion

LOH 96,
Q=g Tin g, (5a)
__OH 9
=% " g (5b)
dn(q(t),p(t)) =0. (5¢)

In the context of the implementation of the Dirac algorithm, we will refer to the u,(t) as
Dirac multipliers. They must not be confused with other variables that may appear in
the Lagrangian®, in fact, u,(t) have nothing to do with the configuration manifold Q.

The resolution of (5) is not straightforward. In particular, one does not expect these
equations to have solutions for arbitrary initial data (q(t1),p(t1)) even if they satisfy—
as they must—the constraints (5c). Notice also that these equations involve the Dirac
multipliers w,(¢), which must be partially or totally fixed to guarantee their consistence.
The Dirac algorithm can be viewed as a systematic approach to address these two issues.
We present a geometric interpretation thereof in the following. The stationary points of
(4) can be found by looking for a time-dependent vector field X € X(7*Q) satisfying

15— dH - up,(t)dey, = 0, (6)

and finding its integral curves. The consistency of the dynamics implies that X must be
tangent to My (in other words, the primary constraints must be preserved under time
evolution, i.e. ¢,(q(t),p(t)) = 0 for all ¢ € [t1,t3]). In the process of solving (6) two
alternative things may happen:

1. Any solution X to (6) is tangent to My (i.e. £x¢, =2xdep, =0).

2. The tangency condition 2xd¢, = 0 only holds on a certain proper submanifold
My c My and/or for some specific values of w,(t).

In the first case we are done; the integral curves of X describe the evolution of initial
data satisfying the constraints ¢, = 0. In the second case we must check if the vector
field X is tangent, not only to My, but also to M; (described, in practice, as the null set

% Although the present discussion is to a certain extent trivial, in the perception of the authors there is
some confusion in the literature regarding the meaning of the u, (¢). Even in [1] the u,(t) are presented
in a somewhat mysterious way as, for instance, when it is stated that the Poisson bracket of w, (t) with
the ¢’s or the p’s is not defined [1, p.12].



of secondary constraints ¢;). If this is the case we are done, if not, we must iterate the
procedure by requiring appropriate tangency conditions until it stops. This will happen
when, after requiring that the vector field X is tangent to the submanifold M,, (i.e.
1xde;,, = 0 for the secondary constraints defining M,,), it will also be tangent to the
submanifold M,,;; determined at this step. Generically some Dirac multipliers will be
fixed in this process.

2.1 An example: the pendulum

We illustrate now how the GNH idea can be used to implement the Dirac algorithm
with a simple mechanical example: a plane pendulum described as a constrained system.5

Let us consider the configuration space @ = R? (so that TQ = R3 x R? ~ R%) and take
the Lagrangian

LR xR > R (q,0) > Jm(od +02) ~mgy + (e 4y - ), (7

where ¢ = (z,y,(), v = (v, vy,v¢), m and £ are the mass and length of the pendulum and g
is the acceleration of gravity. Here x and y are the cartesian coordinates of the pendulum
bob on the plane and ( is an auxiliary variable introduced to enforce the condition that
the length of the pendulum is ¢. In practice, ¢ plays the role of a Lagrange multiplier
although it is important to keep in mind that it is a configuration variable on an equal
footing with the remaining ones, x and y. Its dynamics (as given by the Euler-Lagrange
equations) certainly differs qualitatively from that of x and y, but this is a consequence
of the singular character of the system in this representation, a fact that is only revealed
after the equations of motion are obtained. Indeed the Euler-Lagrange equations are

mi -2z =0, (3a)
mij -2y +mg =0, (8b)
2 +y?-1?=0. (8c)

As we can see the acceleration ¢ does not appear in (8) hence, the Lagrangian (7) is
singular. Equation (8c) can be solved by introducing a new real variable 6 € [0, 27) and
writing z = ¢sinf, y = —f cosd. The first two equations (8a),(8b) are then equivalent to

é+%sin«9=0, (9a)
¢ = -%(92 + %cos@). (9b)

The first one describes the motion of a physical pendulum. The second one—expressing
¢ in terms of 6 and 6—and the parametrization x = £sinf, y = —fcosf allow us to get

6See [17]. Another interesting mechanical example displaying a genuine gauge symmetry is discussed
in [18].



from (8) the tension T := (2x(,2y() of the string or bar connecting the pendulum to its
support as a function of 6 and §. In fact, this provides the physical interpretation of ¢
through its relationship with T. From a practical point of view the possibility of finding
T may be a good reason to prefer the Lagrangian (7) to the usual regular one defined on
the circumference S', despite the proliferation of configuration variables.

Let us consider now the cotangent bundle 7*Q ~ R3 x R3 endowed with the canonical

symplectic form
Q=dzadp, +dy adp, +d¢ Adp, . (10)

The fiber derivative FL:TQ — T*Q is given by
(FL (v) |w) = m(vywy + vywy) (11)

where the momentum p := F'L(v) can be represented by the vector p = (muv,, mv,,0) € R3,
so that p, = mv,, p, = mv, and p; = 0. The condition p; = 0 is a primary constraint. The
primary constraint submanifold M, is then given by

Mo ={(q,p) €eT*Q: p1:=p; =0}. (12)

The Hamiltonian is uniquely defined only on My. An extension to the full phase space
of the Hamiltonian on M, is

H B RS = B (2,0,0), (e pyo )+ 5= (08 17) + gy = (2 47 =), (1)
A simple computation gives
dH = -2Cxda + (mg - 2Cy)dy - (22 + % - (2)d( + %dpx ; %dpy . (14)
A vector field X € X(7Q) has the form
X = X0, + X0, + XcO¢ + Xp,0p, + Xp,0p, + Xp. Oy, , (15)

so that 1xQ = - X, dv - X, dy - X, d( + X,dp, + X,dp, + X¢dp, . Equation (6) becomes
now
- Xy, dz - X}, dy - X, d¢ + X, dp, + X, dp, + Xcdp¢
= - 2Cxdx + (mg - 2¢y)dy — (2% +y? - 2)d( + &dpx + &dpy +udp ,
m m

where u is a Dirac multiplier introduced to enforce the primary constraint p. = 0. By
comparing the two sides of the previous expression we immediately get

X, =L X, =2 Xe=u,

m m
Xp, =2z, Xy, =2Cy-mg, Xp<=x2+y2—€2.



It is very important to notice now that X is not tangent to most of the points in M,
but only to those where the tangency condition 0 = 1xd¢; = 1xdp; = X, holds. This
immediately gives

My = Mon{(q,p) eT*Q: ¢o:=a?+y> - (*=0}. (16)

We thus obtain the secondary constraint ¢, = 0. We demand now that X is tangent to
My, ie. 0 =1xdgs, this gives

2 2
0=1xd¢s = 20X, +2yX, = E(xpx +ypy) = E% = My :=Min{(q,p) eT*Q: ¢35 =0}.

Iterating this process, we find

pi+D; )
0=1xdes =X, + Xop, +yX,, + Xyp, = —-mgy + 2C (f + gbg) ,
pi+D;
= M3z:=Myn{(q,p) eT*Q: py:= T+2€2C—mgy=0},
and, finally,
e Xp, T DyX, 4
0= axdgy = 2P2pe Y Ptn oy pox S8y g,
m m

The last expression fixes the Dirac multiplier to the value u = 3gp,/2¢? and gives no more
constraints.

The result of the preceding analysis tells us that we will have consistent Hamiltonian
dynamics for the pendulum in the phase space submanifold given by

Pi+ Dy

C:= {(q,p) €T"Q:pc=0,2"+y* = (* = 0,zp, +yp, =0, +2f2C—mgy=0} )

and the Hamiltonian vector field describing the dynamics is

D Dy 39
XIE = ) X = 9 X = )

m Y om ¢ 2€2py
Xy, =2Cx, Xy, =2Cy —mg, XPC:O.

Remarks

1. It is instructive to compare the preceding computation with the one obtained from
the Dirac algorithm in its original form (using Poisson brackets and so on). It
can be seen that there is a perfect match between the intermediate results of both
procedures i.e. how the primary and secondary constraints appear and how the value
of w is fixed. This notwithstanding, for field theories in not very familiar settings
(for instance, when boundaries are present) the approach that we have followed
above is far more transparent and less prone to errors than Dirac’s method. This
is, in fact, one of the main points of the paper.



2. The equations for the integral curves of the Hamiltonian vector field X are strictly
equivalent to the Euler-Lagrange equations (8). The easiest way to show this is to
find a parametrization of the constraints defining the submanifold C (for instance
x =/{sinf, y = —Lcosb, p, = mgcosf and p, = mysinf with 0 € [0,27), 7y € R and
solving for ¢ in ¢4 = 0) and writing the equations of the integral curves in terms of
these variables. By doing this one gets, precisely, equations (9a) and (9b).

3. The Dirac multiplier u has been completely fixed. Its time dependence originates in
the one of p,. The role of the Dirac multiplier is to enforce the primary constraint
pe = 0 as a subsidiary condition that must be satisfied at all times, this is the reason
why it is included in the action as discussed above. Its role can also be seen from
a different (more geometric) perspective. The Hamiltonian H is only fixed on the
primary constraint submanifold M and, hence, it admits many different extensions.
With the help of u it is possible to have a sufficiently large family of Hamiltonians
providing Hamiltonian vector fields that can be adjusted (by appropriately choosing
u) in such a way that we get consistent dynamics.

4. It is important to highlight the difference between the roles of u(t) and the configu-
ration variable (. Despite the fact that, superficially, { appears to be the same type
of object as u, its role is different. First of all, ( is part of the configuration space for
the system. Second, it has an interesting dynamical interpretation as it is possible
to find the tension of the pendulum bar from the knowledge of (. It is introduced
in the Lagrangian as a way to obtain the condition z2 + y? = (2 dynamically as an
equation of motion. It should be mentioned here that the lapse and the shift in the
Hamiltonian description of general relativity appear in a very similar way (although
they play quite a different physical role).

5. A final comment that will be very important for the field theories that we discuss
in the rest of the paper. In the preceding finite dimensional model we have worked
in particular charts that sufficed to cover the full configuration space Q, and its
tangent and cotangent bundles T'Q and T*Q. In particular, we have written the
canonical symplectic form as (10) and vector fields as (15). An alternative way
of looking at €2 is to consider its action on a pair of vector fields on phase space
X, Y e X(T*Q)

QXY) =Y, Xo = X, Ve + Y3, Xy = Xp, Yy + Y, X = Xp Ve

As we will show in the following, this way of writing the symplectic form will be in-
strumental to avoid many of the problems that crop up when studying field theories
in the presence of boundaries.
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3 The scalar field with Dirichlet boundary conditions

We study now the first field model: a massless scalar field ¢ defined in a bounded re-
gion ¥ and subject to Dirichlet boundary conditions” p|0%. = 0. For the sake of simplicity
we will concentrate on a (1 + 1)-dimensional example. Our results and methods comple-
ment those obtained in [5] with the help of the GNH algorithm and should be compared
with those presented in [19]. Notice that in [5] the Dirichlet boundary conditions were
introduced, from the start, in the definition of the configuration space whereas in the fol-
lowing discussion they will appear as natural boundary conditions (i.e. as a consequence
of the field equations) for a modified Lagrangian for the scalar field.

Let us take a space F of sufficiently smooth real functions on the interval 3 = [0, 1].
In principle, it suffices to consider elements ¢ of this space to represent the scalar field
configurations. In order to incorporate the Dirichlet boundary conditions we will introduce
a second, auxiliary, scalar field xy. Our configuration space will be of the form Q = F x F
and TQ = (F x F) x (F x F). Let us consider the Lagrangian

L:TQ»R:VHL(V):%/;(U?D_SDQ_FQ(X@)/)’ (17)

where we denote v := (¢, x;v,,v,) and use the prime to represent the spatial derivative.
Here and in the following we omit the measure dz in the integrals. The Lagrangian (17)
can, obviously, be written as®

L() = X(Dp(1) = x(O)p(0) + 5 [ (12-67) (15)

and, hence, the role of the field x is clear: its boundary values x(0) and x(1) enforce?
the conditions ¢(0) = (1) = 0.
The Euler-Lagrange equations for (17) or (18) are

p-¢"=0, on (ty,t3) x[0,1],
©(0)=¢p(1) =0, Vte (t1,t2),
x(1) = ¢'(1),x(0) = ¢'(0), Vit e (t1,ta).

As we can see, we get the wave equation for the scalar field ¢ subject to homogeneous
Dirichlet boundary conditions. For all t € (¢1,t2) the values of x(0) and x(1) are given
by the derivatives of ¢ at the boundary points of X, but x is, otherwise, left arbitrary.

It is straightforward to extend the results of this section to arbitrary, time-independent, Dirichlet
boundary conditions.

8The idea of introducing a surface term via a total derivative to avoid complications in the computation
of Poisson brackets bears an interesting resemblance with the proposal presented in [20] to understand
the holonomy-flux algebra.

Tt is interesting to ponder at this point to what extent the field values at the boundary points of ¥
can be thought of as “degrees of freedom” as they are fixed by continuity by the values of the fields in
the interior of X.

11



Although, strictly speaking, we have enlarged our model by the addition of the extra
field y, there is a straightforward one to one correspondence between the solutions to the
model that we are considering here and the ones for the usual free scalar on the interval
> subject to homogeneous Dirichlet boundary conditions.

If we take v, w € T(4,,)Q, V= (¢, XV, Uy ), W i= (@, X; Wy, wy) the fiber derivative is

P, (") = fz Vo

(FLw) = [, — (19)
Py(-) :=0.

We use bold letters to denote elements in the dual space F*. We will assume!? that all
the momenta can be written as integrals over the interval [0,1]

Py () = fzps@'

with p,, € F hence, in the following we will represent the momenta p,(-) as p,, if convenient.
As we can see, we get as primary constraint the condition that the momentum canon-
ically conjugate to the auxiliary field y vanishes. The energy is

B={FLW)) - L(9) =5 [ (& +67-2()).

and an appropriate extension of the Hamiltonian to the full phase space T*Q is

1 '
H:§f2(pi+so’2—2(w)), (20)
A generic vector field on T*Q consists of vectors Y € T(%X;pwpx)T*Q of the form

Y = ((907 X?pgmpx) ) (Ysm YX? pr(')7 YPX ())) )

where Y,,,Y) € F. The components Y} (), Y}, (-) can be represented by real functions!!

Yo, Yp, such that over f, g€ F we have

thp(f) = [2:Yp¢f7 pr(g) = [EYPXQ‘
For this reason, in the following we will represent vector fields as

Y = ((%X;pwpx) ) (cha Yxa Yp¢>pr)) .

When acting on a vector field Y the exterior differential of the Hamiltonian is

dHY) =[(x—¢") Yo+ ¢Yy] (0)—[(X-@')waYx](l)+fZ(Yp¢p¢—<p”Y¢)- (21)

10T his is another instance where functional analytic issues are relevant.
"They can be thought of as elements of the dual F*.
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The canonical symplectic form in 7% Q, acting on a pair of vector fields X,Y defined on
the phase space (see remark 5), is

QUX)Y) =Y, (Xy) - X, (Vo) + Yo (X)) - X (YY)

(22)
_ fz (Yo, X = Xp, Yyt Yy X, = X, 7).

Let us look now for vector fields X satisfying the equation (see eq. (6) where now A is the
Dirac multiplier introduced to enforce the primary constraints at the level of the action)

QX,Y) =dH(Y) + (Adpy)(Y), (23)

for every vector field Y. The last term means

Ndp)(V) = [ %5,

By considering first those fields Y vanishing at the boundary of the interval [0,1] we get
the following expressions for the Hamiltonian vector field X in the whole interval [0,1]

X@:pgov XX:)\7

" (24)
XP«p =", Xp, =0.

X =

Once we know X, we can allow Y to be arbitrary on the boundary. This gives us, then,
the following additional secondary constraints

©(0)=0 ¢(1)=0, (25a)
x(0) = ¢'(0) =0 x(1)-¢'(1) =0, (25b)

which include both the Dirichlet boundary conditions and the values of x at the boundary.
Notice that we find the result given by the Euler-Lagrange equations.

Now, we must check the tangency of the Hamiltonian field, (24), to the submanifold
in 7% Q defined by the constraints p, = 0 and the boundary conditions eq. (25a),(25b). A
straightforward computation gives

0=12xdp, =X, , (26a)
0=Zxd(<,0(j))=X@(j)=p¢(j), jE{O,l}, (26b)
0=oxd(x(4) -¥' (7)) = X () = X5(5) = AG) - P, (7). {0, 1}. (26¢)

As we can see, the tangency condition (26a) gives nothing new, the next pair of conditions
(26b) are new secondary constraints on the values of the momenta p, at the boundary of
3. Finally, (26¢) fixes the Dirac multiplier at the boundary A(0) = p/,(0), A(1) = p/,(1).
We must demand now that the vector field X be tangent to the new submanifold
defined by the secondary constraints just obtained. These new tangency conditions give

0=1xd(py(j)) = Xp,(j) = D*(j), je{0,1}, (27)
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where D™ denotes the n-th order spatial derivative. As we see, there are more secondary
constraints and additional tangency requirements. Iterating this process, we find an
infinite number of boundary constraints of the form (n € N)

D*p(0) =0, D*p,(0) =0,
2n _ 2n _ (28)
D*"p(1)=0, D*"p,(1) =0.

Remarks

6. The Dirac multiplier A (a real continuous function on [0,1]) is fixed only at the
boundary of 3. Its value in (0,1) is otherwise arbitrary. This arbitrariness implies
that, under the dynamical evolution of the system, y is arbitrary in (0,1), but its
evolution is tied to that of ¢’ at the boundary points. Strictly speaking, this is
a gauge invariance of the system similar to the one that we will encounter when
discussing the Hamiltonian formulation for the Pontryagin action. Notice, however,
that it only involves the auxiliary field y.

7. In practical terms, 2xd should be thought of as a directional derivative in phase
space. Hence, requiring that the Hamiltonian vector field be tangent to the phase
space submanifold defined by a condition of the type ®, = 0 simply amounts to
demanding 1xd®,, = 0. This is so irrespective of the geometric nature of ®, (a
section of some tensor bundle over 3J), i.e. of the tensorial character of the constraints
in their standard interpretation as fields on .

8. The constraints (28) are a well-known feature of the solutions to the wave equation
(see, for instance, [21, p.327]). Their actual number depends on the regularity
demanded of the solutions to the field equations. As we are formally allowing for as
much smoothness as we wish, in the present case we get an infinite tower of them.
Their presence is to be expected as the time derivatives of any order of ¢ (0) and ¢(1)
must vanish. As these time derivatives can be written in terms of the spatial ones by
using the wave equation in [0, 1], we get conditions on the even order derivatives of
both ¢ and p, at x € {0,1}. A direct way to see why these constraints are related to
the smoothness of the solutions is to use the d’Alembert formula (valid for general
solutions to the wave equation in 1+ 1 dimensions). Indeed, consider some smooth
initial data with ¢(0,z) = f(z) and ¢’(0,x) =: g(x). In order to obtain solutions
in [0,1] subject to Dirichlet boundary conditions, f and g must be extended as
odd functions to the whole R. These extensions will be smooth iff the even order
derivatives of f and g vanish at z =0 and x = 1.

9. Other types of boundary conditions (for instance, Robin) can be dealt with in a
similar way by introducing them in the action with the help of appropriate surface
terms (as was done in [5] within the GNH framework).
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10. The advantage of working with (17) instead of (18) is that it makes it unnecessary
to use continuous and discrete configuration variables at the same time (¢ and
x(0), x(1) respectively). This is specially important when writing the canonical
symplectic form and effectively eliminates some of the ambiguities that may crop up
when formally following the Dirac method in the presence of spatial boundaries [19].
These problems can, of course, be avoided by carefully taking into account functional
analytic details but we feel that the rule of thumb that we are suggesting in this
example—replace, when possible, surface terms in the action by total derivatives—
can be instrumental to avoid making mistakes.

11. By directly looking for the solutions to (23), we have been able to avoid the ex-
plicit computation of Poisson brackets. In our opinion, this is the main advantage
of proceeding in the way that we have explained here. If one tries to blindly use
the Dirac approach and the standard writing the canonical Poisson brackets as
{p(z),p,(y)} = 6(z,y), one quickly faces the conundrum of making sense of ex-
pressions such us {¢(0),p,(0)}. Although it may be possible a posteriori (i.e. once
we know what we have to get) to come up with heuristic ways to deal with such
objects, the advantages of following a systematic procedure, such as the one used
here, are clear.

4 Abelian Chern-Simons without boundaries

We discuss now the treatment of the abelian!? Chern-Simons model in a 3-dimensional
manifold!® B = R x ¥y (where Y5 denotes a 2-dimensional manifold without boundary).

Let us consider the action
Ses(a) = f anF(a), (29)
B

where F'(a) = da is the curvature of the three-dimensional 1-form a. The Euler-Lagrange
equations are simply
F(a)=da=0, (30)

and their solutions are the closed 1-forms on B.

In the present case (as it happens also in general relativity), we are not starting from
a Lagrangian but directly from the action. In order to find a Lagrangian for the model
it is necessary to perform a 241 decomposition. We do this by expanding a = a,dt + aT,
so that F =da=dtA F, +d7a", where'* F| := £,a” —d7a,. Then, the action (29) can be
written as

Ses(a) = fR dt fz (£4a" na" +a" AdTa, +a,da"). (31)

12The extension of our analysis to the non-abelian case is straightforward. For our purposes here it
suffices to consider the abelian Chern-Simons model.

13Strictly speaking, we should consider a manifold of the form B = [t;,t2] x X2 and consider field
variations vanishing on {t1} x o and {t2} x 3o.

14 £, denotes the Lie derivative along the field t and d7 is the exterior differential on .

15



In order to simplify the notation, we write in the following ¢, :=a,, ¢ :=a', and d :=d".
From (31) we can read off the Lagrangian

L: TQ:=T(Q(3) xQ (X)) — R
vi=(qngun) (V)

which is given by
L(v)= [ (vng+qndg. +qdg). (32)
2
The fiber derivative FL:TQ — T*Q is now

p.():=0,
(FL(V)IW)=fE2w/\q — p(.)::fEQ-Aq,

where (p,, p) are elements of the dual of the configuration space (linear functionals). This
means that acting on functions f € Q%(X,) and 1-forms a € Q1(X,) they give

p.(f)=0, p(a)= [ ana.

The definition of the momenta tells us that we have the following primary constraints

C.()=p. () =0, C()=p()- [ -na=0. (33)

2

On the primary constraint submanifold the Hamiltonian is
H = fz (dg, A q-q.dq). (34)
2

As H depends only on configuration variables, it can be immediately extended to a
function defined on the whole phase space.
Vector fields X € X(7T*Q) have the form

X:((qL7q7pJ_7p)7(Xqi7Xq7Xp17Xp))' (35)

Notice that the geometric interpretation of the different components is important: X, «
Q0(%9), X, € Q1(X,), whereas X, and X, are elements of their duals.

The canonical symplectic form on the cotangent bundle T* Q acting on a pair of vector
fields (X,Y") is in the present case:

QX,Y) =Yy, (Xg,) = Xp, (Yy,) + Yp(X,) - Xp(Yy) - (36)

Next, we have to solve the equation
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QX,Y)=dH (V) +(A]dC.) (V) + (NdC) (V) (37)

for any arbitrary Y vector field and Dirac multipliers A\, € Q9(3), A € Q' (3;). The
right-hand side of (37) is

Yo, (A) - [ [Vada-aVy ngl+ Yo - [ [0.dY,+Yyndgi=YynN],  (39)
2 2
therefore, we obtain the Hamiltonian vector field X
th:)\l’ Xpl('):2f dqa
. (39)
X, =X, Xp() = [ A (2dq- ),
2

where we have made use of the fact that the boundary of ¥, is empty. The tangency
conditions on the primary constraints give

0=2xd (C,() = Xp, () = 2[22-dq,
O:zxd(C(-)):Xp(-)—fzz-/\Xq:QfE;A(qu—)\) ,

hence, we have a secondary constraint dg = 0 and the Dirac multiplier is fixed to be
A =dg,. The tangency condition on the new secondary constraint gives

0=1xd(dg) =dX,=d\=d%q =0,

As we can see, there are no further constraints, and the algorithm stops. The final
constraint submanifold is

Cos=1{(41,4,p,P) €T*Q:p.(-) =0, p(-) - fz -ng=0,dg=0} (40)
2
and the Hamiltonian vector field
X(h = )\JJ XPJ. () = 07
41
X, =dq., Xp(-):L-Aqu. (41)
2

Remarks

12. The interpretation of the Hamiltonian vector field X and the constraints is straight-
forward. The field equation F'(a) = 0 is now a consequence of the (secondary)
constraint dg = 0 and the “evolution” equation ¢ —dq, = 0. The presence of the
arbitrary function of time A\, (¢) in the Hamiltonian vector field can be immediately
interpreted as the 241 abelian gauge symmetry a — a + dpu.
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13. Notice that different extensions of the Hamiltonian produce different intermediate
results when following the procedure that we are proposing. Of course, they lead
to dynamically equivalent forms for the final constraint submanifold, Hamiltonian
vector fields, dynamics, and gauge symmetries.

14. The dynamics of the configuration variables can be obtained directly from the X, ,
X, components of the Hamiltonian vector field X. Notice, in particular, that the
momenta play no role in this (something to be expected because the dynamics is
given by the first order differential equation da = 0).

15. In the preceding analysis the Dirac multiplier A is fixed whereas A, is left arbitrary.
This signals the presence of second and first class constraints.!?

5 Pontryagin with boundaries

We will study now the abelian Pontryagin model defined on a 4-dimensional manifold
M =R x 33 where Y3 is allowed to have boundary. Let us then consider the action

Seo(4) = [ F()AF(A), (42)

where F'(A) := dA is the curvature of a four dimensional 1-form A. Performing an inte-
gration by parts, this action can be written as

Spy(A) = fR L, AN, (43)

where a denotes the pullback of the connection A to OM =R x 933, the boundary of M.
The dynamics of the model defined by (42) is then easy to interpret: the solutions to
the Euler-Lagrange equations are the U(1) connections on M with flat pullbacks to the
boundary OM (i.e. da = d(:3A) = 0).

The Lagrangian in the present case can be obtained by performing a 3+1 decomposi-
tion analogous to the one used in section 4 (writing A = A, dt + A7), the result is

L: TQ:=T(Q(33) xQ(X3)) — R
VE(@Qu@VV) o 2 [ (V-dQ)adQ
where now @), := A, and @ := AT. The fiber derivative is
PJ_ () = 07

FL(V)[Wy=2 [ WAdQ —s
(FLOV) W) =2 [ PO [ nic,

15The geometric interpretation of the final constraint submanifold—its first or second class character—
can be found in the standard way so we refrain to do it here.
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where, V,W €T, 0)Q, V= (Q.,Q; V., V), W:=(Q,,Q;W,,W). From the definition of
the momenta we get the following primary constraints

C.()=P.()=0. CO)=P()-2 [ -ndQ=0.

The Hamiltonian is

szf dQ, A dO, (44)

X3

and the vector fields X € X(7*Q) have now the form
X:((QL’Q’PJ_7P)7(XQJ_7XQ7X'PJ_7XP))’ (45)

The canonical symplectic form on the cotangent bundle T*Q acting on pairs of vector
fields is
QX,Y) =Yp,(Xq,) - Xp, (Yo,) + Yp(Xq) - Xp(Yp) - (46)

In order to proceed we have to solve the equation
QUX,Y)=dH(Y) + (A, |dC,) (V) + (A|dC) (V) . (47)

The right hand side of (47) can be written as
YPL(AL)+2f dYQl/\dQ+Yp(A)—2f (A—dQ,) A dYp. (48)
33 33
Therefore, we obtain the Hamiltonian vector field with components
Xo.=A., Xe, ()=-2 [ (a7,

o> (49)

Xo=A, Xp () =2 -/\dA+2[ 5 A (A —dQ,)?

33 933

where we indicate pullbacks to the boundary of 3 with the 0 symbol. Notice that
Xp, and Xp have boundary terms. The tangency of the vector field X to the primary
constraint submanifold implies

0= (C.() = Xp, (=2 [ 55()d°Q°,
OZ’LXd(C(-)) :XP(-)—QfEB-/\dXQ:2]623@5(.)A(A_dQl)8’

therefore, the tangency condition of the Hamiltonian vector gives a new constraint at the
boundary and fixes the Dirac multiplier A only at the boundary:

C:=d%Q% =0, A? =d9Q?. (50)
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Finally, we have the tangency condition
0=1xdC =d?X§ =d?A% =d?(d?Q?) =0,

therefore, there are no further constraints, and the algorithm stops. The constraint sub-
manifold can be described now as

Cry ¢={<QL,@,PL,P) eT*Q:P,(-) =0, P<~>—2f23“d@=0’da@8=0}’ (51)

and the Dirac multiplier A must satisfy the condition A9 = d?Q)9. The Hamiltonian vector
field (49) reduces to

XQJ. = AL? XPJ. () = 07
XQ=A, XP()=2 -AdA.

33

(52)

Remarks

16. The dynamics of the pullbacks of @), and @) to the boundary 03 is determined by
the pullbacks of X, and Xg to the boundary'6. By doing this, we get evolution
equations exactly equivalent to those found for the Chern-Simons model [as can
be immediately seen by looking at the Hamiltonian vector field (41)]. The gauge
symmetry in the bulk tells us that @ is completely arbitrary (although it must
match a flat connection at 933 because d?Q? = 0 and A? = d?2Q?).

17. In this case, the Dirac multiplier A is determined in an interesting (and somewhat
unusual way) as only its boundary values are fixed. This is similar to the phe-
nomenon observed in the case of the scalar field with Dirichlet boundary conditions
that we discussed in section 3.

18. As we have shown, it is not necessary to rely on functional differentiability to relate
the Hamiltonian formulations of Chern-Simons at the boundary and the Pontryagin
model in the bulk.

6 241 Palatini gravity with Dirichlet boundary con-
ditions

The final example that we discuss is a family of actions that encompass 2 + 1 di-
mensional general relativity subject to dynamical boundary conditions of the Dirichlet

6Notice that we are not pulling back a vector field but, rather, some components of the vector field
are differential forms (which can be legally pulled back).
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type. Let M = R x ¥ be a 3-dimensional manifold (¥ is a 2-dimensional manifold with
boundary), G a semi-simple Lie group, and g its Lie algebra. Let us take the action

A
Sp(e,A) = [ (ei/\F’——e”kei/\ej/\ek)
M 6
where F', the curvature of the g-valued connection A, is given by
) 1 )
Fr:=dA" + §fljkA] A Ak .

In the previous expression we use abstract Latin indices to denote tensors in g, in par-
ticular e; is a g*-valued 1-form and fijk are the structure constants (algebra indices can
be raised and lowered with the Cartan-Killing metric). Also, €¥* is a fixed, completely
antisymmetric tensor in g* satisfying the condition iU¥ fil; =0 [22]. The field equations
are now

A )
F'= §€Uk€j A De,- = d€i + fij kA] N e = 0,
with the boundary conditions ¢? = 0, which imply that the metric at the boundary is

degenerate. We perform now the 2 + 1 decomposition by writing

e;=e dt +e],

Al = Atdt+ AT,
In the following, we will use the simplified notation q = (ey;,e;, ¢, ¢"), with ¢¢ = A?,
¢t == A" and e; := e] (then FT =d7q¢" + %fijkqj AgF and DTzt = ATzl + figgd A ZF). A
straightforward computation gives now the Lagrangian

L: TQ:=T(QX)xQ(X)xQ(X)xQ(¥)) — R

v=_(e el g, g vl vl vl vl —  L(v)

»Yepr Yer Yq0 Yq

. . A
L(v) = f (v; nej+e; ANDql +ey; (F’ - Ee”’fej A ek)) . (53)
Y

In the preceding expression, we have dropped the T superscript altogether so we write D
instead of DT and, also, d replaces d'.
If we write v = (ei,e’,q!,q"s vl vl vl ,vL), wi= (el el qh, ¢ 5w ,wi,wi ,w) with

v ey Ter Tqur g €L’

v,w e T, Q, the fiber derivative is

' p.ui(-) =0, pi(+) =0,
FL(v)|w) = [w’ Ae; —
< ( )l > = e P“‘(-)Zzo, Pi(-)::[z-/\ei.

The primary constraints are now
cii(-) =pu(-) =0, ci(-) =pi(-) =0,

Cui()=Pu()=0, Ci() =Pi(-) - fz Nep =0, (54
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and the Hamiltonian
H=—[(ei/\in+eM (FZ—ankej/\ek)) . (55)
b
Denoting p := (p.i, Pi, P1i, P;) we write vector fields X € X(7*Q) as:

X = ( (qa p) ) (XélaX;Xi XéaxpliaXpiaxpliaXPi) ) . (56)

qL?

The canonical symplectic form on the cotangent bundle 7* Q acting on pairs of vectors

fields is now
Q(Xa Y) = Ypli(Xél) - Xpii(YZl) + YPZ(Xé) - Xpl(}/el) (57)
+Yp,i(Xg,) - Xp.a(Yy,) + Yei(Xg) - Xpi(Y]) -

By following the same steps as in the preceding examples, we find that in this case the
(consistent) dynamics takes place in the phase space submanifold

P.()=0, Pi()=0, Pu()=0, Pi()= [[()nei=0,
Cpi=1(q,p) eT7Q: : > ’
De; =0, €%,=0, €2=0, FZ—§5”kej/\ek=0

with )\ﬁa =0 and the Hamiltonian vector field is

Xél = )\i , Xp,i () =0,
X! =Deél — fiirqler, Xpi (1) =0,
Xi=u, Xp,i(1) =0,
X! =Dql + Ae*e ey, Xpi () = fz () A Xei-

It is straightforward to write down the integral curves for this vector field and get the
gauge transformations for this model:

de' = pl, op.i (+) =0,
de' =Dp' — flyprieh, opi(-) =0,
5qt =10, 6P (1) =0, (58)
5q' =D + A pey, 6P; (+) = [ () A (Dpi = fijerie"),
>

where pi, p', 7', and 7! are arbitrary independent functions. From the configuration
variables—using the pull-back to the boundary—we get the boundary gauge symmetry

(9e1)? =0, (0q1)7 = (1)?, (59)
(6¢') =0, (54')" = (D7')”.
id _ i0 _ i _ i _ 0 _

where we have used p'” =0, p*” =0, (a consequence of X' =0, e¢” =0), and € = 0.

Remarks
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19. The main difference between this model and standard 2 + 1 Palatini gravity is the
presence of non-standard boundary conditions coming from the stationarity of the
action. They involve the triads, which are forced to vanish on M. As we hope it
is clear at this point, our approach allows us to effortlessly deal with them.

20. It is important to highlight the role of the condition £ili% fil; = 0. Without it, new
secondary constraints would arise.

7 Comments and concluding remarks

As we have shown in all the examples discussed above, by judiciously relying on
geometric methods it is possible to recast the Dirac algorithm in a form suitable to derive
the Hamiltonian formulation of field theories defined on spatial regions with boundaries.
Although the examples that we have discussed provide all the necessary information to
implement the proposed method, they cannot perforce cover in an exhaustive way all the
conceivable situations. In this regard, we would like to mention the possibility of finding
models where constraints appear as a consequence of the need to match the values of the
Lagrange multipliers (or some components of them) in the bulk and in the boundary. An
interesting example where this happens is discussed in [23].

The success and ease of use of the approach that we have followed in the paper can
be traced back to the fact that direct computations of Poisson brackets are avoided. In
practice, there is no need to worry about the use of arguably formal objects, such as
“functional derivatives”, as customarily employed in the context of field theories. Prob-
lems with formal expressions for Poisson brackets are often detected when they fail to
satisfy the Jacobi identity (see, for instance, [24-26] for the specific case of theories with
boundaries and [27] for a similar issue in the context of the holonomy-flux algebra in loop
quantum gravity). We would like to make some comments about this.

The computation of the Poisson bracket in 7*Q of two (Fréchet) differentiable func-
tions f and g amounts to finding the Hamiltonian vector fields Xy, X, satisfying

ZXfQde, ngQng, (60)

and calculating
{f.9} = (X5, Xy) (61)

with the help of the canonical symplectic form 2. The Jacobi identity is then a direct and
unavoidable consequence of the closedness of 2, i.e. if the Poisson brackets are defined
according to the previous prescription (for which some requirements must be met by f
and g, in particular the obvious one of being differentiable in the mathematical sense so
that df and dg exist), then the Jacobi identity must hold. The way to compute Poisson
brackets is not to blindly use the usual expressions (modified in the case of field theories by
introducing “functional derivatives” instead of the partial derivatives of mechanics) and,
eventually, correct them by the addition/removal of boundary terms to enforce the Jacobi
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identity. The right way to proceed is to solve (60) and plug the result in (61). Although
we have managed to avoid their use, Poisson brackets are, of course, very important (for
instance to quantize physical models) so it is necessary to have reliable ways to compute
them.

We would like to offer some thoughts on the issue of “functional differentiability” and
its role in the present setting. There are several mathematical notions of differentiability
according to the properties (in particular the topology) of the function spaces where they
are defined. A very useful one is Fréchet differentiability in Banach spaces (that, in finite
dimensional problems, reduces to the standard notion). This type of differentiability is
a strong and useful regularity requirement, often necessary as a basic consistency con-
dition for physical models. From this perspective, it is rather unfortunate to use the
words “functional differentiability” to refer to functionals such that their variations can
be written as

[ x)d"w
i = [ 5oy P e,

with smooth §f/d¢(x) and no boundary terms. There is obviously nothing wrong with
this definition but, in our opinion, it is misleading to suggest that these are the only
acceptable functionals or that those involving boundary contributions are always singular.
In fact, it is actually very easy to come up with examples which can be rigorously proved
to be Fréchet differentiable!” but do not have the previous form, in particular linear and
continuous maps. While in some particular instances restricting oneself to boundary-less
(Regge-Teitelboim) functionals may be perfectly justified, in our opinion, this requirement
is often too strong (see [25] and footnote 18 in [28, p.391]).

Although we have avoided explicit details about functional spaces, it is important to
emphasize their relevance to reach a complete understanding of the Hamiltonian descrip-
tion of field theories with boundaries. In particular, we want to insist on the need to
have precise information about the fibers of the cotangent space T*Q. Finally, we also
want to highlight the fact that, for the purpose of quantization, what really matters is to
have suitable representations of a Poisson algebra of appropriate observables from which
physical predictions can be derived. In this context, functional analytic issues such as the
ones commented above may conceivably be sidestepped.

Acknowledgments

This work has been supported by the Spanish Ministerio de Ciencia Innovacién y
Universidades-Agencia Estatal de Investigacion/FIS2017-84440-C2-2-P grant. Bogar Diaz
is supported by the CONACYT (México) postdoctoral research fellowship Ne371778.
Juan Margalef-Bentabol is supported by 2017SGR932 AGAUR/Generalitat de Catalunya,
MTM2015-69135-P/FEDER, MTM2015-65715-P and the ERC Starting Grant 335079.

170f course this requires the explicit description of the functional spaces where they are defined.

24



He is also supported in part by the Eberly Research Funds of Penn State, by the NSF
grant PHY-1806356, and by the Urania Stott fund of Pittsburgh foundation UN2017-

92945.
References

[1] Dirac P A M 2001 Lectures on Quantum Mechanics (New York: Dover)

2] Anderson J L and Bergmann P G 1951 Phys. Rev. 83 1018

[3] Pons J M 2005 Studies in History and Philosophy of Modern Physics 36 491

[4] Gotay M, Isenberg J, Marsden J and Montgomery R., Momentum maps and classical
relativistic fields. Part I: covariant field theory, [arXiv:physics/9801019]

[5] Barbero G J F, Prieto J and Villasenior E J S 2014 Class. Quantum Grav. 31 045021

[6] Gotay M J 1979 Presymplectic manifolds, geometric constraint theory and the Dirac-
Bergmann theory of constraints Thesis Center for Theoretical Physics of the Univer-
sity of Maryland

[7] Gotay M, Nester J and Hinds G 1978 J. Math. Phys. 19 2388

[8] Gotay M and Nester J 1980 Generalized constraint algorithm and special presym-
plectic manifolds (Lecture Notes in Mathematics 775, Geometric Methods in Math-
ematical Physics) (Berlin: Springer)

9] Gotay M and Nester J 1979 Presymplectic Lagrangian systems I: The constrain
algorithm and the equivalence theorem Ann. Inst. Henri Poincaré, Sect. A 30 129
available at http://eudml.org/doc/76022

[10] Regge T and Teitelboim C 1974 Ann. Phys. 88 286

[11] Barbero G J F, Juarez-Aubry B A, Margalef-Bentabol J and Villasenor E J S 2015
Class. Quantum Grav. 32 245009

[12] Margalef-Bentabol J 2018 Towards general relativity through parametrized theories
Doctoral thesis [arXiv:1807.05534]

[13] Corichi A and Vukasinac T 2019 Int. J. Mod. Phys. D 28 1950075

[14] Barbero G J F, Margalef-Bentabol J and Villasenor E J S 2016
Class. Quantum Grav. 33 105002

[15] Munoz Lecanda M C 1989 Int. J. Theor. Phys. 28 1405

25


https://doi.org/10.1103/PhysRev.83.1018
https://doi.org/10.1016/j.shpsb.2005.04.004
http://arxiv.org/abs/physics/9801019
https://arxiv.org/abs/physics/9801019
https://doi.org/10.1088/0264-9381/31/4/045021
https://doi.org/10.1063/1.523597
http://eudml.org/doc/76022
https://doi.org/10.1016/0003-4916(74)90404-7
https://doi.org/10.1088/0264-9381/32/24/245009
http://arxiv.org/abs/1807.05534
https://arxiv.org/abs/1807.05534
https://doi.org/10.1142/S0218271819500755
https://doi.org/10.1088/0264-9381/33/10/105002
https://doi.org/10.1007/BF00671858

[16] Batlle C, Gomis J, Pons J M and Roman-Roy N 1986 J. Math. Phys. 27 2953

[17] Matschull ~H-J 1996  “Dirac’s  Canonical = Quantization  Programme”
larXiv:quant-ph/9606031]

[18] Barbero G J F, Prieto J and Villasenor E J S 2015 Eur. J. Phys. 36 055005
[19] Sheikh-Jabbari M and Shirzad A 2001 Eur. Phys. J. C' 19 383
[20] Cattaneo A S and Perez A 2017 Class. Quantum Grav. 34 107001

[21] Brezis H 2011 Functional Analysis, Sobolev Spaces and Partial Differential Equations
(Berlin: Springer)

[22] Romano J D 1993 Gen. Relativ. Gravit. 25 759

[23] Barbero G J F, Diaz B, Margalef-Bentabol J and Villasenor E J S 2019 “Generaliza-
tions of the Pontryagin and Husain-Kuchai actions to manifolds with boundary” J.
High Energy Phys. (accepted) [arXiv:1906.09820]

[24] Solovev V O 2000 J. Math. Phys. 41 5369

[25] Solovev V O 1993 J. Math. Phys. 34 5747

[26] Bering K 2000 Phys. Lett. B 486 426

[27] Ashtekar A, Corichi A and Zapata J A 1998 Class. Quant. Grav. 15 2955
[28] Park M 1999 Nucl. Phys. B 544 377

26


https://doi.org/10.1063/1.527274
http://arxiv.org/abs/quant-ph/9606031
https://arxiv.org/abs/quant-ph/9606031
https://doi.org/10.1088/0143-0807/36/5/055005
https://doi.org/10.1007/s100520100590
https://doi.org/10.1088/1361-6382/aa69b4
https://doi.org/10.1007/BF00758384
http://arxiv.org/abs/1906.09820
https://arxiv.org/abs/1906.09820
https://doi.org/10.1063/1.533414
https://doi.org/10.1063/1.530280
https://doi.org/10.1016/S0370-2693(00)00778-4
https://doi.org/10.1088/0264-9381/15/10/006
https://doi.org/10.1016/S0550-3213(99)00031-0

	1 Introduction
	2 From the GNH approach to the Dirac method
	2.1 An example: the pendulum

	3 The scalar field with Dirichlet boundary conditions
	4 Abelian Chern-Simons without boundaries
	5 Pontryagin with boundaries
	6 2+1 Palatini gravity with Dirichlet boundary conditions
	7 Comments and concluding remarks

