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Abstract

This paper finds matching building blocks for the construction of a compact manifold
with G, holonomy and nodal singularities along circles using twisted connected sum
method by solving the Calabi conjecture on certain asymptotically cylindrical man-
ifolds with nodal singularities. However, by comparison to the untwisted connected
sum case, it turns out that the obstruction space for the singular twisted connected
sum construction is infinite dimensional. By analyzing the obstruction term, there are
strong evidences that the obstruction may be resolved if a further gluing is performed
in order to get a compact manifold with G, holonomy and isolated conical singularities
with link S x S°.
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1 Introduction

This paper makes progress on the construction of a compact manifold with G, holon-
omy and nodal singularities along circles using the twisted connected sum method.
The twisted connected sum method was used by Kovalev [43] and Corti et al. [21] to
construct smooth manifold with G, holonomy. In the singular case, Sect. 8.4.5 of [21]
proposed three technical problems. The first problem is the construction of asymptot-
ically cylindrical Calabi—Yau threefolds with nodal singularities. The second problem
is finding matching data on the ends. The third problem is to control neck length in
the gluing construction. This paper solves the first and the second problem and finds
the obstruction to the third problem which may be resolved by a further gluing.

The first problem is solved by combining the Theorem 1.4 of Hein and Sun’s work
[36] with Theorem D of Haskins et al. work [34]:
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Theorem 1.1 Leti : Z C CPM' x A be a flat family of projective varieties over disc
A. Let 7ty be the projection of CPN' x A to CPN' and 15 be the projection of CPM' x A
to A. Denote (1 0 i)*(O(1)) by L. Denote (w3 0 i)' (s) by Zs. Denote Lz, by L.
Suppose that there exists an morphism f : Z — CP! = C U {oo}. Denote f~'(c0)
by S. Denote Z\ S by V. Denote S N Zg by Ss. Denote Z \ Ss by Vs. Suppose that
VSINg s g finite subset of V. Suppose that Z is smooth and the induced map (773 0 i)y
on the tangent space is surjective at each point on Z\ V"2, Suppose that df is not the
pull back of any form on A at each point on S. Suppose that the complex dimension
n of Zs is at least 3. Suppose that for each x € V"8, there exists a holomorphic
function €, (s) with €,(0) = 0 such that the germ (Z, x, o o i) is isomorphic to the
germ (Cy, oy, y), where

Cx,s = ﬂ;lcx(s) = {Z% + Z,% = GX(S)} s

and oy is the tip point of Cy = Cy 0. Assume that Qs is a meromorphic family of
meromorphic n-forms on Z. Assume that Qg is holomorphic on 'V \ V"2, Assume
that % is holomorphic near S. Assume that the ratio of Qs to Q¢ (5) in Example 2.6 is
holomorphic near x. For simplicity, denote (Zo, So, Lo, Q20, Vo) by (Z, S, L, 2, V).
Then after replacing 2 by its product with a constant, there exists an asymptotically
cylindrical Calabi—Yau metric w € c¢1(L)|y on V such that

a)n 'nz

—=—QArQQ.
n! n

Moreover, w has conical singularity with rate & > 0 and tangent cone (C, wc,) at x
as in Definition 2.12.

Roughly speaking, the manifold is assumed as the central fiber of a flat family of
manifolds over disc such that the complex structure and the holomorphic top form
Q2 are standard near the nodal singularities as required by Hein and Sun [36]. More
conditions on 2 and a function f are proposed to make sure the construction of the
cylindrical end as required by Haskins et al. [34]. Theorem 1.1 provides the asymptot-
ically cylindrical Calabi—Yau metric assuming the existence of such a good complex
structure and the holomorphic top form €2;.

Then the second problem is solved for a particular example using the additional
information about the quartic K3 surfaces in CP? using Theorem 4.2 and Chapter 3
of [57]. Roughly speaking, the building blocks are obtained by removing K3 surfaces
from the blow-ups of Fano 3-manifolds. The hyperKihler triples on the two K3 surfaces
are required to be matched after a twist.

Proposition 1.2 [t is possible to find the following data with required properties:

(1) X_ = CP>. I is a 2-plane in C]P4. X is a quartic 3-fold in CP* containing T1
with nine nodal singularities X ing.
(2) 180,4, Soo,+1 C | = Kx_| are pencils with smooth base locuses C4 disjoint with

Ximg. Zy are the blow-up of X+ at Cy.
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Gy Manifolds with Nodal Singularities Along Circles

(3) S+ are smooth K3 surfaces in |So,+, Seo,+| disjoint with inng. Their proper
transforms are also denoted by St C Zy. Q4 are meromorphic 3-forms on Z 4
with simple poles along S.

“4) (S+, ws,, wiﬁ + ia)_’g{i) are Calabi-Yau surfaces.

o) w}i are asymptotically cylindrical Calabi—Yau metrics on Vo = Z4 \ St with

% = éQ:I: N Qi.
(6) w4 has conical singularity inthe sense of Definition 2.12 with the nodal singularity
in Example 2.7 as the tangent cone for all x € V_‘T_mg.

(7) K4+ are compact subsets of V4. Py : [1, 00) X Slx S — Vi \ K4 are diffeo-
morphisms on the ends. t+ are coordinates on [1, 00), ¥+ are coordinates on st.
Up to exponentially decaying errors o4+ and ¢4,

(Piows, PiQi) = (woo,+, Qoo,+) + (do+. ds),
where
Woo,+ = dt+ NdV+ + ws__,
and
Qoot = (dVs — idiy) A (wgi + iwgi) .
(8) r is a diffeomorphism from (S, ws, , wi, a)éi) to (S_, a)gi, ws_, —a)gi).

Using the same notations as in Proposition 1.2, 71 can be extended to non-negative
smooth functions on Vi such that 74 equals to 0 near VJSFlng =X ing. Choose x =
x(s) : R — [0, 1] as a smooth function satisfying y (s) = 1 fors < 1 and x(s) =0
fors > 2. Using the data in Proposition 1.2, as in Sect. 3 of [21], for fixed large enough
T, define

or+ =0+ —d((1 — x(t+x =T +2))o+)
and
Qr+ =91 —d((1 —xt+—T +2))s+)
on Vi.Let My be S! x V. Let 64 be the coordinates on S!. Define
¢r,+ =d0+ Nor + + ReQr 1.
Remark that using the diffeomorphism
O, t_,0_,x_) = (04+,2T + 1 — 14,604, r(xy)),

o7+ can be glued into a closed Gy structure ¢ on M, the manifold obtained by gluing
M with M_.
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The construction of a G, manifold with nodal singularities along circles is reduced
to finding a perturbation of ¢7 which induces a metric with G, holonomy but still pre-
serves the singularities. However, the analysis on manifolds with conical singularities
along smooth submanifolds is very complicated. A slightly simpler problem is the anal-
ysis on manifolds with isolated conical singularities. Therefore, this paper starts from
solving an analogous problem instead. In this case, (Z4, Sy, V4, w4, Q4) is the same
as in Proposition 1.2 but (Z_, S_, V_,w_, Q_) is (Z4+, S+, V4, w4, —4) instead
and r is the identity map instead. So r is a diffeomorphism from (S, wg, , wi, a)gi)
to (S_, ws_, —wi, , —a)fﬁ) instead and the gluing map is given by

(97’ I, 1977)67) = (9+5 2T + 1 - t+7 _19+7 r(x+))'

Remark that in this case, the S! factor with coordinate 6 = 6_ = 6, is global. So the
theorem in this case is.

Theorem 1.3 (Doubling construction of Calabi—Yau threefolds) For the new choice of
gluing data, for sufficiently large T, there is an S'-invariant perturbation ¢ of o1 such
that the holonomy group of the metric defined by ¢ is contained in SU(3) C Gy and for
each x € Vimg, there exist numbers ci x > 0, cax > 0, ¢3,x and a homeomorphism
P, : O, — U, between a neighborhood o € O, C Cy and x € Uy C Vy, such that

=0@*7)

‘pSl xCx

V‘»{;SIXCX ((Id x Px)*§0 o (pSIXCx)
as r — 0 for a positive number X and all j € Ny, where
Psixc, = c1.xd0 AN wc, + c2 xRe (eic3'“" ch) .

To emphasize that there is a global S! factor, in this case, it is better to use S! x M
instead of M to denote the gluing of S! x V..

At the level of complex structures, this gluing result may be proved using the
method developed in [45]. If this is the case, then the new content in Theorem 1.3 is an
asymptotic description of the Calabi—Yau metrics as the parameter 7 goes to infinity.

Remark that the non-singular version of Theorem 1.3 was proved by Doi and
Yotsutani [24].

A large portion of the proof of Theorem 1.3 is inspired by the work of Karigiannis
and Lotay [40] and has an analogy in [40]. The main tool of the proof of Theorem 1.3
is the weighted analysis developed by Lockhart and McOwen [47] and Melrose and
Mendoza [53] independently and further refined by many people. One of the key points
is Theorem 2.19 when the weight changes. Another key point is the study of harmonic
forms on the nodal singularity.

Back to the singular twisted connected sum case. It involves weighted analysis for
manifolds with edge singularities. It was pioneered by Mazzeo [51] and followed by
many people. In this paper, the analogue of Theorem 2.19 is proved. However, the
obstruction space in this case is infinite dimensional.
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Gy Manifolds with Nodal Singularities Along Circles

In personal discussions with the author, Sir Simon Donaldson and Edward Witten
conjectured that the nodal singularities along circles may be replaced by isolated
conical singularities with the homogeneous space (SU(2) x SU(2) x SU(2))/SU(2)
as the link. As pointed out by Atiyah and Witten [3], there are three ways of resolving
the cone over (SU(2) x SU(2) x SU(2))/SU(2). In this paper, by analyzing the
infinite dimensional obstruction space, there are strong evidences that this conjecture
is correct. It is left for future studies.

The basic facts about G, structures, the nodal singularity and the weighted analysis
are reviewed in Sect. 2. Theorem 1.1 is proved in Sect. 3. Proposition 1.2 is proved in
Sect. 4. Harmonic forms on the nodal singularity is studied in Sect. 5. Theorem 1.3 is
proved in Sect. 6. The analogue of the refined change of index formula for singular
twisted connected sum, the fact that the obstruction space is infinite dimensional as
well as the conjectural picture are discussed in Sect. 7.

2 Preliminaries

Definition 2.1 A Gj structure on a 7-dimensional manifold M is defined by a 3-form ¢
such that at each point, after the identification of the tangent space with R, there exists
an element in GL(7, R) which maps ¢ to 123 145 4 o167 4 o246 _ p257 _ n347 _ 0356
where ¢/ = ¢! A e/ A ek and {e'} are the standard basis of (R7)*. It induces a metric

8y by
1
8y, v)Volg, = g(uup) A (Vap) A .

Definition 2.2 The G, structure provides a g-orthogonal decomposition of forms
on M. In particular, for three forms, Q3(M) = Q3 (M) & Q3(M) & Q3,(M),
where Q(M) = {fe¢ : f isafunctionon M}, QI(M) = (X, %g, ¢
X is a vector field on M} and the orthogonal complement is SZ%(M ).

Proposition 2.3 (Lemma 3.1.1 of [38]) Denote *g,§ by ©(¢), then
4
O@+y) =%, (@+y)=%g,¢0+ gm(y) + #g, () — *g,7m27(¥) — Q(¥),

where 11, w7 and 17 are the orthogonal projection to 23, Q% and 937 with respect
to ¢, and Q is the higher order term satisfying the estimates in Lemma 3.1.1 of [38].

Theorem 2.4 ([29]) The holonomy group of a metric g is contained in Gy if and only
if g is induced by a G structure ¢ satisfying dp = d®(p) = 0.

Therefore, it suffices to consider the moduli space of Gy structures ¢ satisfying
dop =dO(p) =0.

Definition 2.5 Suppose that M is a Kéhler manifold with complex dimension n. Sup-
pose that  is a Kihler form and €2 is a holomorphic n-form. Then (M, g, J, w, Q) is
called a Calabi—Yau n-fold if

L2
a)n n

C_lagrd
n! n
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Example 2.6 ([61]) Let Cc = {z} + -+ + 22, = €} C C""'. When € # 0, up to
scaling, the unique SO(n + 1)-invariant asymptotically conical Calabi—Yau metric g
on C¢ is given by

i _ 24 ... 2
We = Z—BE_)|6|% f ([ cosh™! 2™+ - zn] ,
2 l€]

where (f/(w)") = n(sinh w)"~!, and £(0) = f'(0) = 0. When € = 0,

n+l

i - n n 2 o, =1
wo = =00 (z11= 4+ lzng1l?) = .
2 n—1

Define

dzi1dz...dz
Qe = 2T
Zn+1

then by direct calculation,

2

e i =
H = 2—nQ€ A Q.
Example 2.7 Let C be the nodal singularity {z + - - - +z3 = 0} C C*. Then

4
i -(3\3 2
=95 = 243
we =3 <2> (Iz1]" =+ - 1zal)

and

_dzidzadzs
N 4

Qc

3 . —
satisfy % = ’ch A Q¢ and therefore define a Calabi—Yau cone structure on C.
The nodal singularity {(z1+iz2)(z1 —iz2)+(z3+iz4)(z3 —iz4) = 0} is birationally
equivalent to its small resolution

21 +iz2 73 — 124
{ZjEC,ZE(CU{OO}ZZ%-FZ%'FZ%"'ZZ:O,Z: — = — - }
z3+1z4 71 —122

It replaces the tip point by CP' = C U {c0}. The other small resolution is given by

71 +iz 3+1iz
{ZjE(CsZGCU{OO}:Z%+Z%+Z§+ZZ=O,Z= ! 2_ 3 4}_

73— 124 71 —iz2

Both of the small resolutions are Calabi—Yau threefolds by [6].
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Gy Manifolds with Nodal Singularities Along Circles

It is easy to see that C is diffeomorphic to the cone over S* x S*. The deformation
{z% + ~-~zi = €} is diffeomorphic to R3 x S. Both of the small resolutions are
diffeomorphic to S* x R*.

The following proposition is well-known:

Proposition 2.8 Forany Calabi—Yau threefold (M, g, J, o, ), define an S -invariant
G» structure 9 on S' x M by ¢ = d0 A w + ReSQ, where 0 is the standard coordinate
on S\. It satisfies dp = dO(¢) = 0. On the other hand, any S'-invariant G structure
on S' x M satisfying dp = dO(p) = 0 must come from a Calabi—Yau threefold
structure on M.

The next part is the definition of an asymptotically cylindrical Kihler manifold with
conical singularities.

Definition 2.9 Let (F, gr) be a compact Riemannian manifold. Then C(F) is the
set ((0,00) x F) U {o}. Let r be the coordinate on (0, co) and define r(o) = O.
Then the cone metric gc(r) is defined by gc(ry) = dr* + rng. Similarly, for any
compact Riemannian manifold (Fw, gF., ), define the product metric on R x Fy, by
oo =dt* + g F.» Where t is the coordinate on R. The Kéhler structure Jc(ry or Juo
is required to be compatible with gc(F) or g0 and commutes with the map r — cr or
t — t + c for constants c¢. The Kéhler form wc(r) or ws is required to be compatible
with 8C(F) and JC(F) Oor goo and ]oo- Moreover, L%a)c(l:) = 2a)c(p) and L%a)oo = 0,
where L means the Lie derivative. The (n, 0)-forms Q¢ (r), 2 and the Gy structures
@OC(F), Poo On C(F) or R x Fy, are required to have similar properties.

Definition 2.10 A Calabi—Yau cone C with smooth cross-section and with Ricci-flat
Kéhler cone metric wc = %85;’2 is regular if its Reeb field, i.e. the holomorphic
Killing field J (r 3%), generates a free S'-action on C \ {0}. This exhibits C as the
blow-down of the zero section of qlK p for some Kihler—Einstein Fano manifold B

and g € N. C is called strongly regular if —é K p is very ample.
Remark 2.11 Example 2.6 is strongly regular as defined in Definition 2.10.

Definition 2.12 Let V be a manifold with Kihler metric w. x € V is called a conical
singularity with rate v, > 0 and tangent cone (Cy, wc, ) with respect to w if there exist
a Kihler metric cone (Cy, Jc,, @c,) and a biholomorphism P, : O, — U, between
neighborhoods 0 € O, C Cy and x € Uy C V such that

asr — O forall j € Np. Assume that the set {r < ro ,} is contained in O,.

V({)cx (P*w — wc,)

Definition 2.13 Let V be a manifold with a metric g. g is called asymptotically
cylindrical with rate vo, > 0 and cross-section F, if there exist a set Uy, and a
diffeomorphism Py : [1, 00) X Foo — U such that V \ Uy, is bounded and

RIS gy
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ast — oo forall j € Ny. The asymptotically cylindrical almost complex structure J,
Kéhler form w, (n, 0)-form € and G structure ¢ are defined similarly.

The next goal is to describe the analysis on an asymptotically cylindrical Kahler
manifold V with conical singularities following Lockhart and McOwen [47]. Remark
that in this paper, § is multiplied by —1 and A is divided by i compared to [47]. The
same result was obtained by Melrose and Mendoza [53] independently.

Definition 2.14 Assume that V is asymptotically cylindrical with conical singularities
at Vsi"2 Assume that U, and Us, are disjoint. Let Ny be the number of points in
Vsing Assume that v > 0 is smaller than the minimum of {vy, ..., VN, , Voo}. For any
x € V"2 choose r, as a smooth function with range [0, 2rg,x] such that ry = 2rg 4
outside Uy andr, = r whenr < r¢ .. Extend f to anon-negative smooth function on V
such that t equals to O on U, forall x € vsing For any 8 = (81,...6N,,000) € RN+
using the metric , define the weighted L? space L52 by

Iyl = /
Vi

N> 2 N>

—8; oot
[Trtety
i=1

—2n
[T=*]

i=1

where n is the complex dimension of V. Assume that k is a large enough integer.
Define the weighted Hilbert space by

k
¥ llyez = | 2 NV7II

81—J BN, —J.0
=0 (81=Js 8Ny = J:00)

S0l op

Roughly speaking, it means y has rate rf?j near each x; € V"2 and rate e~
the end. In general, one can define W; "7 and C§’a spaces. However, the W;‘ 2 space

is enough for this paper. Define the space Cg° as the intersection of W§ 2 for all k.
Choose x = x(s) : R — [0, 1] as a smooth function satisfying x(s) = 1 fors < 1

and x(s) = 0 for s > 2. Denote X(rzor—t"_) by x;. Denote 1 — x () by xeo- It is also
useful to consider spaces like l

(@ngx,-) ® w2

for positive §;. For constants cy, ... cy,, define

N>
=2 leil + 1y llyee.
(&2 R0 )owy?  i=

N
Z cixity
i=1

Now let D be the Laplacian operator A = dd* + d*d or the operator d 4+ d* acting
on the direct sum of all odd degree forms. Then the order m of D is 2 or 1 respectively.
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Gy Manifolds with Nodal Singularities Along Circles

Definition 2.15 A; € C is called a critical rate for D near x; if there exists

Di
il
y =Y " (—logr)yis.,
p=0

in the kernel of Dc for non-zero y; 5, p; 3 Ao € C is called a critical rate for D
near infinity if there exists

Poo.roo

—Aocot
Z 5 e tpyOO»)Loo“D
p=0

in the kernel of Djo,00)x F,, fOI NON-Z€TO Yoo 1. poc s, - DEfINE i (1) OF Koo (Aoo) as
the space of such y. Define the multiplicity d;(X;) or dso(roo) as the dimension of
ICi(Ai) or Koo(Aoo)- 8; € R or 8o € R is called critical near x; or infinity if it is the
real part of a critical A; or Ax. § is called critical if either at least one of the §; is
critical near x; or 8o is critical near infinity. For non-critical weights §; > &/, define
N(&', 8) by

No
NE .= > dOH+ D deo(Wl).

i=1 8/ <Re(r])<6; 8L <Re(Ml,)<boo

The main theorem of Lockhart and McOwen [47] is the following:

Theorem2.16 D : W;’ — W(]}l mm2 SNy, 500) is Fredholm if and only if § is non-

critical. Moreover, the Fredholm index lg(A) is independent of k. For non-critical
weights 8; > 8 and 8o > 8, iy (A) —is(A) = N(&',8).

In the first paragraph of p. 420 of [47], Lockhart and McOwen used the following
theorem of [42,50]:

Theorem 2.17 The operator DCx,- : WQ’Z(CX[) — Wk_ " 2(Cx, ) orthe operator Dy :

—m
W;;OZ(R X Foo) — W;:m’z(R X Fo) is an isomorphism for non-critical §; or non-
critical 0.

In Sect. 5 of [47], Lockhart and McOwen used the following theorem of [1,42,50]:
Theorem 2.18 Suppose that §; > 8; or 8 > 8. are non-critical, then for any
y € Wk{’z(Cx‘. N{r <rox}) ory e W;(,’z([l, o0) X Foo) satisfying DCxiV =0or
Doy = 0, there exists y' in the direct sOI;m of Ki(X}) for all 8] < Re(r]) < &; or
Koo (M) for all 8, < Re(ML,)) < oo suchthaty —y’ € W;(’_’Z(Cx,. N{r <rox}) or
Wfo’oz([l, 00) X Fso). Moreover,

Nyl < ClIy k2
<®a/<m(x“)<5 xiKi ()‘//)> k2 W
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or

xeokneinawl? = Clivll

Joo

14 |<®ag,o<w/

k2.
00) <800 W&’oo

Let v be v, in Definition 2.12 or vy in Definition 2.13. For all critical A; or
Ao, choose a non-critical weight §; € (Re(X;), Re(};) + v) or a non-critical weight
000 € (Re(Axo), Re(Axo) 4+ v). By Theorem 2.17, the maps

D¢

i

CWEAC) - WGy

—m

and
Doo : Wi (R X Foo) = Wy (R x Fao)

are isomorphisms. Therefore, after shrinking rg ,; or replacing ¢ by ¢ + T if necessary,
the maps

XD+ (1= x)De, : Wy (Cy) — Wy m2(Cyy)
and
. k.2 k—m,2
XooD + (1 — X00)Doo : WSoo (R x Fo) — WSoo (R x Fy)

are alsoisomorphisms. Remark thatforeachy € K;(A;j)ory € Koo(Aoo), —D(y i) €
WET2 or —D(y xo0) € WET™2 Let

S§i—m S0

Pi(ki) ={y + D+ (1 = x)Dc,))~ (=D(y xi). v € Ki(i)}
and

Poo(roo) = {y + (Yoo D + (1 — Xoo)Doo)_l(_D(VXoo))’ Y € Koo(hoo)}

Then Dy = 0 near x; or infinity for any y in P; (A;) or Poo (Axo). Moreover, for any y
in K; (1) or Koo (Ao, there exists a unique element y” in P; (A;) or Pso(Aoo) such that
y' —y € W;_’z(Cxi) or W;:oz(R x Fx). Conversely, for any y’ in P; (A;) or Pso(roo),
there exists a unique element y in C; (A;) or Ko (Aoo) such that y' — y € W(é‘i’z(Cxi)
or Wé‘j(R X Fso). Remark that the definition of P;(};) or Pxo(Aoo) can be changed

to any set satisfying the properties above.
The following theorem can be proved using Theorems 2.17 and 2.18:

Theorem 2.19 Suppose that §; > 8. or 8o > 8., are non-critical, then for any

€ W;‘;’Z(Cx,. N{r < ro..)) satisfying Dy € W2 ory € W;iof([l, 00) X Fso)
k—m,2

o0

i —m

satisfying Dy € W , there exists y' in the direct sum of x;P;(A}) for all critical
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Gy Manifolds with Nodal Singularities Along Circles

8! < Re(A]) < 8 or xooPoo(Al) for all critical 5, < Re(AL,) < 8o such that
y—y' € W(é‘i’z(Cxl. N{r <roy}) or W;o’oz([l, o0) x Fso). Moreover,

, < . _
Wiy oy rPrivamtt < AVt + DY llytona)
1
or

roPrtyowt < CUIYIlyea + 11Dy [lytona).

So0

|IJ/|I(@%%(Ag&«Soo
Proof The proof of this theorem is essentially due to Lockhart and McOwen [47]. There
were lots of closely related theorems due to many authors, for example, Proposition
4.21 of [40] and Proposition 2.9 of [36]. For the reader’s convenience, a proof is
included here without claiming any originality.

Suppose that this theorem is not true. Choose §; as a non-critical value for the failure
of this theorem such that it is smaller than the infimum of all such §; plus % Then

choose a non-critical 8 € (§; — v, 8; — 5). Assume that y € W;*z(Cxi N{r <rox}

and Dy e wkm?

5—m - Then Dy € Wal‘;,__'::z. So there exists y” in the direct sum of

%iPi(%;) for all 8] < Re(i;) < 8/ such that y —y” € Wyi*(Cy, N {r < ro.,}). Since
Dy" vanishes on a neighborhood of x;, it is easy to see that D(y —y”) € Wg__",;’z. So
k—m,2

itis also true that D, (y — y") € W;, ), - Remark that y — y" — DE:_ ity —y™")
satisfies the hypothesis of Theorem 2.18 in a smaller neighborhood of x;. So it can be

written as the sum of elements in x;/C; (A;) for all Re(};) € (815/ , 6;) plus an element

in W;i_ 2 The construction of ‘Pi (i) provides a contradiction to the definition of §;.
The argument near infinity is similar. O

The following corollary is a refinement of Theorem 2.16:

Corollary 2.20 Suppose that §; > 8] or 8o > 8, are non-critical, then the induced
maps

. P. . k.2 k—m.2
D: @ xiPi(hi) | @ W™ — W((Sl—m,A..SNZ—m,ﬁoo)
i=l,...,N2,00
8[>R6(}»,’)>5t{

and

D:wh* — whom2

(Bg—m,...éﬁvz—m,ﬁ’oc)

commute with the inclusion maps from (i=1....Ny.co Xi Pi(Ai)) ® W;’z to W;,’z and
5i>Re(hi)>5),
from wk-m.2 to Wk m:2 Moreover, the inclusion maps induce
(81=m,...8n, —m,800) (8] —m, .80, —m,84,)" ’

isomorphisms on the kernels and cokernels of D.
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Proof 1t is trivial to see that the inclusion map commutes with D and induces maps
between kernels of D or between cokernels of D. Itis also trivial to see that the induced
map is injective between the kernels of D. Suppose that y € w2 and Dy = 0.
By Theorem 2.19, it is in the image of the map between the kernels induced by the
inclusion map. On the other hand, for any element y €

by

k—m,2
W(ijm,...ﬁ;vzfm,é/oo)’

define y’

N

Y =Y %D+ (1= x)Dc, )™ (iv) + (Koo D + (1 = Xo0) Doo) ™' (Koo ¥)-
i=1

Then y’ € W(é‘,’z. Moreover, y — Dy’ vanishes near x; and infinity. This proves the
surjectivity of the map between cokernels induced by the inclusion map. The injectivity
of this map is an immediate corollary of Theorem 2.19. O

For the Laplacian operator acting on functions, as in Proposition 2.9 of [36], any
element y in K; (A;) or s (Axo) can be written as a generalized Fourier series. Then
the following proposition follows easily from the explicit solution of the ordinary
differential equation as well as Theorem 2.14 of [36]:

Proposition 2.21 For the Laplacian operator acting on functions, the following state-
ments are true:

(1) Any critical 1; € C or Aoo € Cis in fact real.

(2) KCi(A;) has no (—logr)? terms.

(3) Koo(0) = Span{l, ¢}.

(4) There is no critical rate in (—2n + 2, 0) near x;.

(5) K;(0) = Span{1}.

(6) There is no critical rate in (0, 1] near x;.

(7 If A; € (1, 2), then any element in KC; (A;) is pluriharmonic.

(8) Any element in IC; (2) can be written as a pluriharmonic function in KC; (2) plus a
J(r aa—r)-invariant Sfunction in KC; (2).

(9) Denote the direct sum of pluriharmonic functions in KC; (A;) with rates A; € (1, 2]
by P;. In Corollary 2.20, P; (A;) can be replaced by the corresponding P; because
any pluriharmonic function is harmonic with respect to both wc,, and w. Denote

the space of J (r %)-invariant functions in IC; (2) by H;. Remark that the difference

between H; and corresponding element in P; (2) lies in Wé‘_’i_zE near X;.
2

The next goal is the analysis on manifolds with edge singularities. It is required
that the smooth part of the manifold can be viewed as a manifold with boundary and
the boundary is a fibration. As a special case, assume that the boundary is the trivial
fibration over S! with fiber F, in other words, is F x S!. So in this special case, the
singular manifold looks like C(F) x S! locally.

In the pioneering work of Mazzeo [51], the weighted Sobolev space is defined
using the same formula as in Definition 2.14. Elliptic differential operators like A :

Wak 2 Wé‘:zz 2 are studied in [51]. The main result of [51] discusses whether the
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elliptic differential operator is Fredholm or not. On the other hand, Theorem 7.14 of
[51] is closely related to Theorem 2.19.

Remark that there are different versions of weighted analysis by changing the
definition slightly. One way is to change the domain and range of A as Cheeger [8]
and Hunsicker and Mazzeo [37] did when studying Hodge theory on manifolds with
edge singularities. The other way is to change the definition of Cg’“ as Chen et al.
[15-17] did when using manifolds with edge singularities to study the Kihler—Einstein
problem.

3 Asymptotically Cylindrical Calabi-Yau Manifolds with Isolated
Conical Singularities

In this section, Theorem 1.1 is proved as a combination of [36] and [34]. There are
several major technical problems in this process. Firstly, it is necessary to find a good
substitute for the finiteness of diameter property in [36]. Secondly, it is not clear how
to get the generalization of [28] on the existence of weak solutions because the weak
solution in the sense of current is too weak to apply the standard analysis for the
asymptotically cylindrical manifolds. Thirdly, the openess part of [36] uses a non-
standard weighted analysis and therefore does not have a simple generalization to the
non-compact case. Finally, as personally communicated to the author by Hein—Sun,
the proof of Proposition 3.2 of [36] requires a little more explanation. In fact, one
needs to show that on the central fiber we can assume a priori the existence of K| > 0
such that the K-inequalities hold for s = 0, ¢t € [0, 1] with this K1, and one needs to
take K to be bigger than this K. In the setting studied in the paper of Hein—Sun, this
follows directly from the results of [28] since one can work on the fixed variety X.
In our setting, it is necessary to find out solutions to the above problems.

In this section, the notations in Theorem 1.1 are still used. As in [34], near S,
let (¢, %) be the coordinates on [T, o0) X S! such that f can be written as et tiv
on V; near S;. Using the diffeomorphisms between fibers of f near S5, there exists
a smooth family of local diffeomorphisms between f _1({|%| < e )Nz and

{|%| < e~ T} x S;. Its restriction yields a smooth family of diffeomorphisms

CDOO,S : [T, OO) X Sl X SS — UOO,S — f—] ({0 <

§e_T}) NZs CVs.

Using Yau’s solution to the Calabi conjecture, it is easy to choose a holomorphic
family of nowhere vanishing holomorphic (n — 1)-forms g, and a family of Ricci-
flat metrics ws, € [c1(L)|s,]on S, such that after replacing 25, Q0,5 by their products
with constants,

(Woo,55 Loo,s) = (dt AdD + ws,, (AP — idt) A Qs,)
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satisfy ), ; = in Qoo.s A Qoo.s and D% (2 = Qoo s + dgs with

V2 Gslume, < Cje™ "
forallt > T and j € Ny, where v, Cj, T are positive constants independent of s.
Remark that on the cylinder [T, 00) x S' x S;, any exponentially decaying closed
form can be written as d of an exponentially decaying form.

The next goal is to construct a family of background metrics @;. Using Part 1 of
Sect. 4.2 of [34], the pull back of Fubini—Study metric can be modified to a smooth
family of metrics &; by adding a smooth family of i 99 exact forms supported in Uso s
such that ®%, (s = woo,s + dos With | Vi 0slwy, < Cjle™"") forallt > T and
J € Ny after modifying the positive constants v, C; and T if necessary. Moreover,
@s can be chosen to satisfy

~ .2

o n _

F—z—ngs/\gs =0.
V .

Remark that the assumption that ; are comparable to explicit n-forms €2 () near
x € V"2 means that the singularities are harmless.

By assumption, for each x; € V"2, there exists a local biholomorphism ®,, :
Uy, — Oy, between a neighborhood U, of x; in Z and a neighborhood Oy, of the
vertex oy; in Cy;. Assume that U, and U s are disjoint. As in Proposition 2.4 of [2],
there exists a bounded family of functions v ; such that v  is smooth outside x; and
s +i00Y 1.s equals to CD;- we,. (s) after shrinking the neighborhood U,; of x;. Assume
that v 5 is supported in Uy, before the shrinking of U, . In particular, the condition

= 2
~ 99 n .1 _
@+ 10" 0 s

1%4 n! "

is still true.

yeen

satisfying

(&5 + 193¢ 5)" _ eFSﬁQ N
n! 2"

Fy is the real part of a holomorphic function on U, . Denote Uy, N Z; by Uy, ;. Then it

is easy to find a family of functions F; ; on Vi = Z; \ S; for all 7 € [0, 1] continuous

in (GBINZZIRXZ') ®Cy°. ., topology such that F; y = tFyon Uy, s, F1 s = Fyonx € Z,

Fos =0and

in _
(efrs — 1)2—,193 A =0.
vy
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As in [34,36], define 7 C [0, 1] as the set of T such that

A~ can 12
(wo +i00Yr0)" oo i"
n! N n

has a bounded and smooth solution ;o on V \ Vsing guch that Y0 € C;° near
infinity and &0 + i3 V,o has conical singularity at each x; € V"2 with tangent cone
the same as Example 2.7. It is clear that 1 € 7.

The openness of 7 can be proved using the following proposition as in [36]:

Proposition 3.1 The Laplacian operator is a bijective map between the set

W(I(i—%—v 24v,v) D (eaf\ZlXi <7)l @ Rr)%i ® H’))

,,,,,

and the set

{7/ ewt 3 e (@f‘ZIRXi) : fvya,n = 0}.

Proof Remark that H; and P; were defined in Proposition 2.21.

In the compact case, this proposition was proved in Hein—Sun’s paper [36] using a
non-standard weighted norm. It is not clear how to do the analogue here. However, this
proposition can be proved using Corollary 2.20 and Proposition 2.21 as an analogue
of Proposition 2.7 of [34]:

Consider the Laplacian operator acting on functions from W(
Wk 2,2

n+l ..... —n+1,v) to
. Remark that the weight is non-critical by Proposition 2.21 if v is

(—=n—1,...,—n—1,v)
small enough The dual operator is the Laplacian operator acting on functions from
2—k,2
Wittt 1O W< n— 1 —n—1,—)- Thus
i=nt1,...—n+10) (D) = —i(nt1,..—nt1,-v) (D).

Therefore, by Theorem 2.16 and Proposition 2.21,
' @) = Y deo) =
U(—n+1,...,—n+1,v) =73 o00) =
—v<Re(loo) <V

Using Corollary 2.20 and Proposition 2.21, the index of

k,2 -
AWED i ® @ (P& H)) — WET22,

.....

is also -1. Using the fact that —A(X,-r)%’_) —4ny; € Wf 2,2

73, it is easy to see that the
index of

AWEL s, ® @2 6P @R @H)) - W22 @ @2 Ry)

..........
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is also —1. Remark that for any function i in the kernel of this operator, the decay
condition of ¥ near x; and infinity insures that the boundary term in the integral
[1V¥|*> — Ay vanishes. This implies that Vi = 0, so ¥ = 0 by the decay
condition near infinity. Another integration by parts shows that the integral of any
function in the image is 0. Now, this proposition is an immediate corollary of the fact
that the index is —1. O

Now assume that {r;} C 7 — 1. It suffices to show that 7o, € 7. Using Theorem
4.1 of [34], for all s # 0, there exists ¥ ; € CS° such that

_ 2

R 05 n n _

@ +0We)" _ kg a g
n! 2

The goal is to obtain uniform estimates on Y, 5, for a sequence s; — 0 so that the
limit is expected to be ¥ o.

The starting point is the C%-estimate as in Step 1 of [34]. It requires an estimate
using w1y = @5 + iaél/fl,s as the background metric. Recall the definition of ¢
in Definition 2.14. Using this notation, the required estimate can be stated as the
following:

Proposition 3.2 Forall small enough s # 0 and (v > 0, there exist constants C, Cy o«

and a family of piecewise constant positive functions &, s on Vg with Cljle’zl” <
—2ut noo__

Eus < Cue ™M and [y &y s (=1 such that

||6—Mf(u - ’/_‘u)”LZ‘T(wm) = Cu,auvwl'quLz(a)m)
forallo € [1, %5] and all u € C§°(Vs) where i, = st u"g‘ﬂ,sa)’f’s.

Proof Recall that & + iaéwl,s is Ricci flat in U, . It is clear that its diameter and
volume on Uy, s have two-sided bounds for small enough s. In particular, it has a
Sobolev bound on Uy, s uniformin s. On the region (Z;\ Uso,s) \ UlN:Zl Uy, s, the metrics
are smooth, so its diameter and volume also have two-sided bounds and moreover the
Sobolev bound is also uniform in s for small enough s. Now the proposition follows
as the proof of Proposition 4.21 of [34]. O

Using w; ¢ as the background metric, Step 1 of the proof of Theorem 4.1 of [34]
can be applied without change. In particular, the potential v/, ; — %1 s has a C%-bound
uniform in v and s for v € [0, 1] and small non-zero s. However, recall that ¥ s
already has a uniform C°-bound. Therefore, the potential Yr,s also has a uniform
CY-bound. The next goal is the proof of the following C2-bound for the metric w, ; =
Ds + 130V g

Proposition 3.3 Forall v € [0, 1], all small enough non-zero s, there exists a constant
C independent of t and s such that C 1oy < wr s on V. Moreover, for any closed
subset IC of V \ V", there exists a constant Cic only depending on K such that in
addition w; s < Cicds on Ky = KN V.
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Proof Viewing the identity map as a harmonic map from (Vs, w; ) to (Vs, @), the
Eells—Sampson’s Bochner type formula (Eq. (16) of [27], see also Eq. (3) of [18] and
Theorem 4.1 of [49]) implies that

_Awm 10g trw,.sé\)s > C(_|Ricw,.slwm - |Rmé)x|d)xtrwnj‘é\)s)-

Remark that —A|z|?> = 4 on C using the Laplacian operator A = d*d + dd* acting
on O-forms. The Riemannian curvature of @; is uniformly bounded on Us 5. The
Ricci curvature of w; s is bounded by Ctrwr‘sé)s because the Ricci form i99 log Fr s
is bounded using @&;-norm. Therefore,

Ay, log tro, ;W5 > —Ctrwma)s

on U 5.

On the compact part V; \ U s, the curvature of @ is no longer bounded. However,
recall that &g equals to the pull back of the Fubini—Study metric in this region. Thus, as
in the proof of Lemma 3.2 of [58], embed V into CPM and view the composition of the
embedding with the identity map as a harmonic map from (Vy, w¢ 5) to (CPM, wps).
In this case, the Eells—Sampson’s Bochner type formula implies that

—Ay,, logtr,, &y > C(—[Ricy, lw,, — IRMypglwps o, @)

The Riemannian curvature of the Fubini—Study metric is indeed bounded. The Ricci
curvature of wr ; is also bounded by Ctrwr‘sé)s. Thus

—Ay,  logtry, oy > —Ctry, o

is true on Vj.
As in the proof of Lemma 3.2 of [58], using the formula

_Awm WI,S =2n— Ztra)m&)m
it is easy to see that
—Ay, ,(logtr,, &g — CYrs) > Ctry, g —2Cn.

Since w; s and @, are asymptotically cylindrical, for a large enough number T; g
depending on 7 and s, for all t > Ty, logtr,, @y — C¥r s < log(2n). So either
log tre, | @5 — CYr; s is bounded above by log(3n) or it attains its maximum at a point
on Vy. In either cases, there is a uniform upper bound of trwmc?)s independent of ©
and s using the C%-bound of v/, ;. The lower bound comes from the upper bound of
try, , @y and the bound of F; s on Kj. O

Let KC be the set {t > 1}, then there is a C2-bound on K. The uniform C%%-estimate
independentof 7,s and T > 1 on {T <t < T + 1} for real Monge—Ampere equation
was done by Evans—Krylov—Trudinger. See Sect. 17.4 of [32] for details. In complex
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case, the arguments in Sect. 17.4 of [32] still work. An alternative way to achieve
the C%®-estimate on {T <t < T+ 1} was done by Theorem 1.5 of [14] using the
rescaling argument. Now it is standard to get a C*°-bound of ¢, s on {T <t < T +1}
independent of 7, s and 7 > 1 through Schauder estimates. Using Steps 3 and 4 of
proof of Theorem 4.1 of [34], there is a C_°-bound of ¥;; ; on {t > 1}. The same
argument implies the C°°-estimate on /C with bound depending on K but independent
of 7 and s for all compact subset & of V' \ V*ing,

Recall that there exists a smooth family of diffeomorphisms between Sy and S;. Its
product with [T, 00) x S! is a smooth family of diffeomorphisms from {t > T} N V;
to {t > T} N Vs such that it is the identity map when s = 0. For any closed subset K
of Vo \ V"¢, there exists a smooth family of embeddings o k.s - K — Vj such that
it is the identity map when s = 0 and is the given diffeomorphism when restricted to
t > T. Using o K.s» it is possible to talk about the C}?. convergence as the following:

Proposition 3.4 For all t; — T and s; — 0, there exists a subsequence t;, and s;,

and a metric & = &y + 100V on Vo \ V" such that for any closed subset K of
Vo \ V"8, &% Y 5, — ¥ in C}°-sense on K. Moreover,

2

~n in _
= eF’OO’O—Qo )
on

w

n!
in weak sense.

Remark 3.5 For bounded plurisubharmonic functions on a smooth manifold, the
Monge—Ampere equation makes sense in the weak sense. A weak solution on a singu-
lar manifold is defined as the solution whose pull back to the resolution of the singular
manifold satisfies the Monge—Ampere equation in weak sense.

Proof For any Ty > T, using the diagonal argument and the uniform C°°-bound on
{Ty <t < Tp+ 1}, it is easy to find a subsequence C°°-converging on {7y < t <
To + 1}. The limit belongs to C° and satisfies the equation. The convergence in C°-
norm follows from the weighted analysis on the cylinder. The pre-compactness on
K N {t < T} follows from the C{X-estimate of ¥ s as‘in Theorem 1.4 of [58].

The limit @ satisfies the equation locally on V \ V"8 1In [36,58], they claim that
the compact analogue is a weak solution without proof. In an email from Hein and
Sun to the author, they provided the following explanation:

o can be pulled back to the resolution of V' so that the equation is satisfied locally
on the resolution except on the exceptional divisor. However, the pull back of @
can be written as 199 of a bounded plurisubharmonic function locally except on the
exceptional divisor. By Sect. 5 of [23], the bounded plurisubharmonic function can
be extended to the resolution. By Proposition 4.6.4 of [41], the extension satisfies the
Monge—Ampere equation in the weak sense because the Monge—Ampere mass on the
exceptional divisor vanishes. O

On the other hand, it is also interesting to consider the Gromov—Hausdorff limit
of a subsequence of wy, 5;, - To get started, using the C I -convergence of the metric

outside the singularity, there exists d > 0 such that for any x € V*"¢ and any point
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q € Uy, withdisty, . (¢,9Uxy ) = d, the volume of the ball By, , (¢,d) has a
Pl 7

positive lower bound. Therefore, for any x € V*"¢ and any point p € U x.s5;,» let D be
the distance of p to U .50, using Wy s, - Then if D > 3d, choose ¢ as the point on
the minimal geodesic of length D joining p and o Uy, s;, such that the distance from p
to g is D — d. Therefore, using the fact that Wy s, is Ricci flat on U”,.k , the volume

comparison implies that using wr, ;

Vol(B(p, D)\ B(p, D —2d)) - CDVol(B(g,d))
D 2n - d :
(p2) 1

Since the volume of U, i is bounded, D is also bounded. Using the standard e-net
argument, it is easy to see that (Vsl-k , g, ’Sik) has a Gromov—Hausdorff limit (X, dx)

Vol(B(p, D — 2d)) >

with Gromov—Hausdorff approximation equalling to P K .s;, Whenrestricted to the set
K = Vo \ U, cysine Uy 0. Remark that the space (X, dx) is non-compact and therefore
the result of Donaldson—Sun cannot be applied directly. In order to solve this problem,
the Gromov—Hausdorff limit of the metrics defined by the (1,1)-forms () 0i)*wrs +
iaéwm Sig is considered instead. This (1,1)-form is positive on {r > Tp} for large
enough T, but may not be positive on {t < Tp}. However, by checking the difference
between (1 oi)*wrg and é)sik on the set {t < Ty} carefully, there exists a bump (1,1)-
form B on CP! such that for large enough number N3, (7] 0i)*wrs + N3 f*B > d)sik
on {t < Tp}. Thus (71 o i) *wrs + iaélflrik)sik + N3 f*B is positive. Without loss of
generality assume that N3 8 = N4[c1(O(1))] for an integer N4. Thus, after modifying
the metric Wy, s;, Mear infinity, there exists a compact metric on Z; in the cohomology

class c1((mr1 0 )*(O(1)) ® (f*O(1))®N4) such that the diameter, the volume and the
Ricci curvature have two-sided bounds. The Gromov—Hausdorff limit is isometric to
(X, dx) except on the end U, Sig - Therefore, even though (X, dy) is non-compact,
Cheeger—Colding theory [10—12] and Donaldson—Sun theory [25,26] can still be used.

As in [58], (X, dx) is isometric to the completion of the metric @. In particular,
when fixing 7; = T € 7, using the uniqueness of weak solutions, dy is isometric
to wy; 0. Now assume that instead 7; — 7o € 7, then by choosing small enough s;,
(X, dx) is also the Gromov—Hausdorff limit of w, o. The rest parts of [36] can be
applied without change.

4 The Matching Problem

This section solves the matching problem. The starting point is the review of the
matching problem of smooth manifolds in [21] using a particular example:

Example 4.1 (Example 7.3 of [20]) Fix a 2-plane IT ¢ CP* Let X, C CP* be a
general quartic threefold containing IT. It has nine nodal singularities. The blowing
up of X, over Il yields a non-singular threefold Y, — X, with nine (— 1,— 1)-
curves resolving the nine ordinary double points of X on IT. In Example 7.3 of [20],
Corti-Haskins—Nordstrm—Pacini prove that N := H?(Y,, Z) = Z* with basis II
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(the proper transform of IT) and —Ky, . The quadratic form [.] U [.] U —Ky, in this
basis equals to
-2 1
1 4|

It is easy to see that —Ky, also equals to the pull back of the O(1)-bundle of CP*.

On the other hand, choose Y_ = X_ = CP3. Then N_ := H*(Y_,Z) = Z with
base O(1). The anti-canonical divisor —Ky_ = O(4). The quadratic form ¢ (O(1)) U
c1(O(1)) U —Ky_ in this basis equals to 4 times the identity.

Choose smooth anti-canonical divisors S+ of Y. It is easy to find other anti-
canonical divisors Sp + intersecting S transversally. Let C+ be their intersections.
Then the ratios of the corresponding sections provide holomorphic functions f+ from
Z+ to CP! with { f+ = oo} equal to the proper transforms S + of S+, where Zy is
the blowing up of Y at C4. Define Z as the blowing up of X at C;.. Define Z_ as

_.Let Qi be the meromorphlc 3-forms on Z with simple poles along Ss +. Their
remdues a)Si + la)Si are nowhere vanishing (2,0)-forms on Sec + = S+. The main

goal in the smooth case is to find Kihler classes on Z4anda diffeomorphism r from
S+ to S_ such that the unique Ricci-flat metrics ws, on the restrictions of the Kéhler
classes on Sy satisfy

J K * J * * K
(a)g+,w5+,a)5+) = (r wy ,rws_,—r a)&).

Remark that Y5 are simply-connected. By Lefschetz hyperplane theorem, S4 are also
simply-connected. Since they have trivial canonical line bundles using the adjoint
formula, they are all K3 surfaces. Therefore, the following theorem about the moduli
space of marked hyperkéhler structures on the K3 surface proved by [5,48,56,60,63]
can be applied:

Theorem 4.2 ([4]) Let S be the smooth 4-manifold which underlies the minimal res-

olution of T /Zo. Let W be the space of three cohomology classes [a1], [a2], [a3] in
H?(S, R) which satisfy the following conditions:

/oz,%\ot,-:O

M
/a%:/a%:/a%>0.
M M M

(2) (Nondegeneracy) For any [X] € Hy(S,Z) with [Z)? = —2, there exists i €
{1, 2, 3} with [o;][ 2] # 0.

(1) (Integrability)

fori # jand
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W has two components W+ and W~ For any ([a1], [a2], [3]) € W, there exists on
S a hyperkdhler structure for which the cohomology classes of the Kdhler forms [w;]
are the given [«;]. It is unique up to tri-holomorphic isometries which induce identity
on Hy(S, Z). Moreover, any hyperkdihler structure on K3 surface must be constructed
by this way.

Thus, it suffices to find out the matching cohomology classes. In general, the match-
ing data can only be found in the deformation classes of Z..

Remark that all K3 surfaces are diffeomorphic to S. Denote H>(S,Z) by L. L is a
lattice

3

0o 1%
L_—E8€B—E869[1 0]
using the intersection form as the quadratic form. For example, see [59] for a concrete
description of the K3 lattice. It is clear that the quadratic form in fact acts on L ® R.
The set of elements in L ® R for which the square using this quadratic form is positive
is called the positive cone. It is easy to get the following proposition:

-2

Proposition 4.3 The lattice N. @& N_ with quadratic form can be

R .
NN

1
0
embedded into L.

Proof Let By, By, B3 and Cy, C;, C3 be the basis in the last three components. Embed
IT into a simple root of the first — Eg component. The adjacent simple root of —Eg
is an element whose square equals to —2 and its product with IT is 1. Let —Ky . be
the sum of this element with By + C{ + B + C>» + B3 + Cj3, then it is clear that
(—Ky,)? =4.Nowlet —;Ky_ = B; +C — B, — C». O

The following key proposition was used by [20]:

Proposition 4.4 (Proposition 6.9 of [21]) Fix the embeddings N+ C L as in Proposi-
tion 4.3. Let Dy, be the Griffiths domains {T1 € P(N;: ® C) : I ATI > 0}. Let Yy be
the deformation types of Y1 such that there exist anti-canonical K3 divisors S+ on Y1
with N+-polarised markings h+ : L = H?*(St, Z), which means, by definition, the
restriction maps H2(Yy,7) — H*(Sy,7) are equivalent to the inclusions Ny < L
for the chosen isomorphisms Ny = H 2(Yi, 7)) and hy. Then there exist
(1) sets Uy, C Dy, with complement locally finite unions of complex analytic
submanifolds of positive codimensions;
(2) open subcones Ampy,,_ofthe positive cones of N+ @R with the following property:
for any T4 € Uy, and ki € Ampy,, , there exist Y1 € Y+, smooth anti-

canonical divisors Si, and Ni-polarized markings hy : L — H2(Sy,7) such
thath+(Il4) = HZ’O(Si) and h (k+) are the restrictions to S+ of Kdhler classes
on Yy.

Forany Il4 € Uy, andky € Ampyi, choose (2,0)-forms a)éi +ia)§<i in HZ’O(Si)

and denote h4 (k+) by ws, . Then there exist Kihler classes on Zi such that their
restrictions to Sy are also wg, .
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The following proposition was proved in [21] using Proposition 4.4:

Proposition 4.5 (Proposition 6.18 of [21]) There exist T1+ and ki such that the cor-
responding Y+, S4, h;l cH*(S4+,7Z) — L, s, , wéi, a)gi satisfy

i o) [t ] [ ] = (o] s~ )

Proof The proof due to [21] is sketched here in order to see how to adjust it to the
singular situation.
Let T (R) be the subspace N i N N=+ of L ® R. Consider the real manifold

A = S(Ampy, ) x S(Ampy, ) x S(T (R)),

where S(Ampy+), S(Ampy, ) or S(T(R)) means the set of elements in Ampy, ,
Ampy, or T(R) whose square equals to 1 with respect to the quadratic form. There
are two projections pry : A — Dy, (ky, k—, k) — (k¢ £ ik), where Dy, are the
Griffiths period domains. The key point of the proof due to [21] is the fact that the real
analytic embedded submanifolds S(Ampy;) x S(T (R)) of Dy, are totally real with

maximal dimensions. Therefore, it is easy to see that the set pr;1 Uy, )N pr:1 Uy.)
is non-empty. O

Up to here, it has been shown how to find the matching data for smooth asymptot-
ically cylindrical Calabi—Yau manifolds. Remark that S(Amp,, ) has a single point.
Denote it by k_. In order to get the matching data for the manifolds with nodal singu-
larities, the cohomology class k. defined as h;l [ws, ] must comes from the restriction
of — %c 1(Ky, ). This means that even though for any k in the complement of real sub-
manifolds with smaller dimensions in S(7'(R)), it is still true that (k_ + ik) € Uy, ,
in general, (k4 — ik) may not be in Uy,_ due to the restriction on the value of k.
This problem is similar to the “handcrafted gluing” problem in [21]. The following
well-known lemma can be used solve this problem:

Lemma 4.6 (Chapter 3 of [57], cited as Lemma 7.15 of [21]) Let S be a K3 surface,
and let A be a nef line bundle on S with A> > 0 (i.e., A is nef and big). Then either

(1) |A|is monogonal, thatis, A = aE +T', where E and I are holomorphic curves
with E>=0,E-T=1,T?=-2,anda=1,2,3,..., or
(2) |A] has no fixed point, is base point free and either:
(2.1) the morphism given by |A| is birational onto its image and an isomorphism
away from a finite union of -2 curves, or
(2.2) A is hyperelliptic, that is, one of the following cases holds: (2.2.1) A> = 2 and S
is a double cover of CP?; (2.2.2) A = 2B with B*> = 2 and S is a double cover
of the Veronese surface; or (2.2.3) S has an elliptic pencil E with A - E = 2.

Motivated by Lemma 4.6, the first thing to check is linear combinations all —
bKy, — 7 Ky_ satisfying all — bKy, — 7Ky_€ L,

(al:I — bKY+ — gKy_>2 =-2
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and

(aﬁ — bKy, — %Kyf) - (=Ky,) =0.

The first condition implies that a, b, ¢ € Z. The second condition implies that —2a%+
2ab + 4b*> + 4¢> = —2. The third condition implies that a + 4b = 0. Therefore
—36b? + 4¢* = —2. This is impossible. Thus, for all C € L satisfying C> = —2
and C - (—Ky,) =0, C cannot be in (N; ® R) ® (N~ ® R). So C* intersects T (R)
transversally. There is no difficulty to find k € S(T (R)) such that k does not lie in C L
forall such C and (k— +ik) € Uy, is still true. Similarly, it is possible to assume that
for all E € L satisfying E?=0,E- (=Ky,)=0and E - (—%Kyf) = 2, k does not
liein C*.
By Theorem 4.2, there exists a K3 surface S_ with a marking 4 _ such that

he([of ] [os 1. = [0f ]) = ke ke,

It is smooth and does not contain any — 2 curve because k- and k cannot vanish simul-
taneously onit. A = —}‘cl (Ky_) = 2k_liesin H2(S_, Z) and is a Kiihler (1,1)-class
on S_, so A is a nef line bundle on S_ with A> = 4 > 0. By Lemma 4.6, the morphism
given by |A| is an isomorphism onto its image. By Kodaira vanishing theorem and
Riemann—Roch theorem, the morphism given by | A| is in fact an isomorphism onto a
smooth quartic surface in CP3. This solves the matching problem.

In an email from Nordstrom to the author, he said that Lemma 2.4 of [31] and
Lemma 5.18 of [22] may provide more examples of matching data for the singular
twisted connected sum problem.

5 Harmonic Forms on the Nodal Cone

This section deals with the homogeneous harmonic forms on strongly regular Calabi—
Yau cones C = C(F) with complex dimension 3 defined in Definition 2.10. Assume
that F is not the sphere S° with the standard metric. Some results in this section have
been proved in [7,9,30,40].

The starting point is the definition of homogeneous forms on C.

Definition 5.1 A p-form y = r*(r?~'dr A a + rPB) is called homogeneous of rate
e D b

Aif a—rO[ = Wﬁ =0.
A direct calculation shows the following:

Proposition 5.2 Lety = r*(r?~'dr Aa +rPB) be a p-formon C. Let dc, df and Ac
be the exterior derivative, its adjoint and the Hodge Laplacian operator on C using
the cone metric. Let dF, d;, AF be the exterior derivative restricted to {r = ro} >~ F
foreachry > 0, its adjoint using the metric on F = {r = 1} and the Hodge Laplacian
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operator Ap = dpd}, + dydr, then

0
dey =" ldr A <<A +PB+rf - dFa> + PR,
r
d
diy =73 dr A (=djpa) + P2 <—<A —p+Oa—r—a+t df‘vﬁ> :
r
9 2
Acy = P30, A (Apa —A+p-2)A—p+6)a — <ra—) o
"
d
—@h A+ Hroa - ZdI—ﬁ) P (AR — (4 p)O— p+ DB
3\? 3
—\r—) B—Qr+4r—pB —2dra .
or ar

So the homogeneous harmonic forms are closely related to the eigenforms on the
link F.

Definition 5.3 Using Hilbert—-Schmidt theorem, define ¢ ; as the orthogonal basis
of L2(A°(F)) with Ap¢o,j = o, j¢o, ;- Then dreo, ; are orthogonal to each other
because

(dr¢o,j,drdo,j) 2 = (dpdréo,j. ¢o,j) 2 = o, j(@o,j, Po,j) 2 =0
if j # j’. By Hilbert-Schmidt theorem applied to the Laplacian oprator acting on

1-forms, it is possible to define ¢;,; such that dr¢g ; for j = 2,3, ... and ¢ ; for
j =1,2,...are orthogonal basis of L2(A!(F)) with

Ardréo.j = po,jdrdo,;
and
Apg1j = u1,jé1,.
It is clear that d}.dr o, j = 1o, jPo,; while d.¢1, ; = 0.

Inductively, for p = 0,1,2,...5, dr¢,,; are orthogonal to each other, so it is
possible to define ¢ 1, ; such thatde, ; for j =h, +1,h, +2,...and ¢4y, ; for
j=1,2,3,... are orthogonal basis of Lpt] (AZ(F)) with

Apdpdp,j = tp, jdrdp,;
and
AF®p+1.j = Wp+1.jPp+1.j»

where &, is the dimension of the cohomology group H”(F, R).

@ Springer



Gy Manifolds with Nodal Singularities Along Circles

The relationship between homogeneous harmonic forms on C and eigenforms on
F are given by the following:

Proposition 5.4 Choose . = —2 in Proposition 5.2, then
3\2
Acy =rP3dr A <Apa +(p— 4)°q — (ra—> o — 2d;,3>
r

2
+ P (AF,B +(p—2)%8 - (raa_r) B — deoz> .

So it is important to study the eigenvalues of the self-adjoint operator
(@, B) > (Apa + (p = H%a = 2d7p. Apf + (p = 2)* — 2drpa)

from a subspace of L>(AP~'F @& AP F) to another subspace of L*(AP~'F @ AP F).
It is easy to see that the eigenforms are, up to linear combinations,

(1) (dr¢p—2,;j,0) with eigenvalue 1,2 ; + (p — 4)2,

(2) (0, ¢, ;) with eigenvalue i, ; + (p — 2)2,

(3) (dp—1,j,0) with eigenvalue (p — 4)2 ifip—1,j =0,
3—pt./(p—3)2 .

(4) (¢p—1,j, p (p=3)=+pup-1,j

Hp—1,j

drdp—1,;) with eigenvalue

2
<\/(p ~32 b F 1)

i pt,j # 0.

Using the identification y = r=>(r?~'dr A o + rP B) between y € AP(C(F)) with
(o, B) € AP"'F @ APF, the eigenforms are denoted by d;p,j € AP(C(F)) with
eigenvalues [ip, j. By Hilbert-Schmidt theorem, they form an L? basis. By Proposi-
tion 5.5, any homogeneous form is harmonic if and only if it is the linear combination

ofri\/ fp.j q@,,,j.
A more precise decomposition is the following:

Proposition 5.5 A harmonic homogeneous p-form y = r*(r’~'dr A o + rPB) can
be written as a linear combination of

(1) closed but not coclosed harmonic homogeneous forms rrrP=ldr nd Fp_2,j with
mp-2j=G+p—2)A—p+06)#0,

(2) closed but not coclosed harmonic homogeneous forms r*r?~'dr A Qp—1,j with
Mp-1,j =A+p—2=0and 1 # —2.

(3) closed and coclosed homogeneous forms r*rP?~'dr A dp—1,j with

Mp-1,j =2 —p+6=0,
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(4) closed and coclosed homogeneous forms
PO+ prPTldr Agpoj +rPdrdp-t )

with up—1,j = A+ p)(h—p+6) #0,
(5) neither closed nor coclosed homogeneous harmonic forms

(== p+DrP7 dr Agp1j +rPdrdp-i )
withpp 1,j=A+p—2)(A—p+4) #0and ) # -2,
(6) closed and coclosed homogeneous forms r* Py, ;) with pup j =1+ p =0,

and
(7) coclosed but not closed harmonic homogeneous forms (P op, ;) with

Mpj=A+pA—p+4)

and .+ p # 0.

Proof Use Hilbert—Schmidt theorem to write « and 8 as the generalized Fourier series

o o
= D apajdrdpait ) p-ti$p-i;
j=hp_a+1 j=1

and

B= D Bp-1drdp-1,+ ) Bp s

j=hp_1+1 j=1
Since dr¢p_2 ; is perpendicular to dj B, the harmonic assumption implies that
ap-2j = Ounless up2; = A+ p—2)(A—p+6). When p_1,; = 0, using
the fact that ¢, ; is also perpendicular to d. S, the harmonic assumption implies
that p_1 ; = O unless (A + p — 2)(A — p + 6) = 0. Similarly, 8, ; = 0 unless
Mpj=A+p)A—p+4).
Forj=hp, 1+1,hp1+2,...,the equation
ApB—A+p)A—p+4HB —2dra =0
implies that ap,_1,; = %(“p*hj — A+ p)A—p+4)Bp-1,;. So the equation
Arpe—(A+p—2)A—p+6)a—2d;=0

implies that
1
Z(Mp—l,j —A+p=2)A=p+6)(Up-1,j —A+pA—p+4) =pup1,j
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unless ap_1,j = Bp—1,j = 0. Note that

1
Z(Mp—l,j —A+p=2)A=p+6)(Up-1,j —A+pA—p+4) =pup1,j

ifandonlyif up—1; =QA+p)A—p+6)orpup_1j=AQ+p—-2)A—p+4).0

Recall the definition of /C; ();) in Definition 2.15. It is easy to prove the following
proposition:

Proposition 5.6 Suppose that
y € Ki(A:)

for the Hodge Laplacian acting on p-forms. Then up to linear combinations, either

(1) y =r*v ‘Ail’nf (j;p,j is homogeneous with fi, ; € R, or
(2) y =logrop, ;j with i, j =0.

Proof Write y as

v =2 vy

j=1

X d\’
(“P’f () ) =

If i, ; # 0, y; is the linear combination of r*v Ap.j . When fip,; =0, y; is the linear
combination of 1 and logr. O

then

The next goal is the estimate of eigenvalues:
Proposition 5.7 (Obata [55]) o1 = Oandgo1 = 1. Forall j = 2,3,4, ..., no,j > 5.

Proof This follows from [55] because the metric on F is Einstein with scalar curvature
20 and F is not isometric to the sphere. O

Proposition5.8 w; ; > 8 forall j = 1,2,3,..., moreover, when 1 ; = 8, then
r2d>’ij is a Killing vector field on C, where d)fj means the metric dual using gc.

Proof This is similar to Lemma 3.11 of [40]. O

Proposition 5.9 If ¢, ; is a primitive (1,1)-form on C, then either j1p j = 0 or o j >
9.

Proof 1t is proved in the proof of Proposition 4.9. (iii) of [30]. O
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The homogeneous harmonic forms on C can be studied using the estimates of 4, ;.

Proposition 5.10 Let y be a homogeneous harmonic 1-form on C with rate in [—3, 0],
then y = 0.

Proof The is an immediate corollary of Propositions 5.5, 5.7, and 5.8. O

Recall the following theorem essentially due to Cheeger—Tian:

Proposition 5.11 (Theorem 7.27 of [13], see also Lemma 2.17 of [36]). Let y be a
homogeneous I-form on C with rate in (0, 1]. Then y is harmonic if and only if,

up to linear combinations, either y = d(r “°-f+4_2¢0,j) with jo,; € (5,12] or
y = r2¢1,j, where ju1; =8 ory =rdr.

Remark that Proposition 5.11 has been adjusted to the strongly regular Calabi—Yau
cone case.

Lemma 5.12 Choose r¢p1.1 = el = —Je¥ = —Jdr. Then m1,1 = 8. If w1, j = 8, then
there exists a constant kj such that the Lie derivatives

L2y i—kir 1#@ = L2y —kjp p# REL = Ly o gjg, #IM 2 =0,

where * means the metric duals using gc.

24 #
Proof By Proposition 5.8, r2¢f j preserves the metric gc. Let e 1J be the one-
2 o #
parameter subgroup generated by r2¢’f ;» then PR preserves the metric g¢. Since

2 # 2 4 #
w, Q are parallel unit-length forms on C, (¢*” ?1/)*w and (¢*" 1./ )* are also parallel.
The holonomy group of g¢ equals to SU(3) instead of a proper subgroup of SU(3),

2 #
so the only unit-length parallel 2-forms are . By continuity, (e ¢1,_/)* (w) =
for all 5. So erqﬁf ‘@ = 0. Any unit-length parallel 3-form must be ¢/% ) Q. So
W

after differentiating, there exists a constant k; such that L » gt ReS2= 3k;Im € and
-]

erﬁjImQ = —3kjRe Q2. When j = 1’r2¢i1 _ r]%, So

3
Loyt Re = d(r’¢} | sRe Q) =d <r§ﬂm9> =3Im Q.

Similarly Loy ImS2 = —3Re Q2. So

Ly, k0 * @ = L2y —kj0 # REQL = Lyagy o —pjy p#Im = 0.

]

Proposition 5.13 A homogeneous 1-form y with rate A € [—3, 1] is harmonic if and
only if up to linear combinations, either
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(1) y = de(rV" 0T ;) with g, j € (5, 12],

() y =dcr?,

(3) ¥ = (derd? uw, dey = 4w and de ((der?) 2Re ) = 6Re Q or

@) y = (dc(r®po ) swwith o, j = 12, A = Land dc ((dcr*go. ;) sRe Q) equals
to a linear combination of Re Q and Tm <.

Proof By Propositions 5.10 and 5.11, up to linear combinations, either (1) or (2) holds
or

y =r2p1; = (Jri )
with p ; = 8. Remark that
dc((Jr?g1 )" sRe Q) = dc((r ¢y ;)" Im Q)

is a multiple of Re €2 by Proposition 5.12.

The 1-form r2¢1,j is harmonic. By the SU(3) structure, Jr2¢1’j is also a harmonic
homogeneous 1-form of rate 1. By Lemma 5.11, Jr2¢;. j is a linear combination of
dcr? = 2rdr, dc(rzq&o,j/) with po j» = 12, and r2¢17j~ with uy j» = 8. By Propo-
sition 5.12, de (P21 j)* w) = 0 and dc((r*¢1 j)* JRe Q) is a multiple of Img.
Since a linear combination of r2¢1, j» 18 closed if and only if it is 0, by Lemma 5.11,
(r2¢1, j//)#JCl) equals to a linear combination of forms in (1) and (2). O

Proposition 5.14 A homogeneous 2-form y with rate A € [—3, 1] is harmonic if and
only if up to linear combinations, either

(1) y =¢p,1 with A = -2,

() y =dc(r" ¢y ) with i € [0, 1] and p1,j = (A +2) (. +4),
B) y=wwithr =0,

4) y = rdr*_ReQ with » = 1,

6 y= r2¢f,j_|ReQ with A = 1, or

(6)

Y = (dc (g0 )" 1ReQ

with . € (0, 1]and poj = (A +3)> —4 € (5, 12].

Proof There are two ways of decomposing homogeneous harmonic 2-forms. The first
way is to decompose it as in Proposition 5.5. The other way is to decompose it into
(2,0), (0,2), multiple of @ and primitive (1,1) components. Assume that y = y’ +
y"” +y"", where y’ is a linear combination of (2,0), (0,2), multiple of @ homogeneous
harmonic forms, y” is a linear combination of all homogeneous harmonic forms in
Proposition 5.5 except the type (7), and y”” is primitive (1,1) form of type (7) in
Proposition 5.5. By Proposition 5.9, y” = 0. It is easy to see that only the type (4)
and type (6) components of ¥ in Proposition 5.5 may be non-zero. They correspond
to ¢2,1 and de (r* 2y ).
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By the SU(3) structure, the multiple of w component of ¥’ equals to a homogeneous
harmonic function of rate A times w. By Proposition 5.5, it equals to a constant multiple
of w because 9 > 5. Still by the SU(3) structure, the (2,0) and (0,2) component
must be the contraction of the metric dual of a homogeneous harmonic 1-form of rate
A with Re Q. By Proposition 5.10 and Lemma 5.11, it must be a linear combination
of r2¢y ; with w1 j = 8, de (rV" 0.0 ™ 2y 1) with g = (A +3)2 — 4 € (5, 12],
and rdr. O

Corollary 5.15 Suppose that v, and y3 are homogeneous 2-form and 3-form with same
rate .. € (=2, 0] on C. Then y, and y3 are both closed and coclosed if and only if for
the 3-form y defined as A0 A y» + y3 on C x SY, up to linear combinations, either
(1) y=¢=ReQ+do AwwithA =0,

(2) y =dc((dcr®)*1p) = 6Re Q +4dO A w with 1 = 0,

(3) v =dc(J(dcr?)¥ 2p) = 6Im Q with A = 0, or

(4)

y =dc((dc(r o ) 19)

with . € (—=1,0] and o, j = (A + 4% — 4 € (5, 12].

Proof Decompose y, and y3 as in Proposition 5.5. The closedness implies that the
type (5) and type (7) components in Proposition 5.5 vanish. The coclosedness implies
that the type (1) and type (2) components also vanish. The type (3) and type (6)
components also vanish by the assumption on p and A. So y» and y3 are of type (4) in
Proposition 5.5. This implies that they are in the image of d¢ acting on homogeneous
harmonic 1-forms or 2-forms. The result follows easily from Propositions 5.13 and
5.14. O

6 Doubling Construction of Calabi-Yau Threefolds

This section proves Theorem 1.3. The notations in Theorem 1.3 are used in this section.

Recall that in the setting of Theorem 1.3, M is glued by Vi. The first goal is to
study the operator d + d* from odd-degree forms to even-degree forms on S! times
C, Vi or M. Let 6 be the standard variable on S'. Then any odd-degree form can be
expressed as

y=v'+yi+yi+y7
=dO Ny +y)+dOANY2+y3) +(dO A ys+ ys)+ (dO A ye),

where y,, is a degree p-form on each slice. A direct calculation shows that

dy
(dsixc + dglxc)y = Z (dCVpl + dZ‘Verl - _p)

p=0,2,4,6 90
dy,
— D don (dcypl +dypin — 3—9”) :
p=1,3,5
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where dc and dj. mean doing the d and d* operators on each slice. C may be replaced
by Vi or M.
Similarly, any even-degree form can be expressed as
y=r"+r+r 40
= () + (dO Ay1+y2) + (dO Ay3+ya) + (dO A ys + ve).

Another direct calculation shows that

ay
(ds1 ¢ +d§1XC)V = — Z do A (dCVp—l +dZ‘Vp+l — 3_0[7>
p=0,2,4,6
yp
+ 21:35<dCVp 1 +deyprr — 86)
p=13,

When y is Sl.invariant, then there is no % part. Therefore, it suffices to study d + d*
onC, Mor V.

Proposition 6.1 Suppose that § > 0 is small enough.
k.2 even
Yy €Wy s 355N (V1))
or

L B(Aeven(M))

If (d +d*)y =0, thendy =d*y =0.

Proof Assume that y € Wf’32_ PR (A" (M)). Using the definition of the Hodge
Laplacian A, itis easy to see that Ayy = Ay, = Ays = Ayg = 0. Near each singular

point x; € Vsmg, € Wf’32_3. By Propositions 5.5, 5.6 and 5.7, there is no O-form in
ICi (A;) withrate A; € (—3 — 3, —§). So by the definition of P; (A;) and Theorem 2.19,
o € Wy _(A2M).

Similarly, by Propositions 5.6, 5.14, and Theorem 2.19, y» can be written as the
linear combination of ¢, 1, logr¢» 1 and an element in Wf’22+6 near x;. Remark that
the difference between ¢, | or log r¢, | and the corresponding element in P; (4;) lies
in Wf’22+ s- By Hodge duality on M, y4 can be written as the linear combination of

*¢ 1, *logr¢o 1 and an element in szz 5 hear x;. However, the equation
dyy +d*ys =0
implies that the coefficients of the log terms vanish by Proposition 5.2. So near x;,

dy, € W3, for p = 0,2,4. Globally, dy, € W55 5.5
It is easy to see that the boundary term in the integral

@yp. dyp)12(iri=ro)) — Vps A AYp) 12121
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goes to 0 when rg goes to 0. Since d*dy, = —d*d*y,42 = 0, itfollows thatdy, = 0.
The V4 case is similar. m]

Recall the definitions of V4 and Vi in Sect. 4. In this section, remark that the
definitions of V, and \7+ remain unchanged but the definitions of V_ and V_ have
been changed to another copy of V, and V... By definition, V. is the small resolution
of V4. Locally, near each point x € Vimg, the neighborhood of x is topologically a
cone over S? x S3. The corresponding set in V. is topologically S? x B*, where x is
replaced by S? x {0}.

The next goal is to study the Hodge theory on V4. It was pioneered by Cheeger [8]
using a slightly difference version of weighted analysis and followed by many people
including Melrose [52].

Recall that Foy = S! x Si. As in Sect. 6, by Hilbert—Schmidt theorem, assume
that dr, ¢p-1,j,00 and ¢, j ~ are orthogonal basis for L2(A”(Foo)) satisfying
AP Pp,jco = Mp,j,00Pp,j,00- Moreover, let i o be the p-th Betti number of Fuo.
Then

Lemma 6.2 Consider the Hodge Laplacian operator A acting on p-formson [T, 00) X
Feo.

p—1l,00

Bp.oo h
Koo (0) = Span{¢p,j,wv td)p,j,oo}jil @ Span{dt A Pp—1,j,00s tdt A ¢p71,j,oo}j:1
Proof Any y € K (0) can be written as

y=dt Na+ B.

Then

92 92
AT oo)xSixsy Y =di A (ASIXSi - m) o+ (Aglxsi - m) B=0

Consider the self-adjoint operator Agi, g, . Write B as
o0 o0
B= Y Bo1iOdrbprjoet Y BpiObp oo
J=hp—1.00+1 j=1

then

d? d?
(Mp,j,oo - W) ﬂp,j = (Mp—l,j,oo - W) lgp—l,j =0.

If i) j 0o # 0, By, is alinear combination of r=v77i. When 1t j 0o = 0, 8, isa
linear combination of 1 and ¢. On the other hand, B, 1 ; is always a linear combination
of rEVFr=1j. The result for « is similar. O
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Lemma 6.3 (Poincaré lemma) Suppose that y € W*I(AP([T, 00) x S x S1)) is

closed for small enoughd > 0. Then there existy € ij{m(Ap+1 ([T, 00) xS x 841))
and unique constants y; such that

hp.oo

y=dy+ Z Vi®p.j.oo-
j=1

Suppose that y is a closed form in W§’2(A1’([T, 00) x S! x 81)) instead. Then
there exists y € W§+1’2(AP+1([T, 00) x S! x 8$1)) such that y = dy.

Similarly, suppose that y is a closed form in Wf’22+5 (A2(VL N {ry < ro})) for
small enough & and ro. Then there exists y € Wfﬂ_’f (AN (Ve N {ry < 1o))) such that

y =dy.

Proof Write y as

00 00
y =dt A Yo a2 jDdrgbprjioo+ Y -1, j Dbyt 0o
j:hp—Z,oo"Fl Jj=1
o0 o0
+ Z ﬂp—l,j([)dFooqbp—l,j,oo +Zﬁp,j(t)¢p,j,o<>a
J=hp—1,00+1 j=1

then

0 =di7,00)xFs. Y

o0
=dt A | — Z op—1,j(DdF,Pp-1,j.00
j:hp—l,oo+1
o o0
dBp-1,j dpp,j
+ D Tt OdR e+ Y (O o
J=hp_1,00+1 j=1
+ Bp. i OdrPp, j.co-
So Bp,j are constants. Moreover, they vanish unless j = 1,2, ..., hj . Define

&p—Z,j(t) as
o T
—Up—2,j.00€ “P*Z-J'mt/ efzv"l’*zvf*“’f/ evhr=2j.00%q, 5 i(s)dsdr.
t T

Define ﬁp_g,j(t) as mc%&f’—lf'(’)' Then it is easy to see that

d . }
27020 p-2.j.0oPp-2j =0
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and

i d -
—ap2,;+ Eﬁp—z,j =ap-2,j.

When y € Wf’az(A”([T, 00) x S! x $4)), define 7 as

o0 oo

7 =dt A Z ap_2 i ()Pp—2.j.c0 + Z Bp—2.j()drp-2.j.c0
j:hpfz,oo"l‘l j:hpr,oo'ﬁ'l
hpfl,oc t o0
+ Y (/ a,,l,,-(r)dr)¢p1,,-,oo+ Y Bt iOp-1jcos
; T .
Jj=1 ]:hp—l,oo

~ hp oo ~
theny =dy + 307 By j(¢p,j.co and dfy ) . 7 =0.
When y € W2 (AP([T, 00) x S' x 1)), define 7 as

oo oo

)7 =dt A Z &p—2,j(t)¢p—2,j,oo + Z Bp—Z,j (t)dFoo(pp—Z,j,oo

J=hp2,00+1 J=hp-2,.00+1
hp—l,oo 00 oo
+ Z <_/ Ofpl,j('c)df> Pp—1,j,00 + Z lgpfl,j(t)qbpfl,j,oo,
j=1 ! J=hp-1,00
then y = dy and dEkT,oo)xFoo); =0.
The estimate on y is standard.
The x € V;"® case is similar. O

There is a natural map e from the relative deRham cohomology group of Vi to the
absolute deRham cohomology group. By Section 6.4 of [52], the image e[H(ziR, el (V)]
is isomorphic to the space

{y € C(A%(Vy)),dy =0}
{y € C(N2(Va)), y =dy’,y" € N2 WHA(AL(Va)))

for small enough 6 > 0.
The next goal is to show that.

Proposition 6.4 Suppose that § > 0 is small enough. Then the space

{y € C(A%(Vy)), dy =0}

e[HaR el (V)] = . _
dRorel ly € C(A2(Va)), y =dy', y' € N2 WE2(AL (V1))

is isomorphic to the space Hi’HO(Vi) defined as

y e Why s 5 s 5(A% (V). (d+d")y =0}

.....
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Proof The method in this proof is the combination of the results in Sect. 6.4 of
Melrose’s book [52]. Suppose that y € Cgo(Az(Vi)) is closed. Remark that

sing

H*(S*xB*Y) =R.Soy =dy, + Y2.1.x$2.1.x ON S? x B* correspondingtox € V7,
where ¢ 1 is the pull back of the generator of H 2(Sz). Choose a cut-off function y
which is supported near x and is 1 in a smaller neighborhood. Then

V/ =V - Z d(Xx¥x)

xeVi®

equals to y2.1.x¢2,1,x near x. It is a 2-form on V4 if we replace the form y» | x$2.1.x

on Vi by y2.1,x¢2,1,x on Vi near x.
Define HZIJ),HO(Vi) as

,,,,,

for p =0, 2, 4, 6 and define H;fg;)(vi) as

S (Va) =y € Wy 4 5 s (A% (Va)), (d +d%)y =0}
By Proposition 6.1,

S (Vi) = M) 110 (V) @ Hj, 110 (Vi) @ Hy 130 (Vi) @ M gy (V).

The L2 dual of
d+d* WD s s(NN V) - WESEE (AT (V)
is
d+d* WIS AT (VL) - WIS (A (V).

The kernel of the dual map is ', (V) by standard elliptic regularity. By the proof
of Proposition 6.1, H§Yeh (Vi) € WET 5 L5 s(AS"(V4)). So

W s s (AT (Vi) = HEER (Va) @ ((d +d)Y (W 5 5 ops )

by elliptic regularity. Moreover,

WS}&SZ,...%M,*&(AZ(VE) = Hj 10 (V)
@ de’22+5,...—2+5,—5(A] (V1) @ d* Wféz+a,...—2+5,—5(A3(Vi))~

In fact, it suffices to show that the intersection of de’22+8,‘..—2+5,—6 (A'(Vy)) and
d* Wf’22+5’..'72+5,75(A3(Vi)) is {0}. Choose any element y” in the intersection. It is
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harmonic. So by Theorem 2.19 and Lemma 6.2, it can be written as an element in
Koo (0) plus an element in Wg‘ ~12 near infinity if § is small enough. By the closedness
and coclosedness, there are no 1¢), j ~ and tdt A ¢p_1,j o terms. By the exactness,
coexactness and Lemma 6.3, there are no ¢, j oo and dt A ¢,_1 j o terms. So y” €
W;‘ ~12 near infinity. Using integration by parts, " = 0.

There is a natural map (r, (s2,53)) — (52, (r, s3)) from C(S? x S?) to S? x
B* outside the singular point. It induces a map from WELZALS? x BY) to
Wf_i’z(Al(C(S2 x §?))). Using this map, it is easy to see that the projection of

1-5 g P y proj
¥’ t0 Hp 1o (Vi) is a well-defined map from e[H3g o (V)] to Hj o (V).
In order to show the injectivity, assume that y is mapped to 0. Then there exists

Y e WS s s s(AN(Ve)) and y" e WET 5 S(AP(V)) such that

. k—1,2
y' =dy" +d*y"".Sody" is both exact and coexact on the end. So dy””" € W;

near infinity as before. Using integration by parts, d*y”” = 0. So y2.1 x¢2.1.x = dy
when restricted to Ve N {ry = ro} ~ S? x S3 for small enough rp. So 2.1 = 0.
Therefore ' = 0 near x. Since H'(S* x $*) =0, y”” = dy!” near x. So

X

"

y'=d (V’” - Zﬂxw,ﬁ”)) :
X

Therefore,

[yl = |:d (y’” - Zd(xw!’)) + Zd(XxVx)] =0 € e[Hig s (Vi)

In order to show the surjectivity, pick any form y in Hi 1o (V+). By Proposition 6.1,
7 can be written as y = 72,1 x$2.1.x + 7, near each x € V3" where Vi € Wf’22+5

near x. Since )7; is closed and is in Wf’22+5 near x, by Lemma 6.3 near x, there exists
7 suchthat y, = dp) nearx. So 7" = P 1 x¢2.1.x + V. —d(xx 7)) is a well defined
form on V.. On the other hand, by Lemma 6.3, there exists 7 such that 7" = d7?"”
near infinity. Fix x : R — [0, 1] as a smooth function satisfying x(s) = 1 fors < 1
and x(s) = 0 fors > 2, then p"”" —d((1 — x(tx — T +2))p"") € C§° and its
image approaches y when T goes to infinity. Therefore, the image of e[HﬁR,rel(Vi)]

is dense. Since 'H%‘HO(Vi) is finite dimensional, the map is in fact surjective. O

Corollary 6.5 Suppose that § > 0 is small enough and

k,2
y e Wi _3_5,5(Aeven(vzl:))-

If (d +d*)y =0, theny = 0.

Proof By Proposition 6.1, dyy = 0. So yyp is a constant. It vanishes because it decays
atinfinity. By Proposition 6.4, y» = 0 because as in Proposition 5.38 of [43], the space
e[HﬁR)rel(Vi)] vanishes. By Hodge duality, y4 = y6 = 0. O
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Similarly, it is possible to prove the following:

Proposition 6.6 Suppose that 5§ > 0 is small enough. Choose x : R — [0,1] as a
smooth function satisfying x(s) = 1 fors < 1 and x(s) = 0 for s > 2. Define
Xoo = (1 — x(tx — T + 1)). Then the space Hi_abS(Vi) defined as

h2,00 ,
[y € Span{Xoot2.j.co) ;27 & WET 5 5 5 5(AX(Vi)), (d +d*)y =0}

is isomorphic to the second absolute deRham cohomology group HC%R) abs(Vi)' Define
the space H%_rel(Vi) as

hi,c0
{7 € Span{Xoodt A1 j.co)ioT ® WET ;5 5 j(A7(Vi)), (d +d%)y =0}

Then the space Hgb(Vi) defined as

,,,,,

can be written as Hgb(Vi) = ’Hi_abs(Vi) @ 'Hz_re](Vi)

Proof Remark that
Hig aps (Vi) = Hig s (Ve N {t2 < T + 1)),

where the isomorphism map is given by restriction. Given any form y in H (%R. abs (Ven
{t+ < T + 1}), using the fact that '

Hi o (Ve N{T <12 <T+1}) = H* (T, T + 1] x S' x $1) = H*(S),

y can be written as y = dyoo + oo ONtL € (T, T + 1), where ¢ € H?%(S4). Asin
the proof of Proposition 6.4,

Y=y — Y dxy) — d(XooVoo)

xevyE

is a 2-form on V4. Define y” as the projection of ¥’ to the second component in the
decomposition

k- k
W—3J1r132,...—3+3,—5 (A*(Vy)) = dW—’22+s,...—2+a,—s(A1 (V1))

AW s (A (VL))
as in the proof of Proposition 6.4. Remark that there is no Hg,HO(Vi) component by
Corollary 6.5. Then y” is closed and coexact. So it is harmonic. By Theorem 2.19 and

Lemma 6.2, the leading term of " near the end is the linear combination of ¢, j,00s

@ Springer



G. Chen

1$2,j 00, At N @1 j 00 and tdt A @1 j 0. By the closedness, t¢ j o can not appear.
By the coclosedness, tdt A ¢1,j o can not appear, too. The coexactness rules out the
dt A1, j 00 terms. So the leading term of y” must be the linear combination of ¢, 00
In other words, y” € Hi,abs(vi). It is easy to see that the map from y to y”
well-defined isomorphism from HdzR abs(‘;ﬂt) to Hi abs (V£)-

Finally, given y € H? (Vi) C WfS_lwz 348, _5(A (V1)), its first component is
exact and coclosed. So as in the proof of Proposition 6.4, it belongs to Hbirel(Vi).

On the other hand, its second component belongs to ’Hi_abs(Vi). O

Proposition 6.7 Suppose § > 0 is small enough. Then the space

ZM) ={y e Wh L (AX(M)), (d+d)y =0).

,,,,,

is isomorphic to H(fR abS(M ), where M is the small resolution of M.

Proof 1t is proved similarly as Proposition 6.6. Since the manifold is compact, there
is no need to do anything near infinity. O

Recall that M is the glulng of V; and V_ using ty = 2T + 1 — t_. Define ¢ by
=1ty — T—1 5 = =T+ 1 53— I UsmgthefactthatM ={t < 2}U{t > —2} there
is a long exact sequence for the cohomology groups of M, {r < 2}, {t > _i} and
{|t] < %}. In particular

() -3) - -3

is exact. Remark that V. is isomorphic to V_, so the map from H2({t > —%}) to
H2({|t] < 1}) is isomorphic to the map from H2({t < 3}) to H>({|f| < §}). This
map is injective by the proof of Proposition 5.38 of [43]. It follows that the long exact
sequence is reduced to

(e (<4

using the fact that H'({t < $}) N H'({t > —1}) = 0. By Propositions 6.6 and 6.7,
it induces a natural map from HIZ{O(M) ~ H%(M) to H%_abs(VJr) ~ H>({t < %}).
Moreover, dimH%IO(M ) = dim’)—[fJ (V4) + 1 because

—abs

H! ({m < %} ,R) =H'(S'x 8;) =

Proposition 6.8 There exists a linear map from H{S" (M) to HE™ (V) such that if
Y € HRS™(M) is mapped to y', then

T 9 11, -(r+T+3x)
i ’ fo— — > e 2 2
(V - <+ 2>)W552—5 s 10“ yHWf'szﬂs ..... —3-
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for large enough T.

Proof Map 1 to 1 and the volume form =1 to x1. The estimate is trivial for such
components. Using Hodge star, it suffices to define the map for 2-forms. Assume that

1
—‘3(t+T+7))/||Wk,2 = 1.
~3-8,...,—3—8

y is a 2-form and by normalization, ||e

metric on the cylinder is O (e™V'#), it is easy to see that

38T

_ vl 4 35T
||(d+d*)00yllwk—l,2(|t|<g) < Ce 2 T3 )

where (d + d*)oo is the operator d 4+ d* defined using the product metric on the
cylinder.

Using generalized Fourier series, y can be written as df A« + B+ y” in |t]| < %,
where « € H'(r = 0) = R, B € H*(t = 0) = H?*(S+) and y” is an exact form
satisfying ||7/”||Wk12(\z|<%) < Ce™'7 if both v and % are small enough. Choose y”’

"

T .
such that ||y”’||Wk+.,2(|t‘<%) < Ce 7 and dy" = y” when |t| < % It is clear that

.....

todf Ao+ p whenty > T + 1. Define y,_ asits d*W 515, o ((A3(Vy)

component. As in the proof of Proposition 6.6, v, .. € Hz . (Vi)andy] , —PB €
W(f ’2(V+) near infinity. By Propositions 6.6 and 6.7, y, _, - is also the image of y using
the restriction map from HdZR’abS(M) to HdzR,abs(f/jL Nn{t < %}).

ne

On the other hand, * 7y — %00 (dt A+ ) can also be written as dy”” when || < %

_T
for ||y////||wk+],2(|t|<%) < Ce %.S0

(e )

when 7 > T + 1. Define yé_rel as its deJzi’az,...fera,fa(Al(V+)) component. It

belongs to lea—rel andy, . —dtAace W§’2 near infinity.
Define y' = ¥} 45 + Vp_ror- Then y —d((1 — x(t + %))ym) can be written as

y' 4+ """ for an element y""" € Wféz_aﬁ__’_3_8’5.
By weighted elliptic estimate and Corollary 6.5,

"
I

[ly ||Wl<—l,2 <Ce 3.

—445,...—4+8,8

Wk12 S C||(d+d*)y/////
—3-6,..—3-8,8

/ < + mnmr
sz, fyagy St gy I s
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Using the fact that ¥’ is asymptotic to dt A o + B,

8T
! <Ce 2|y :
Wyilyez = a1y = 7y (<)
In particular,

ST
||V||Wk.2(|,‘5%) <Ce2.

3

Using
[0=x(+3)]
- X 51V
207wk, s
N 3
=Cl@d+d)y_ (1=—x|t+5])]|¥ :
277wk o

it is easy to get the conclusion. O

Proposition 6.9 For large enough T, and p = 2, 3, there exists a linear map
k2 k.2
Br:Wliis  aps(APM) — W2 s o s(APM)

such that (d + d*)Bry = d*y and
35T
1Bryllyes,, armn = €Iz o army
Proof When p = 3, define
Ax i WE s o oMM (Ve) — WS 5 (AN (Ve))
and
k1.2

k
Ar s WEL (AN 0n) - WIS (A )

as Ayry = eP=(d 4+ d*)(e™®=*y) and A7y = e % (d + d*)(e’y). Define the
asymptotic kernel as x (f+ — %)KerAi. The L2-dual maps are

- —k
AL WIES oA (Va) > Wy o(A(Ve))
and
A WIS AT M) > W (A (M)
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defined as A%y = e=%(d + d*)(eT™y) and ALy = &%(d + d*)(e7¥y). Ar
induces a map A’ from the L? complement to the asymptotic kernels of A+ to the L?
complement to the asymptotic cokernels. By Proposition 4.2 of [44], A’ is bijective.
By Proposition 6.8, there exists an injective map from H%{O (M) to H;, (V). How-
ever, by Proposition 6.5 and the fact that H'(S! x §,) = R, the dimension of
Hb re1(V4+) is at most 1 but the dimension of H%IO(M ) equals to the dimension of
abs(VJF) plus 1. So the map from H o(M) to Hgb(VQ is bijective. By Hodge
duahty, the map from H{5" (M) to Hz"en(VQ is also bijective. Therefore, using
Proposition 6.8, it is easy to see that the map A7 from the L?> complement of the
asymptotic kernels of A to the L complement of the kernel of A7 is also bijective.
Fory € Wf’22+5“__2+8(A3M), e % d*y is in the L?> complement of the kernel of
A%, by Proposition 6.1. So there exists an element y’ in the L? complement of the
asymptotic kernels of AL such that AT)/ = e“”d*y. Let y” = %9/, then it is easy
to see that dy;’ +d*y) =0 and d* Y+ dy/ = d*y. Using integratlon by parts,
d*y{ = dy] =0.So Bry = y§ in thls case. The estimate for Byy follows from
Proposition 4.2 of [44].
When p = 2, consider the Laplacian operator
k—1,2

k+1,2
A WIis 71+5(A M) — W23, 73+5(A M).

The L? dual map is
A W:f}sz,‘..fya(AIM) - W3- 5{2 1_s(A'M).

By Propositions 5.5, 5.6, 5.7, and 5.8, there is no element in P;(};) for Re A; €
(—4,0). So by standard elliptic regularity and Theorem 2.19, any element in the
second kernel also lies in WE’22+5,...—2 Jr(S(AlM ). So using integration by parts, it is
closed and coclosed. Therefore, for any element y € Wf’22+6,..‘—2+5 (A2M), d*y is
L?-perpendicular to the kernel of the second map. So it lies in the image of the first
map. Let ¥’ be its inverse. Then dd*y’ + d*dy’ = d*y. Using integration by parts,
dd*y’ = 0. Define Bry as dy’, then (d + d*)Bry = d*y. Moreover, integration by

arts again implies that || B < < CedT , .
parts again implies that [|Bry 2 < Iyl < Cellvllyez e

By standard elliptic regularity,

1Bryllyez < CAIBryliz2 + [1ABryllyiza ) < Celllyllye

((((( -3 5.5 PRI
So the required estimate is obtained using Theorem 2.19. O

Remark 6.10 The p = 2 case of Proposition 6.9 is similar to Theorem A of [38]. The
p = 3 case of Proposition 6.9 is similar to Proposition 5.40 of [43] in the smooth
twisted connected sum case. However, the author is not able to understand the proof
of Proposition 5.40 of [43]. This does not affect the main result of [43] because in the
smooth case, Proposition 5.40 can be proved using Theorem A of Joyce’s paper [38].
In the singular case, it is not possible to find analogue of Theorem A of Joyce’s paper
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[38] in p = 3 case. That is the reason to make full use of the Hodge theory in this
paper.
Using the identification y = d@ A y» + y3, Br can also be viewed as a map from

Sl-invariant 3-form on S! x M to itself satisfying (d + d*)Bry = d*y and the
estimate

1Bryllye2

38T
< CPT |yl e
—2434,.. —2+446,..

s (A3(STxM)) = s (A3(STx M)

The next goal is the improvement of the growth rate near each singularity.

Proposition 6.11 Let x; € V_T_ing U Vjing. For simplicity, denote ry, by r. Then if y €
Wf’22+5 (A3Sx (Van{r < ro.x; 1)) isan S'-invariant 3-form with (d+d*)giyy, v €

Wffi’az, then there exist constants cj 1, 2, €3, ¢4 and an element y~o € W;C 2 such

that y = y<o + Y=o, where

y<o0 = > cjad(@d(rV 200 1))* )
A 1o, jH4—4e(=2+4,9)
+ xi(caRe Q2 4 c3Im Q + c4d0 N w).

Moreover,

> lejtl + leal + lesl + leal + llysol ez
A 1o, jH4—4e(=2+4,9)
< C(|(d +d* iy 2 ),
= CAId +dD)y ez + v llyez )

where the norm is taking on A*(S' x (Vo N {r < 70,x; 1))-

Roughly speaking, v~ is the component with rate larger than 0 in the expansion
of y, and coxiRe Q + c3xiIm Q + caxidO N w is the component with rate 0 in the
expansion of y. So it is natural to define y> as

Y20 = ¥>0 + c2xi Re Q2 + c3;Im Q + ¢4 x;d0 N w,

and y~q as

Yo = > ciad(drV I 200 1)) ).
/[Lo_j+4—4€(—2+5,5)

Proof Write y as y = d6 A y» + y3. Then (d + d*)y,y, = 0 for p =2, 3. Consider
the Laplacian operator acting on 2-forms or 3-forms on V.. By Theorem 2.19, y =
y=0 + Y<0, where y-o € Wé‘ 2 and y<o is a linear combination of y;P;(;) for
Re); € (=244, 8). By Proposition 5.6, any element in such £; (A;) is a homogeneous
harmonic form on C withreal rate A;. Consider the lowest critical rate A; € (—2+36, §).
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Using the fact that (d 4+ d*)y € W | + 5, the element in /C;(A;) corresponding to
the x;Pi(A;) component of y<o must be closed and coclosed. By Corollary 5.15, it
must be a linear combination of dc ((dc (r*i ¢, ;))*¢ upc) with A; € (—1,0) and
mo,j = (A + 4)2 — 4 € (5,12). Using the fact that ¢o,; is pluriharmonic, it is
a harmonic function both on C and V4 near x;. So dy, ((dv, (r)"'“‘quo,j))#vi 20vy)
is also closed and coclosed on Vi near x;. So it can be redefined as an element in
Pi(1;). Then the problem for the second lowest critical A; € (=2 + §, §) is similar.
By induction, the problem is reduced to the A; = O case. In this case, Re €2, Im €2 and
df A w are in KC; (0). Moreover, ¢g, j may not be pluriharmonic. However, by choosing
8 < v, the difference between P; (0) and /C; (0) can be absorbed into y-g. O

_ Recall that © (¢r) is the Hodge dual of ¢ using the metric defined by ¢7. Define
O(¢r) as

- 1
O(¢r) = O(pr) — ST ANor + —dis AN1Im Qr 1.

It is easy to see that d0 (p7) = d(:)(goz) and @(@T) is a form supported in the regions
t+ € [T — 1, T]. The W52 norm of ®(pr) is O (e"7T).
The following lemma is similar to Proposition 10.3.4 of [39]. The proof is omitted.

Lemma 6.12 Suppose that & € Wf_taz 21+5 is a function supported in the ty < T — 1

region. It defines a 3-form yo by
y<0 = d((d§)™ 1p1).
Remark that whenty < T — 1, o7 = @+. Suppose that y=o € Wk—‘_2 2 _g Isa 3-formon

M. Define y as y<o+y>o. Then as long as the norms of & and y>o in the corresponding
spaces are small enough, § is small enough and T is large enough, the equation

1 ~
(d+dy,)y +*prd ((1 + §<Vzo, W)) ®((PT)> — *prd Qgr (y=0) =0
implies that

dO(gr + y=0) = 0.

Remark that Q, in the equation means the non-linear term of ® defined in Proposi-
tion 2.3.

Using the norm on Ws s D (eaxevsing (RxiRe 2B Ry, Im QP Ry,;dO A w)), itis
1 +

easy to see that || g, Qg (Y)|| < [l¥11% if ||y || is small enough. By implicit function
theorem, it is possible to find a solution of the equation

1 -
d+d,)y + *erd <<1 +3r=0, <pT)> ®(<pr)> —#p;dQ(y=0) =0
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with Y0 € W;{ZS & (@x_evimg(Rx,-Re QO Ry Im Q@ Ry;df A w)). So o1 + y=0

provides the required S!-invariant torsion-free G structure on S' x M, or equivalently,
the Calabi—Yau threefold structure on M.

7 The Obstruction of the Singular Twisted Connected Sum
Construction

This section attempts to extend the results in the previous section to the singular
twisted connected sum case. Even though Theorem 6.11 has its analogue, it turns out
that the analogue of Theorem 6.1 is not true. The first goal of this section is to prove
the analogue of Theorem 6.11 in order to get familiar with the edge calculus. Then
the edge calculus is used to study the obstruction of the analogue of Theorem 6.1.

Let C be the nodal cone as in Example 2.7. Consider the Laplacian operator A
acting on p-forms on S! x C. Let @ be the standard variable on S'. Then any p-form
can be expressed as

y=d0 Ao+ B,

where o is a (p — 1)-form on C and B is a p-form on C. A direct calculation shows
that

32 32
Agiycy =dO N (Aca - WU) + <AC,3 - Wﬂ) )

where Ac means A operator on each slice.

The Laplacian operator is an “edge operator” studied by Mazzeo in [51]. An edge
operator L can be characterized by the normal operator N (L) defined in Definition
2.16 of [51] and the indicial operator I (L) defined in Definition 2.18 of [51]. In (5.2)
of [51], Mazzeo defined another operator L as the rescaling of the Fourier transform
of N(L). When L = A, up to a sign, the corresponding operator Ag on (p — 1)-forms
o and p-forms B on C is given by

Ao(a, B) = (Ac + D(a, B),

where roughly speaking, % is replaced by i = /—1. Up to a sign, the operator /(A)
on forms («, B) on C is given by

I(A)(a, B) = (Aca, Acp),

where roughly speaking, % is deleted. § is called critical if it is critical for /(A) as
defined in Definition 2.15.
The solution of Agy = 0 is related to the Bessel function.
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Gy Manifolds with Nodal Singularities Along Circles

Definition 7.1 The Bessel I-function is defined by

; > 1 r\2m+i
w(r) = Zm!I”(m—l—,uv~|—1) (E) '
m=0

The Bessel K-function is defined by

nI_M(r) I, (r)

K =
wr) = 2 sin um

if w ¢ Z. When u € Z, the limit lim;_, , K;(r) exists and is defined as K, (r). In
either cases, /,,(r) and K, (r) are two independent solutions to the modified Bessel
equation

A\ 5., 2d%y dy
((rd—r) —(r —}-,u))y:r ﬁ—i-r — @ +ud)y=0.

The following proposition is well known.

Proposition 7.2 (1) When r goes to infinity,

¢217 (1 +o (1))
K, (r)= \/ge_’ <1 +0 (%)) )

(2) When r goes to 0,

. 1 1\*
limr #1,(r)=———12) .
50 T+ \2

On the other hand, if @ > 0, then

) T 1\ 7+
lim r* K, (r) = lim - )
r—0 a—p 20 (= + 1) sin i \ 2

Iu.(r) =

and

If w =0, then

lim Ko(r)(log Pl =—1.
(3) Kj(r) = =K1 (r).
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Proposition 7.3 Suppose that y € WY (AP(C)) for § > —=2. If (A + 1)y = 0, then
y =0.

Proof Write y as the generalized Fourier series

v =2 7"y

j=1

using the forms (;AS p,j in Proposition 5.4. The equation (A + 1)y = 0is reduced to the
ordinary differential equations

d\* 5. o
(rd—r> — (" +pp))y; =0.

. .. . k.2
However, any linear combination of / m(r) and K m(r) does not lie in W; -
Thus y = 0. O

Using the terminology of [51], Proposition 7.3 implies that § < —2 for A acting
on p-forms. An immediate corollary is the following:

Corollary 7.4 Suppose that y € W;’z(A*(Sl x C)) for a non-critical § > —2, then
||y||Wé‘-2(A*(Sl XC)) S C||ASIXCV||W§:222(A*(SI XC))'

Proof This corollary is essentially due to [51]. As in the proof of Theorem 5.16 of
[51], this estimate is obtained from Fourier transform, rescaling, applying the inverse
of A 4 1 and then the inverse Fourier transform. O

The next proposition is the key estimate for the ordinary differential equation involv-
ing Bessel functions.

Proposition 7.5 Assume that © > 0. Suppose that y € W;(’Z((O, 1)) and 7z €

W;,_z’z((O, 1)) are functions on the interval (0, 1). They vanish in a neighborhood of

1 and they satisfy the equation

d 2
((r—) - + u2)> y(r) =z(r),
dr

2
D) If—pu <6 </6’ < i, thenzy €Ly.
(2) Ifp <8 <8, theny e Ly.
B)If—pnu<8<u<8andn #0, define y<,, by

I'(k+ DI (=@ + 1) sin g
AT

Y<u(r) = =1 (|n|r)x 2|nlr) ﬂli_r)nﬂ
! ds
/ K. (n|s)z(s)—.
0 s
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Define y~, asy — y<yu, then y-, € L2,
@) If —u <8 < <8 andn =0, define y<,, by

1 s
yeulr) = x@r)r* / ( / r%(r)ﬂ)szﬂd—s.
0 0 t K

Define y~, as 'y — y<yu, then y-, € L(%/.

Proof Whenn # 0,

. I'(w+ DI(—@ + 1) sin i
y(r) = lim —
A= ni

! ds
—Iu(lnlr)f KM(IHIS)Z(S)T
r ds
—Ku(lnlr)/0 Tu(inl$)z(s)== | 4 Cilu(Inlr) + C2Ky(|nlr)
using the fact that

| fim !
L, Ku(r) — K, (N1,(r) =1 r
w (N Ky (r) AN ﬂfh T'(i+ DI(=f + 1) sin @ r

Whenn =0,

([ dt d
y(r):”“/ </ t“’Z(l)-) S72/"—S+C1r“‘+C2r*M'
0 0 t Ky

O

Assume that § is small enough. Pick x; € Vjing. Denote 7y, by r. Denote rg x; by
ro. Then the following theorem is an analogue of Proposition 6.11:

Theorem 7.6 (1) Suppose that —2 < §' < 8" < —1+ 8 satisfy 8" —8' < v. If
y € Wl (A*(S! x (Vi N {r < roh))
and
(d +d*)gi,y, v € Wy P (A*S' x (Ve N {r < roh))),

then'y € Wi (A*(S' x (V4 N {r < ro}))) and
P llyie < C <||<d +d)yllyicrz + ||y||W;,z> ,

where the norm is taking on A*(S! x (Ve N{r < ro})).
(2) Suppose that —1 +68 <8 < 8" < 0. If

y e WEAA3ES! x (€ n{r < roh))

@ Springer



G. Chen

and
(d +d9gi oy € We P (A*S! x (C N {r < o)),

then there exist y=g» € W 2 and constants Cp,j Suchthat y = y_s» + y>g7, where

o]

=2, ).
n=700 o j+A—4e(8,8")

#
- 4ln + 4ir .
e jd (d <r uo,,+4—2x <|r—02|> ¢o,je’"9)) 9

Moreover,

o]

] "
+4-25
Z Z Cyjln | Ko + ||VZ<3””\)V"’2
/ 5!
n=—oo //’LO,j 4 46(5/,5”)

< €U+ llyir + 117 llye2).

where the norm is taking on A*S x (C N {r < ro))).
(3) Suppose that —1 +6 <8 <0 < 8’ < % If

y € Wyt (A3S! x (€ n{r < ro))))
and

(d +d*)gi ey € Wy FH(A*S x (€N {r < o)),

then there exist a form y~y € Wk,}2 and constants ¢y, j 1, Cn,2, Cn3, Cn.4 Such that
Y = y=<0 + V>0, where

Hy 0

#
- 4n + 4ir .
Cn,j,ld (d (r MO,,/+472X <Q> ¢O’jeln9)) _Igo
T
A/ Mo, j+4—4€(8,8") 0

dn+5Ir\
- Z ( o ) " (cp 2ReQ + ¢, 3IMQ + ¢5,4d6 A ).

n=—oo
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Moreover

[e¢]

1 "
2 8—2./ 1o, j+4—28
> Yo GtV
N==00  Juo,j+4—4€(8',8")

o
1 1
+ | D @Gatastant gl + 1170l

n=—oo

< CAIE +dy Iyt + 11y o).

where the norm is taking on A*S! x (CN {r <ro})).
(4) Part (2) and (3) are also true if C is replaced by V.

Proof (1) Using the cut-off function, assume that y is supported in r < ro and use the
metric g¢ to define d 4+ d* and A instead of gy, . Write y and Ay as

(o SlNNe o}

y= Y > a3 e,

n=—oo j:]
and

oo o0 )
Ay = Y0 D a3 e

n=—00 j=1

using the forms q33, ;j in Proposition 5.4, then the equation is reduced to the ordinary
differential equations

d ? 7 2.2 2
(rd_r) = (A0 =7y
Remark that the rate of ¢A5%] is -2, 80 yp,j € L§,+2 and rzy,; ;€ Lg”+2' By Propo-
sition 7.5, if 8" +2 < /f13,; < 8" 4+ 2, then y, j = ¥y, j.<s"42 + Vn,j,~s7+2 With
yn,j,>(3”+2 S L52//+2 and

. =1 (Inlr) Inlr lim L DTCaT s
Vn,j,<8"+2 = A3, X ro =/ i3, i

IK 2 !/ dS
X A W(WS)S )/n,j(S)T

if n 0, while
r A3 : ’ 32, dt —2/i3 ds
Vujssa2 =X\ )T > VA AR J/n,j(t)T s Y
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if n = 0. Define
. C'(a+ DI(— + 1) sin g /
cp,j = lim K /—(|n|s)s v, (s)—
" ﬂ—) /13,.,' l’l‘jT|n| " j

for n # 0, then

len, il < Cj, 1\/f (|n|s)s2‘3”‘|r4 \// (s Vn,(s))2 §—28"— 4d

-8 —
< Cjall ™" 2lls? y,,,j(s)nLg,,ﬂ,

where

C'(i+ DO(—a+ 1) sin im

A=A/ 3, wi

and

Cir=C: /OOKZ (s) 26”+4ds
AV /Py s

Remark that replacing 1 W(|n|r) by its leading term (‘"V)\/ "3.j does
J

T‘(«/ gD
| + AN
not affect the conclusion. By multiplying ( =) 7, it can be replaced by

Int-3Ir WV [13.j 5o that the n = 0 case can be absorbed into the estimate.

F(«/I:LS.]'"!'I)(

Using the fact that
(d +d*)gi .y, vy € Wy F(A*S' x (Ve N {r < roh)),

it suffices to consider ¢3 ; such that 8’ +2 < /i3 ; < 8" + 2 and ¢3,; is both
closed and coclosed. By Corollary 5.15, such form does not exist. Therefore, y, ; =
Vn,j,>8"+2 € L(%,,+2 if& +2 < /,AL3’j < &+ 2.

On the other hand, if 8" +2 < /f13,; < §” 4+ 2 is not true, by Proposition 7.5, it is
also true that y;, ; € Lg,, Yy

Apply Corollary 7.4 for each term y;, ; (r)q33, jei”G. Using the fact that the Laplacian
of each term are perpendicular to each other in any weighted L?-norm, it is easy to
see that

<
I¥llgz, < CllACYII, |
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By standard elliptic estimate
7l < ClIACYllyizz.

(2) The proof is similar to (1).

(3) The proof is similar to (1).

(4) Choose non-critical §; so that 8’ = §; < -+ < éyg = 8" and & — 81 < v.
Assume that §y,—1 < 0. The statement is proved by induction. When N5 = 2, the
statement follows from (2) and (3) because §” — 8’ < v in this case. Suppose that the
statement has been proved for all N5 < Ng. The goal is to prove the statement for
N5 = Ng.

By assumption, y = Y<dns-1 + Y851 with Y<dns-1 defined by

00 : #
— 4in + 5|r i
Z Z Cn,jd (d <I" o, j+4 2X (Tz ¢0’J-em9 ¢
Yy SR

using the G structure on S' x V,, and

e¢]

1 _ R _
> > Q2 jln 4 SV
n=—00 W—éle(&’ﬁ[\@fl)
SC(H(d—'—d*)SIXV_;.y“WkiLZ +||y||Wk2)7
51\/5—1_l ¥

il
: W5N5—|

where the norm is taking on A"‘(S1 x (Ve N{r <ro})).
Consider y_s  defined by
S

- i T, (At gl o))

> > epd | | d | rVHOITT $o.je" )| o
= o

N=T00 S, j+4—4e(8,8n5-1)

using the Gy structure on S! x C instead, then

(d +d")g1c(V = Vesngr + Vs )
= ((d+d")g1xc — (d+d")giy )y — Y<dns-1)
+ (d + d*)SIXV+y + ((d + d*)SIXCVLSNS_l - (d + d*)Sle+y<8N5—1)~
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By Proposition 2.21, vV #0.j +4_2¢0, ; 1s pluriharmonic and therefore harmonic on both
C and V4. So

(d + d*)d((d (V"0 T2y e i)
= AV 2g0 ) i) — ddF (V0T g 1)) )
= (dAGEVHFIT2g0 M) gy — d % d(d(rVH0 T2y 1)) A xg)

2 +4—2 inf\\#
=n*((drV"I 2 ") Lp)
on both S! x V, and S! x C. By estimates on each terms, it is easy to see that

16+ Y510 (7 = Veingr + VL Dyt

The induction statement follows from (2) or (3) applied to y — y<s Ns—1 T YL Sye_;- O
-

The analogue of Proposition 6.11 has been proved. The next goal is to obtain the
analogue of Proposition 6.1. The key point in the proof of Proposition 6.1 is the fact
that there is no log r¢> 1 term in the Sl-invariant case. However, in the singular twisted
connected sum case, it is easy to see that for n # 0,

(d + d")gi ("0 A Ko(Inlr)ga, + %elneKl(lnlr)dr Ap 1) =0.

Remark that Ko(|n|r) is asymptotic to — log(|n|r) when |n|r is small. By compar-
ison to the proof of Propositions 6.1 and 7.6, they provide the infinite dimensional
obstruction space for the singular twisted connected sum construction.

The leading obstruction terms are

ei”edé‘ A —10g(|n|r)¢2,1 + l|n—n|€i”9(|n|r)_ldr A ¢2,1-

Remark that the decay rates of /"d6 A —log(|n|r)¢y.1 are r~2log r while the decay
rates of illq—"leing (In|r)~dr A P21 are r~3. So the leading obstruction term is an infinite
dimensional linear combination of ¢/’ (|n|r)~'dr A @2.1.

The obstruction comes from inverting the error term in some sense. Using Fourier
series with respect to the first S! factor, M. is S!-invariant. On the other hand, even
though M_ is S'-invariant with respect to the second S' factor, the deviation of M_
from being S!-invariant with respect to the first S! factor decays exponentially. More-
over, the decay rate for the ¢/ factor is O (e~""I*-). The leading term is the n = =+1
case. So the leading obstruction term is a linear combination of cos or~tdr a ¢2.1 and
sin@r~'dr A ¢5.1. By rescaling and changing @ by a constant, the leading obstruction
term is sin Or ~dr A ?2.1.
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Remark that the Calabi—Yau metric on the deformation C¢ of C is asymptotically
conical with leading error term er ~'dr A ¢2.1 [19], so roughly speaking, the obstruc-
tion will be resolved if each slice {8} x C of S! x C is deformed to Cgpp. It is an
analogue to the construction of Li [46]. There are singularities near = 0 and 6 = .
Topologically, when 6 = 0 or = 7, the slice is C(S? x S*). The other slices are
B3 x S3. The total space is C(S? x S*) near & = 0 or @ = 7. In other words, there
are strong evidences that the nodal singularity along S! should be replaced by two
isolated conical singularities with model C (S x S?). Such problem will be left for
future studies.

Remark that the main tool of Li’s construction [46] is Yau’s solution [64] of the
Calabi conjecture and its non-compact generalizations by Tian-Yau [62] and Hein
[35]. In the G, case, the analogue of Yau’s theorem is not available, so one has to
instead find extra structures to reduce the dimension.
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