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Abstract We consider a quantum graph as a model of graphene in magnetic
fields and give a complete analysis of the spectrum, for all constant fluxes.
In particular, we show that if the reduced magnetic flux ®/2m through a
honeycomb is irrational, the continuous spectrum is an unbounded Cantor
set of Lebesgue measure zero.

1 Introduction

Graphene is a two-dimensional material that consists of carbon atoms at the
vertices of a hexagonal lattice. Its experimental discovery, unusual properties,
and applications led to a lot of attention in physics, see e.g. [44]. Electronic
properties of graphene have been extensively studied rigorously in the absence
of magnetic fields [20-22,39].
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Magnetic properties of graphene have also attracted strong interest in
physics (e.g. [27,55]). The purpose of this paper is to provide for the first
time an analysis of the spectrum of honeycomb structures in magnetic fields
with constant flux.

The fact that magnetic electron spectra have fractal structures was first pre-
dicted by Azbel [3] and then numerically observed by Hofstadter [31], for the
Harper’s model. The scattering plot of the electron spectrum as a function of
the magnetic flux is nowadays known as Hofstadter’s butterfly. Verifying such
results experimentally has been restricted for a long time due to the extraor-
dinarily strong magnetic fields required. Only recently, self-similar structures
in the electron spectrum in graphene have been observed [15,17,23,25].

With this work, we provide a rigorous foundation for self-similarity by
showing that for irrational fluxes, the electron spectrum of a model of graphene
is a Cantor set. We say A is a Cantor set if it is closed, nowhere dense and has
no isolated points (so compactness not required). The Schrodinger operator
H?B we study, see (3.7), is defined on a metric honeycomb graph' and is a
direct sum, over all edges ¢ of the graph, of Schrddinger operators

HE = (—id, — A5 + V5

with magnetic potential Az, describing a constant magnetic field, and potential
Vz € L?(¢). We write 0®,02 ., 02 for the (continuous, essential) spectra of

H?% and set HP to be the Dirichlet operator (no magnetic field) defined in
(2.14) (2.11), and denote by o (HP) its spectrum. Let ag) be the collection of

eigenvalues of HZ. Then we have the following description of the topological
structure and point/continuous decomposition of the spectrum

Theorem 1 For any symmetric Kato-Rellich potential Vs € L*(¢) we have

(1) o® = oeqs)s,

@) of = a(HP),
(3) o2, is

e a Cantor set of measure zero for ® ¢ 27 Q,

e a countable union of disjoint intervals for ® € 27 Q,
4) oy Nog, =0 for® ¢ 277,

(5) the Hausdorff dimension dimg (o ®) < 1/2 for generic* ®.

Thus for irrational flux, the spectrum is a zero measure Cantor set plus a
countable collection of flux-independent isolated eigenvalues, each of infinite

1 Schrodinger operators defined on metric graphs are also called quantum graphs.

2 In this paper, “generic” refers to a dense Gg set. Recently, a stronger continuity of spectra
statement was proved in [33], which combined with Lemma 4.3 allowed the authors to extend
the Hausdorff dimension statement to all irrational ®.
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Cantor spectrum of graphene in magnetic fields 981

multiplicity, while for rational flux the Cantor set is replaced by a countable
union of intervals.
Furthermore, we can also describe the spectral decomposition of H 5.

Theorem 2 For any symmetric Kato-Rellich potential Vs € L?(¢) we have

(1) For @ ¢ 2w Q, the spectrum on oc(gm is purely singular continuous.

(2) For ® € 2 Q, the spectrum on O'Cd;m is absolutely continuous.

Of course our results only describe the quantum graph model of graphene in
a magnetic field, which is both single-electron and high contrast. In particular,
we believe that the isolated eigenvalues are unphysical, being an artifact of
the graph model which does not allow something similar to actual Coulomb
potentials close to the carbon atoms or dissolving of eigenstates supported
on edges in the bulk. However, there are reasons to expect that continuous
spectrum of the quantum graph operator (thus the Cantor set described in this
paper) does adequately capture the experimental properties of graphene in the
magnetic field [14]. In particular, certain properties of the density of states of
our model (which starts from actual differential operator and is exact in every
step) better correspond to the experimental observations [24] than those of the
commonly used tight-binding model [4]. We refer the reader to [13,14] for
detail. Finally, our analysis provides full description of the spectrum of the
tight-binding Hamiltonian as well. Moreover, the applicability of our model
is certainly not limited to graphene.

Earlier work showing Cantor spectrum on quantum graphs with magnetic
fields, e.g. for the square lattice [11] and magnetic chains studied in [19],
has been mostly limited to applications of the Cantor spectrum of the almost
Mathieu operator [5,45]. On the honeycomb graph, we can no longer resort to
this operator. The discrete operator is then matrix-valued and can be further
reduced to a one-dimensional discrete quasiperiodic operator using super-
symmetry. The resulting discrete operator is a singular Jacobi matrix* Cantor
spectrum (in fact, a stronger, dry ten martini type statement) for Jacobi matri-
ces of this type has been studied in the framework of the extended Harper’s
model [29]. However, the method of [29] that goes back to that of [6] relies
on (almost) reducibility, and thus in particular is not applicable in absence of
(dual) absolutely continuous spectrum which is prevented by singularity. Sim-
ilarly, the method of [5] breaks down in presence of singularity in the Jacobi
matrix as well. Instead, we present a novel way that exploits singularity rather
than circumvents it by showing that the singularity leads to vanishing of the
measure of the spectrum, and thus Cantor structure and singular continuity,

3 A Jacobi matrix is called singular if its off-diagonal entries are not bounded away from zero.
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once (4) of Theorem 1 is established.* Our method applies also to proving
zero measure Cantor spectrum of the extended Harper’s model whenever the
corresponding Jacobi matrix is singular and either the Lyapunov exponent is
zero on the spectrum or one can estimate the measure of the spectrum for
the rational frequency. The latter is also useful for estimating the Hausdorff
dimension and was only available previously for the almost Mathieu opera-
tor [9,42] with, in particular, the method of [9] extendable only to situations
when measure of the spectrum is not zero, and the method of [42] very almost
Mathieu specific. Here we develop a novel method, that applies to general
singular Jacobi matrices (see e.g. Lemma 6.8) for which one can establish a
Chambers-type formula.

As mentioned, our first step is a reduction to a matrix-valued tight-binding
hexagonal model. This leads to an operator Q 5 defined in (4.1). This operator
has been studied before for the case of rational magnetic flux (see [28] and
references therein). Our analysis gives complete spectral description for this
operator as well.

Theorem 3 The spectrum of Q A (P) is

e a finite union of intervals and purely absolutely continuous for ® /2w =
p/q, which is a reduced rational number, with the following measure esti-
mate

C
lo(QA (D)) < —,
N
where C > 0 is an absolute constant.

e singular continuous and a zero measure Cantor set for ® ¢ 2w Q,
e a set of Hausdorff dimension dimg (o (Q (P))) < 1/2 for generic5 D.

Remfl/ri 1 We will show that the constant C in the first item can be bounded
84/61

The theory of magnetic Schrodinger operators on graphs can be found in [41].
The effective one-particle graph model for graphene without magnetic fields
was introduced in [39]. After incorporating a magnetic field according to [41]
in the model of [39], the reduction of differential operators on the graph to
a discrete tight-binding operator can be done using Krein’s extension theory
for general self-adjoint operators on Hilbert spaces. This technique has been
introduced in [46] for magnetic quantum graphs on the square lattice. The

4 We note that singular continuity of the spectrum of critical extended Harper’s model (including
for parameters leading to singularity in the corresponding Jacobi matrix) has been proved
recently in [7,30] without establishing the Cantor nature.

5 See Footnote 2.
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Cantor spectrum of graphene in magnetic fields 983

quantum graph nature of the differential operators causes, besides the contri-
bution of the tight-binding operator to the continuous spectrum, a contribution
to the point spectrum that consists of Dirichlet eigenfunctions vanishing at
every vertex.

In this paper we develop the corresponding reduction for the hexagonal
structure and derive spectral conclusions in a way that allows easy general-
ization to other planar graphs spanned by two basis vectors. In particular, our
techniques should be applicable to study quantum graphs on the triangular
lattice, which will be pursued elsewhere.

One of the striking properties of graphene is the presence of a linear disper-
sion relation which leads to the formation of conical structures of the dispersion
surfaces in the Brillouin zone, see Fig. 5. The points where the cones match
are called Dirac points to account for the special dispersion relation. We use
a spectral equivalence between the magnetic Schrodinger operators on the
graph and tight-binding operators that is based on Krein’s theory in a ver-
sion introduced in [47,48]. In particular, the bands of the graph model always
touch at the Dirac points and are shown to have open gaps at the band edges
of the associated Hill operator if the magnetic flux is non-trivial. We obtain
the preceding results by first proving a bound on the operator norm of the
tight-binding operator and analytic perturbation theory.

In [39] it was shown that the Dirichlet contribution to the spectrum in the
non-magnetic case is generated by compactly supported eigenfunctions and
that this is the only contribution to the point spectrum of the Schrodinger
operator on the graph. We extend this result to magnetic Schrodinger operators
on hexagonal graphs. Let H),), be the pure point subspace accociated with H B,
Then

Theorem 4 For any ®, H,, is spanned by compactly supported eigenfunc-
tions (in fact, by double hexagonal states).

While for the rational @ the proof is based on ideas similar to those of [39],
for the irrational ® we no longer have an underlying periodicity thus cannot
use the arguments of [36]. After showing that there are double hexagonal
state eigenfunctions for each Dirichlet eigenvalue, it remains to show their
completeness. While there are various ways to show that all £! (in a suitable
sense) eigenfunctions are in the closure of the span of double hexagonal states,
the £2 condition is more elusive. Bridging the gap between £! and £2 has been
a known difficult problem in several other scenarios [1,7,10,32]. Here we
achieve this by constructing, for each ®, an operator that would have all slowly
decaying ¢° eigenfunctions in its kernel and showing its invertibility. This is
done using constructive arguments and properties of holomorphic families of
operators. We note that, to the best of our knowledge, Theorem 4 is the first
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984 S. Becker et al.

result of this sort in absence of periodicity, and our way of bridging the gap
between £! and £? is also a novel argument.

1.1 Outline

Section 2 serves as background, in particular it reviews results on the honey-
comb quantum graph model without magnetic fields. In Sect. 3, we introduce
the magnetic Schrodinger operator H2 show that this one is unitarily equiva-
lent to a non-magnetic Schrodinger operator A2 with magnetic contributions
moved into the boundary conditions. In Sect. 4, we present several key ingre-
dients of the proofs of the main theorems: Lemmas 4.1-4.4. Lemma 4.1
involves a further reduction from A® to a two-dimensional tight-binding
Hamiltonian Q4 (®), and Lemmas 4.2-4.4 reveal the topological structure
of o (Q A (D)) (thus proving the topological part of Theorem 3). The proofs
of Lemmas 4.1-4.4 are given is Sects. 5, 6 and 7. Section 8 is devoted to a
complete spectral analysis of H 2, thus proving Theorem 1, with the analysis
of Dirichlet spectrum in Sect. 8.2, where, in particular, we prove Theorem 4;
absolutely continuous spectrum for rational flux in Sect. 8.3, singular con-
tinuous spectrum for irrational flux in Sect. 8.4 (thus proving Theorem 2).
Since most of the proofs for different parts of Theorems 1-4 are distributed
throughout the paper, we give an index to them, for the reader’s convenience
in Sect. 8.5.

2 Preliminaries
2.1 Notation

Given a graph G, we denote the set of edges of G by £(G), the set of vertices
by V(G), and the set of edges adjacent to a vertex v € V(G) by £,(G).

For an operator H, let o (H) be its spectrum and p (H) be the resolvent set.

The space cqp is the space of all infinite sequences with only finitely many
non-zero terms (finitely supported sequences). We denote by Q! (R?) the vector
space of all i-covectors or differential forms of degree i on R.

For a set U C R, let |U| be its Lebesgue measure. We define T :=
R?/27xZ)? and T := T} := R/Z.
List of main symbols used in this article.

e rg and r; are the vertices of the fundamental cell (2.1).
e f, g, h are the vectors of the fundamental cell (2.2).

o Wy = {f, g, h, 1o, rl} is the fundamental cell.

° l;l, l;z are the basis vectors of the lattice (2.3).
e A is the metric honeycomb graph (2.4).
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Cantor spectrum of graphene in magnetic fields 985

[v], [€] denotes the translate of a vertex v or edge ¢ into the fundamental
cell (2.5).

v = (y1, 2, [v]), € = (y1, 2, [€]) are defined in the paragraph below
(2.5).

i, t map edges to their respective initial and terminal vertex (2.6).

k3 is the chart defined in (2.9).

‘H" are the Sobolev spaces (2.10).

Hj is the maximal Schrédinger operator on an edge € (2.11).

V is the potential as defined in (2.12).

HP is the Schrodinger operator with Dirichlet boundary conditions (2.14).
H is the Schrédinger operator without magnetic field (2.16).

T)ft are lattice translations (2.17).

H (k) are non-magnetic Schrodinger operators satisfying Floquet boundary
conditions (2.21).

Y1, Y2 are solutions to the boundary value problem stated in (2.23).
n(A) is introduced below (2.25).

¢).¢ and s, ; are defined in (2.27).

Hill potential Vi and Hill operator Hy;py are defined in (2.33) and (2.34).
A(}) is the Floquet discriminant defined in (2.37).

Hop € L(*(Z)) is the Jacobi operator defined in (2.41), with spectrum

Yppand X := UGGT] 29.0.

e O is the set of zeros of ¢(#) as defined in Sect. 2.3.1.

At Aﬁ, A* and are the transfer, n-step transfer, and normalized transfer
matrix defined in (2.42), (2.43), and (2.46).

e D" and D% are derived from transfer matrices in (2.49).
e L(X\, ®) is the Lyapunov exponent defined in (2.44).
e Vector potential A, integrated vector potential 8, and flux @ are defined in

(3.1) and (3.2).

H?% is the Schrodinger operator introduced in (3.7)

AP is the Schrodinger operator introduced in (3.14).

0 A (D) is the tight-binding operator stated in (4.1).

70 and 1 are discrete magnetic translation operators defined in (4.2).

y (A) is defined in (7.8), M (A, ®) is given in (7.9), K, is defined in (7.10).
Tf are magnetic translation defined in (8.1).

2.2 Hexagonal quantum graphs

This subsection is devoted to reviewing hexagonal quantum graphs without
magnetic fields. The readers could refer to [39] for details. We include some
material here that serves as a preparation for the study of quantum graphs with
magnetic fields in Sect. 3.
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986 S. Becker et al.

A model for effective one electron behavior in graphene is given by a hexago-
nal graph with Schroédinger operators defined on each edge [39]. The hexagonal
graph A is obtained by translating its fundamental cell Wy, the red colored
part of Fig. 1, consisting of vertices

ro :=(0,0) and ry := (%, ?) (2.1)
and edges
f = conv ({ro, r1}) \ {ro. r1},
g := conv ({rg, (= 1,0)}) \{ro, (—1,0)}, and
2.2)

iyl

ol () 20

along the basis vectors of the lattice. The basis vectors are

by = (§ ﬁ) and by = (0, ﬁ) (2.3)

272

and so the hexagonal graph A C R? is given by the range of a Z>-action on
the fundamental domain Wy

A = {xeRZ: x=y151—|—y2132—|—yf0ryeZzandyeWA}. 2.4)

The fundamental domain of the dual lattice can be identified with the dual
2-torus T7.

For any vertex v € V(A), we denote by [v] € V(W,) the unique vertex, ro
or rq, for which there is y € 77 such that

v = y1by + yaby + [v]. (2.5)

We will occasionally denote v by (y1, y2, [v]) to emphasize the location of
v. We also introduce a similar notation for edges. For an edge ¢ € £(A), we
will sometimes denote it by (y1, 2, [€]). Finally, for any x € A, we will also
denote its unique preimage in W, by [x].6

We can orient the edges in terms of initial and terminal maps

i:E(A) = V(A)andt : E(A) - V(N) (2.6)

6 So that y in (2.4)=[x].
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Cantor spectrum of graphene in magnetic fields 987

Fig. 1 The fundamental cell Wy, colored in red and including points rq, 1, and lattice basis
vectors of A (color figure online)

where i and r map edges to their initial and terminal ends respectively. It
suffices to specify the orientation on the edges of the fundamental domain Wy
to obtain an oriented graph A

i(f)=i(@ =i(h) =ro,

; ) . 3 3 2.7)
t(f)=ry, t(g) =r1—by, andt(h) =ry — by.

For arbitrary ¢ € £(A), we then just extend those maps by
i(@) = y1b1 + yaby + i([€]) and £ (@) 1= y1b1 + yaba + 1([E]).  (2.8)

Leti(A) = {v € V(A) : v = i(e) for some ¢ € £(A)} be the collection of
initial vertices, and 1 (A) = {v € V(A) : v = t(¢) for some é € £(A)} be the
collection of terminal ones. It should be noted that based on our orientation,
V(A) is a disjoint union of i (A) and 7 (A).

Every edge ¢ € £(A) is of length one and thus has a canonical chart

kz:e— (0,1),
(i(e)x +1t(e)(l —x)) > x (2.9)
that allows us to define function spaces and operators on ¢ and finally on the

entire graph. For n € Ny, the Sobolev space H" (£ (A)) on A is the Hilbert
space direct sum
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988 S. Becker et al.

Fig. 2 The potential is the
same on all edges and
symmetric with respect to
the centre of the edge

H'(EWN) = P H'@). (2.10)

ecE(N)

On every edge ¢ € E(A) we define the maximal Schrodinger operator

H; : H*(@) C L*@) — L*(@)

b 2.11)
Hers = — Yz + Ve

with Kato-Rellich potential V; € L?(¢) that is the same on every edge and
even with respect to the center of the edge, see Fig. 2. Let

V() = Va((ka) ™ (1)) (2.12)
Then
V)=V —1). (2.13)
One self-adjoint restriction of (2.11) is the Dirichlet operator

HP = @ (M@ NH @) C LAEA) — LAE (M)
ee&(N) (2.14)

(HPY); == Hzys;,

where H(l) (€) is the closure of compactly supported smooth functions in 7! (¢).
The Hamiltonian we will use to model the graphene without magnetic fields is
the self-adjoint [36] operator H on A with Neuman type boundary conditions
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Cantor spectrum of graphene in magnetic fields 989

D(H) := {w = (Y3) € H*(E(A)) : forall v € V(A), ¥z, (v)

=) ifér, 62 € Eu(A)  (2.15)

and Y~ wg(v)zo}

ee&y(N)
and defined by
H :D(H) C L*(E(A)) — L*(E(A))
(HY)z == Hzz.
Remark 2 The self-adjointness of H will also follow from the self-adjointness

of the more general family of magnetic Schrodinger operators that is obtained
in Sec. 7.

(2.16)

Remark 3 The orientation is chosen so that all edges at any vertex are either
all incoming or outgoing. Thus, there is no need to distinguish those situations
in terms of a directional derivative in the boundary conditions (2.15).

2.2.1 Floquet—Bloch decomposition
Operator H commutes with the standard lattice translations

T,' :LX(E(A) — LA (E(N))

R R (2.17)

[ fC—=yibi — yabo)
for any y € Z?. In terms of those, we define the Floquet—Bloch transform for
x € E(Wp) and k € T first on function f € C.(E(A))

Uk, x) =Y (T} e ®?) (2.18)

yeZ?

and then extend it to a unitary map U € L(L?(E(A)), L2(T§ x E(Wy))) with
inverse dk

(U_l(p)(x) = ‘/‘H‘* o(k, [x])e—i(y,k)

2

where [x] € £(W,) is the unique pre-image of x in Wa,and y € 72 is defined
by x = y1b1 + y2bs + [x].
Then standard Floquet—Bloch theory implies that there is a direct integral

representation of H

® dk
UHU ! = H (k)

— 2.20
w5 Qn)? 220
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1 =~

\s ;
0871 \, ==C,=8, Uya
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\\
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\
A Y
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Fig. 3 For zero potential, we illustrate functions (2.23) and (2.27) for A = 16

in terms of self-adjoint operators H (k)

H(k): D(H(k)) C L*(E(Wa)) — L*(E(Wy))

2.21)
(H(k)Y)z == (Hzyrz)

on the fundamental domain W, with Floquet boundary conditions

D(H (k)) := {vf € H(E(Wp)) : ¥ 7(ro) = Yg(ro) = ¥;(ro) and
Y. Vo) =0,
eery(A)

as well as Y z(r1) = €' yz(ry = br) = €2 y(n — bo)

and Y/x(r1) + €M1y (r = b)) + Ry = b2 = 0.

(2.22)

Fix an edge ¢ € £(A) and A ¢ o (HP). There are linearly independent

H?(€)-solutions Y1,z and ¥, 7 ; to the equation Hzy; = Az with the fol-
lowing boundary condition (Fig. 3)

Vi1e@(@) =1, Yy 1:(t(€) =0,
Vi26(i(€) =0, and ¥y 2:(t() = 1. (2.23)

Any eigenfunction to operators H (k), with eigenvalues away from o (H?),
can therefore be written in terms of thosefunctions for constants a, b € C
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Cantor spectrum of graphene in magnetic fields 991

a WA’L}F +0b ‘kk,z,f along edge f
Vi=qa¥;+ e hip V50,5 along edge g (2.24)
ay, 15+ e tk2p v, »j along edgeﬁ

with the continuity conditions of (2.22) being already incorporated in the
representation of 1. Imposing the conditions stated on the derivatives in (2.22)
shows that i is non-trivial (a, b not both equal to zero) and therefore an
eigenfunction with eigenvalue A € R to H (k) iff

n(/\)2=| ¢ 5 i (2.25)

. V0@
with T]()\,) = W

By noticing that the range of the function on the right-hand side of (2.25) is
[0, 1], the following spectral characterization is obtained [39, Theorem 3.6].

well-defined away from the Dirichlet spectrum.

Theorem 5 As a set, the spectrum of H away from the Dirichlet spectrum is
given by
o(H)\o(HP) = {h eR: [n(W)] < 1} \o(HP). (2.26)

2.2.2 Dirichlet-to-Neuman map

Fix an edge ¢ € £(A). Let C)..%, S)..¢>» which for Vz = 0 reduce to just ¢; ; =
cos(+/Ae) and She = sin(v/Ae)/+/A, be solutions to Hzy; = Ay; with the
following boundary condition

¢.:((@) 5,:i0@)\ (1 0
(Ci,z(i(g))Si,g(i(Z)))_(o 1)- (2.27)

We point out that ¢, (¢) := C;\,g(lcg_l(t)) and s, (1) = s;hg(/cg_l(t)) are
independent of €. They are clearly solutions to — ¥” + V¢ = Ay on (0, 1),
with ¢, (0) = 1,¢,(0) = 0,5,(0) = 0,5;(0) = 1, where V is defined in
(2.12).

Then for A ¢ o (HP), namely when s;(1) # 0, any H?(é)-solution Yoz
can be written as a linear combination of ¢; z, 5; ;

Vi e(t(@) — Y z(i(€)en(l)
sx (1)

Vie(x) = 53,60+ 20 (€)cs z(x). (2.28)
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992 S. Becker et al.

The Dirichlet-to-Neuman map is defined by

1 —an(1) 1
m) = 5D < 1 _Si(l)> (2.29)
with the property that for v, ; as in (2.28), one has
v @) V3.2(i (€)
(— vl (Z))) =m (w,;a@») | (230)

For the second component, the constancy of the Wronskian is used. Since V (¢)
is assumed to be even, the intuitive relation

e() = s3(1) (2.31)

remains also true for non-zero potentials.
For A ¢ o (HP), by expressing c; (1) in terms of Vi.1.2and ¥y 2 z, it follows
immediately that
n) = s;(1). (2.32)

2.2.3 Relation to Hill operators

Using the potential V (¢) (2.12), we define the Z-periodic Hill potential Vi €
L (R).
Vain(t) := V(¢ (mod 1)), (2.33)

fort € R. The associated self-adjoint Hill operator on the real line is given by

Hyin : H2(R) € L*(R) — L*(R)

. . ) . (2.34)
Huiny == — ¢~ + Vany.

Then c;, s, € H2(0, 1), extending naturally to ’leoc (R), become solutions to
Hyinyy = 1. (2.35)

The monodromy matrix associated with Hyp is the matrix valued function

(o) (1)
o) = (c;(l) Si(l)) (2.36)

and depends by standard ODE theory holomorphically on A. Its normalized

trace N
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Band spectrum , Spectral gap

1.0 ;
0.5;
[ i . L E
i = Energy
—0.5;
[ Floquet discriminant

-1.0 —

Dirichlet
spectrum

Fig. 4 The Floquet discriminant for a Mathieu potential V () = 4 cos(6¢). Energies in shaded
regions are inside the band spectrum. Dirichlet eigenvalues are located at the band edges

is called the Hill (aka Floquet) discriminant. In the simplest case when Vi =
0, the Floquet discriminant is just A(A) = cos («/X) for A > 0.
By the well-known spectral decomposition of periodic differential opera-

tors on the line [49], the spectrum of the Hill operator is purely absolutely
continuous and satisfies

o

o (Hyin) = (A € R: [AQ)] < 1) = | Jlow, Bu] (2.38)

n=1

where B, := [«y, B,] denotes the n-th Hill band with 8, < «,+;. We have

Almt(B,,)()‘) 7& 0.
Putting (2.32) and (2.37) together, we get the following relation

AW =n), fora ¢ o(HP), (2.39)

that connects the Hill spectrum with the spectrum of the graphene Hamiltonian.

Also, if A € o (HP), then by the symmetry of the potential, the Dirichlet
eigenfunction are either even or odd with respect to % Thus, Dirichlet eigen-
values can only be located at the edges of the Hill bands, see Fig. 4. Namely,

AN ==+1, forr € o(HP). (2.40)
2.2.4 Spectral decomposition
The singular continuous spectrum of H is empty by the direct integral decom-

position (2.20) [26]. Due to Thomas [51] there is the characterization, stated
also in [37, Corollary 6.11], of the pure point spectrum of fibered operators:
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1.5 -

2.5 -

nergy

. Dirac|point—, = Dirac point
-3.5

-4.5 -

kO 2 2 °

Fig. 5 The first two bands of the Schrodinger operator on the graph with Mathieu potential
V(t) = 20cos(2rt) and no magnetic field showing the characteristic conical Dirac points
where the two differently colored bands touch. The two bands are differently colored

A is in the pure point spectrum iff the set {k € T5; 1;(k) = A} has pos-
itive measure where A (k) is the j-th eigenvalue of H (k). Away from the
Dirichlet spectrum, the condition R 3 A = 4;(k) is by (2.25) equivalent to

1 iky iko 2 . X
A2 = %. Yet, the level-sets of this function are of measure zero.

The spectrum of H away from the Dirichlet spectrum is therefore purely abso-
lutely continuous. The Dirichlet spectrum coincides with the point spectrum
of H and is spanned by so-called loop states that consist of six Dirichlet eigen-
functions wrapped around each hexagon of the lattice [39, Theorem 3.6(v)].
Hence, the spectral decomposition in the case without magnetic field is given
by

Theorem 6 The spectra of o (H) and o (Hyjy) coincide as sets. Aside from the
Dirichlet contribution to the spectrum, H has absolutely continuous spectrum
as in Fig. 5 with conical cusps at the points (Dirac points) where two bands
on each Hill band meet. The Dirichlet spectrum is contained in the spectrum
of H, is spanned by loop states supported on single hexagons, and is thus
infinitely degenerated.
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2.3 One-dimensional quasi-periodic Jacobi matrices

The proof of the main Theorems will involve the study of a one-dimensional
quasi-periodic Jacobi matrix. We include several general facts that will be
useful.

Let Hp g € L(I>(Z)) be a quasi-periodic Jacobi matrix, that is given by

0] )
(Hopu)y =c|lO0+m— ) upy1+c|O0+m—1)— Jup—1
2 27

P
+v (9 + m—) Up. (2.41)
21

Let ¥¢ 9 := 0(Hg ) be the spectrum of Hp g and Yo = UeeTl Yopg. It
is a well known result that for irrational %, the set X¢ ¢ is independent of 6,

thus ¥¢ 9 = Xg. It is also well known that, for any ®, X4 has no isolated
points.”

2.3.1 Transfer matrix and Lyapunov exponent

We assume that ¢(0) has finitely many zeros (counting multiplicity), and label

them as 61,62, ...,6,.8 Let ©® := U;’?:I Ukez, {Gj + k%}, in particular if
% € Q, then O is a finite set in T.

For 6 ¢ ©, the eigenvalue equation He gu = Au has the following dynam-

ical reformulation:
Unt1) _ 42 (g +n2 Up
Up 27 Up—1)’

GL(2,C) 5 A*(0) = % (k z(;)(e) “"(90‘ b )) (2.42)

where

is called the transfer matrix. Let
) ) @ A LAY
ALO)=A"O0+(nn—1)—)--- A" (O + —)A"(0) (2.43)
2 2w

be the n-step transfer matrix.

7 For rational % and singular Hg g, X ¢ ¢ may consist of infinitely degenerate isolated eigen-

values, if ¢ vanishes somewhere on the orbit of rotation of 6 by %.

—2mif

8 In our concrete model, c@) =1+e , see (5.4), hence has a single zero 61 = 1/2.
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We define the Lyapunov exponent of He ¢ at energy A as
1
L, ®) := lim —/ log ||Aﬁ(9)|| de. (2.44)
n—oon T,

By a trivial bound || A |> > | det A|, which comes from the fact Aisa2 x 2
matrix, we get

o1 / lc(0 — )I
L, ®)> lim — log do = 0. (2.45)
n—o0 2n Jr, lc® + (n — 1)52]|

2.3.2 Normalized transfer matrix

Let |c(8)| =/ c(8)c(8). We introduce the normalized transfer matrix:

[
SL(2.R) 3 A*(9) = ! ()» —v(6) —]e(6 - m)
)

0 0
Jle@lle@ — 2y \ 1O
3 (2.46)
and the n-step normalized transfer matrix Aﬁ ).
The following connection between A* and A is clear:
1
o c(®) Loy, (V.0
A"(0) = — |y @ A*(0) c(0—2) . (2.47)
\/ c@)lc@ — ) \" Te@ -9
When 2 7 1s rational, (2.47) yields
q-1 J
i J 0 cO+Jjg) A
tr(Az () = - I tr(Az(0)). (2.48)
1920 1c® + &)
Let
[
D*(9) = c(0)A*@) = * ~ V) =0 = 37) (2.49)
c() 0
and D}(0) = D*(0 + (n — 1)52) - - - D*(0 4 5=) D*(0). Then when 5> = g
is rational, (2.48) becomes
. (DX (0
tr(A}(6)) = (D ®)) . (2.50)

-1 .
[1520 le@ + /5]

@ Springer



Cantor spectrum of graphene in magnetic fields 997

Note that although Aﬁ(@) is not well-defined for 6 € ©, Dﬁ(@) is always
well-defined.

3 Magnetic Hamiltonians on quantum graphs
3.1 Magnetic potential

Given a vector potential A(x) = A(x1, x2) dx1 4+ A2(x1, x2) dx € QI(RZ),
the scalar potential A; € C™(¢) along edges ¢ € £(A) is obtained by eval-
uating the form A on the graph along the vector field generated by edges
[€] € E(Wa)

Az(x) := A(x) ([e]191 + [e]202) - (3.1)

The integrated vector potentials are defined as 8z := f ; Ag(x)dx for e c E(N).

Assumption 1 The magnetic flux ® through each hexagon O of the lattice

P ::/ dA (3.2)
O

is assumed to be constant.
Let us mention that the assumption above is equivalent to the following equa-
tion, in terms of the integrated vector potentials

’3)/1,}/2,f - ﬁy1,y2+1,ii + ﬁV17V2+17§ - ﬁylfl,y2+1,_)? + ﬂylfl,szrl,ﬁ - /3}/17)’2;§
— @, (3.3)
for any y1, y» € Z.

Example 1 The vector potential A € Q' (R?) of a homogeneous magnetic
field B € Q%(R?)
B(x) = By dx) Adxa 34

can be chosen as
A(x) := Box1 dx». 3.5

This scalar potential is invariant under Z;Z—translations. The integrated vector
potentials 8z are given by

P 1
I 5 (Vl + 6>’ Brippg =0 andg . z=-p, . 7 (3.0)

where, in this case, the magnetic flux through each hexagon is ® =
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3.2 Magnetic differential operator and modified Peierls’ substitution

In terms of the magnetic differential operator (D8v); := —i 1//é — Azyrz, the
Schrodinger operator modeling graphene in a magnetic field reads

HE® . DHP) c L*(E(A)) = LA(E(N))

3.7
(HBY)z := (DPDBy); + Vays, G

and is defined on

D(H") := {lﬁ € HA(E(N)) : ¥z, (v) = Y5, (v) for any &1, é € E(A)

and Y (D%)g (v) = 0}.

ecEy(N)
(3.8)
Let us first introduce a unitary operator U on L2(E(A)), defined as
Uy = Snn¥pme foré=f. g h, (3.9)

the factors ¢y, ,, are defined as follows. First, choose a path p(-) : N — y/
connecting (0, 0) to (y1, y») with

p(0) =(0,0) and p(ly1l + ly2D) = (1, v2). (3.10)

Note that (3.10) implies that both components of p(-) are monotonic functions.
Then we define ¢, ,, recursively through the following relations along p(-):

o0 =1,
ip P —iBy 41,13
Cni+lpy =6 nrt e 8()’1,7/2’ (3.11)
_ ip 7 —ip 1.h —i®y
Cyp a1 = € V172) vt SVRVS

Due to (3.3), it is easily seen that the definition of ¢, ,, is independent of the
choice of p(-), hence is well-defined.
The unitary Peierls’ substitution® is the multiplication operator

P :L*(E(A)) —> LY*E(A))

(V) = ((2 SXx eifi<é)_>x AE(S)dS> wg) ’ (3.12)

9 This transform is also known as minimal coupling.
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where i(¢) — x denotes the straight line connecting i(¢) with x € e. It
reduces the magnetic Schrodinger operator to non-magnetic ones with mag-
netic contribution moved into boundary condition, with multiplicative factors
at terminal edges given by ¢'f.

We will define a modified Peierls’ substitution that allows us to reduce the
number of non-trivial multiplicative factors to one, by taking

P = PU. (3.13)

It transforms H 5 into
d? - -
AB == e + Vs =P 'HEP. (3.14)

The domain of A2 is

D(AB) = {w € H*(E(A)) = any &y, &2 € E(A) with i (¢)) = i(é2) = v satisfy
Yz, (v) =Yg, (v) and Z wé(v) = 0; whilst at edges for which
i(@)=v
1@) = 1@) = v, Py, () = P2y, (v) and

3 eyl = o},

tee)=v
(3.15)
where

Brmi=8B, ,f=0ad g  o=—>oy. (3.16)

>

Thus, the problem reduces to the study of non-magnetic Schrodinger oper-
ators with magnetic contributions moved into the boundary conditions.
Observe that the magnetic Dirichlet operator

HP?P o @D (Hp@) NH* @) C LAE(N) — LA(E(A))
ecE(N) 3.17)

(HPBy); .= (DEDBy); + Vi

is by the (modified) Peierls’ substitution unitary equivalent to the Dirichlet
operator without magnetic field

HP = p~'HPBp = p~1gPBp, (3.18)
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Consequently, the spectrum of the Dirichlet operator H” is invariant under
perturbations by the magnetic field.

4 Main lemmas

First, let us introduce the following two-dimensional tight-binding Hamilto-
nian

(4.1)

0 l+194+ 1
(1 + 7+ 1)* 0

1
OA (D) := g <

with translation operators 7g, 71 € £(12(ZZ; C)) which for y € Z? and u €
12(Z?*; C) are defined as

(T0(U)) yyyy 2= Uy —1,y, AN (T1(1)) = e_icpylum,yz—l- (4.2)

The following lemma connects the spectrum of H B with o (Q ). We have

Lemma 4.1 Let A()\) be the Hill discriminant defined in (2.37). A number
A € p(HP) lies in o (HB) iff A(V) € o(Qa(D)). Such A is in the point
spectrum of HE iff A(L) € 0,(Q A (D).

Remark 4 We will show in Lemma 5.2 that o, (Q A (®)) is empty, thus H B
has no point spectrum away from o (H?).

Lemma 4.2 below shows o (Q A (®)) is a zero-measure Cantor set for irra-
tional flux %, Lemma 4.3 gives a measure estimate for rational flux, and
Lemma 4.4 provides an upper bound on the Hausdorff dimension of the spec-
trum of QA (®P). These three lemmas prove the topological structure part of
Theorem 3.

Lemma 4.2 For % € R\Q, a(QA (D)) is a zero-measure Cantor set.
Lemma 4.3 If % = g is a reduced rational number, then o (Q (D)) is a

finite union of intervals, with measure estimate

861
lo(QA (D)) < N

Lemma 4.4 For generic ®, the Hausdorff dimension of o (Q A (®)) is < %

5 Reduction of Q4 (®) to a one-dimensional Jacobi matrix
5.1 Symmetric property of O\

Lemma 5.1 The spectrum of Q a has the following properties:
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(1) o (QA (D)) is symmetric with respect to 0.
(2) 0 € o (QA(P)).

Proof (1). Conjugating Q4 in (4.1) by

Q= (_Oid i%) (5.1)

shows that o (Q 5 (®)) is symmetric with respect to 0 [40, Prop. 3.5].
(2). If we view QA () as an operator-valued function of the flux &, then

D = (QA(P)x, y), (5.2)

for x, y € cqp arbitrary, is analytic and O, therefore is a bounded analytic
map. If there was &g /27 € R\Q where Q5 (Pg) was invertible, then Q 5 (D)
would also be invertible in a sufficiently small neighborhood of ®( (e.g. [38,
Ch.7.1]). Yet, in [28, Prop.4.1] it has been shown that for rational /2,
0 € 0(QA(P)). Thus, by density 0 € o (Q (D)), independent of ® € R. O

5.2 Reduction to the one-dimensional Hamiltonian

Relating the spectrum of Q4 to that of Qi, we obtain the following charac-
terization of o (Qx).

Lemma 5.2 (1) The spectrum of the operator Q 5 (®) as a set is given by

User, o (Hop) 1
o (QA (D)) =i\/#+§U{0}. (5.3)

where Hgp g € L(*(Z)) is the one-dimensional quasi-periodic Jacobi
matrix defined as in (2.41) with

c®) =1+4¢ 2" and v(®) = 2cos2nh. (5.4)

(2) QA (D) has no point spectrum.

Proof (1). Let A = %(1 + 10 + 71). Then squaring the operator QA (P)
yields

2o (AA* 0

The spectral mapping theorem implies that a(Qi(d))) =o(Q A(D)? and
from Lemma 5.2 we conclude that o (QA (P)) = :E,/J(Q%\(CD)). Clearly,
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the operator AA*|yep(4+)L and A*Al4)L are unitarily equivalent. Thus, the
spectrum can be expressed by

o (Qa(®)) =+ 0o (AA*) U {0} (5.6)

where we are able to use either of the two (AA* or A*A) since 0 € o (Q A (D))
due to Lemma 5.1.

Then, it follows that

id

id
AN =2+ 5 @+ + @+ +nrf +0g). 67)

=:Hgp

Observe that

Hdﬂ/fm,n = 1//m—l,n + 1//m—H,n + e_iq)ml/fm,n—l + €i©mwm,n+l
+ ¢y e Y1 (5.8)

Since Hg is invariant under discrete translations in 7, the operator is unitarily
equivalent to the direct integral operator ff‘? Hg ¢ d6, which gives the claim.

(2). It follows from a standard argument that the two dimensional operator
Hg has no point spectrum. Indeed, assume Hg¢ has point spectrum at energy
E, then He ¢ would have the same point spectrum E for a.e. 8 € Ty. This
implies the integrated density of states of He g has a jump discontinuity at E,
which is impossible. Therefore the point spectrum of Hg is empty, hence the
same holds for Q5 (D). O

6 Proof of Lemmas 4.2, 4.3 and 4.4

For a set U, let dimgy (U) be its Hausdorff dimension.
Lemma 4.2 follows as a direct consequence of (5.3) and the following The-
orem 7. Let X ¢ be defined as in Sect. 2.3.

Theorem 7 For % € R\Q, X¢ is a zero-measure Cantor set.

We will postpone the proof of Theorem 7 till the end of this section. We
will first present the proofs of Lemmas 4.3 and 4.4, which are based on the
following three lemmas. First, we have

Lemma 6.1 Let % = g be a reduced rational number, then X5/ is a union
of q (possibly touching) bands with | X2z, /4| < ]36—;’.

Lemma 6.1 will be proved in Sects. 6.4 and 6.5 after some further prepa-
ration. The following lemma addresses the continuity of the spectrum X¢ in
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®, extending a result of [9] (see Proposition 7.1 therein) from quasiperiodic
Schrodinger operators to Jacobi matrices.

Lemma 6.2 There exist absolute constants C1, Co > 0 such that if A € X¢
and |® — ®'| < Cj, then there exists ) € X such that

I — 3| < Cal® — )2

We will prove Lemma 6.2 in “Appendix C”.
The next lemma provides an upper bound on the Hausdorff dimension of a
set.

Lemma 6.3 (Lemma 5.1 of [42]) Let S C R, and suppose that S has a
sequence of covers: {Sn}n 1 S C Sy, such that each S, is a union of qn
intervals, g, — 00 as n — 00, and for each n,

C

|Sn|< ‘Ba

where B and C are positive constants, then

1

dimg (S) < 55

Proof of Lemma 4.3

The fact that o (Q A (P)) is a finite union of intervals follows from (5.3) and
Lemma 6.1.

It suffices to prove the measure estimate. It is clear that for any ¢ > 0, we
have

vV 2:27tp/q +3C [07 \/E]U\/(EZHP/Q + 3) ﬂ (8, OO)

Hence by Lemma 6.1, we have

[Zomp/ql
Vo 31 = e+ 2l o oy BT
et 2./ f eq

Optimizing in ¢ leads to

e
N

|\/ 2277.'[)/6] | =
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Then (5.3) implies

8/ 67T

2 < 6.1
lo(QaQrp/q))| < N (6.1)
O
Proof of Lemma 4.4
We will show that if % is an irrational obeying
e p
4 n
— <, 6.2

for some constant C, and a sequence of reduced rationals {p,/g,} with ¢, —
00, then dimg (o (Q A (P))) < 1/2. It is easy to see that the ®’s satisfying
(6.2) form a dense G set of R, hence is generic.

Without loss of generality, we may assume % e (0, 1).

First, by (5.3), we have that

. . Yo 1 1
dimpy (0 (QA(®P))) = sup dimpy (i\/< + ) ni-, 1]) ,

where we used a trivial bound || He g || < 6. Hence it suffices to show that for

eachk > 2,
di (& + l) N [ , 1] l (6.3)
1mpyg 9 3 2 .

The rest of the argument is similar to that of [42]. By Lemma 6.2, taking
any A € Z@, for n > ng, there exists A’ € Eann/qn such that |A — A/| <
pll

C 2| | > This means Yo is contained in the C;| 7 | 3 neighbourhood

of Eznpn /qn By Lemma 6.1, X2, /4, has g, (possibly touching) bands with

total measure |X27p,/q,| < 136” Hence X4 has cover S, such that S, is a

union of (at most) g, intervals w1th total measure

1

D pyl|2

2 qn

167
|Sn| = 3 + 2C2Qn (64)

n
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Pn

Since q,‘; % . < C, we have, by (6.4),

5, < 167 N 20,4/ C _. g‘
3qn qn dn

(6.5)

This implies (% + %) N [%, 1] has cover S‘n such that S‘n is a union of (at
most) g, intervals with total measure

(6.6)
Then Lemma 6.3 yields (6.3). O

6.1 Proof of Theorem 7

Note that Lemmas 6.1 and 6.2 already imply zero measure (and thus Cantor
nature) of the spectrum for fluxes ®/27 with unbounded coefficients in the
continued fraction expansion, thus for a.e. @, by an argument similar to that
used in the proof of Lemma 4.4. However extending the result to the remain-
ing measure zero set this way would require a slightly stronger continuity
in Lemma 6.2, which is not available. We circumvent this by the following
strategy:

(1). Use quantization of acceleration techniques to prove the Lyapunov
exponent of operator He ¢ identically vanishes on the spectrum, see Proposi-
tion 6.4;

(2). employ the singularity of the Jacobi matrix to show the absolutely
continuous spectrum of Hg ¢ is empty, see Proposition 6.5;

(3). apply Kotani theory for Jacobi matrices, see Theorem 8.

Let 2,.(Ho ¢) be the absolutely continuous spectrum of He g. Let L(X, ®)
be the Lyapunov exponent of He g at energy A, as defined in (2.44). For a set
U C R, let U™ be its essential closure.

First, we are able to give a characterization of the Lyapunov exponent on
the spectrum.

Proposition 6.4 For »= € R\Q, L(x, ®) = 0 ifand only if € Zo.

The proof of this is similar to that for the almost Mathieu operator as given in [2]
and the extended Harper’s model [34]. The general idea is to complexify 6 to
6 +ie, and obtain asymptotic behavior of the Lyapunov exponent when |¢| —
oo. Convexity and quantization of the acceleration (see Theorem 5 of [2]) then
bring us back to the ¢ = 0 case. We will give the proof in “Appenc}ix A”.

Exploiting the fact that ¢(9) = 1 4 ¢~2"% has a real zero 0, = 5, we have
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Proposition 6.5 ([18], see also Proposition 7.1 of [34]) For % € R\Q, and
a.e. 0 €Ty, Zye(Ho,g) is empty.

Hence our operator He ¢ has zero Lyapunov exponent on the spectrum and
empty absolutely continuous spectrum. Celebrated Kotani theory identifies the
essential closure of the set of zero Lyapunov exponents with the absolutely
continuous spectrum, for general ergodic Schrodinger operators. This has been
extended to the case of non-singular (that is |c(-)| uniformly bounded away
from zero) Jacobi matrices in Theorem 5.17 of [52]. In our case |c(-)| is not
bounded away from zero, however a careful inspection of the proof of Theorem
5.17 of [52] shows that it holds under a weaker requirement: log (|c(-)|) € L.
Namely, let H, ,(6) acting on 02 (Z) be an ergodic Jacobi matrix,

(He,p @) = c(T" O ums1 + (T 10 -1 + v(T" O up,

where ¢ : M — C, v : M — R, are bounded measurable functions, and
T : M — M is an ergodic map. Let L. , (1) be the corresponding Lyapunov
exponent. We have

Theorem 8 (Kotani theory) Assume log (|c(-)|) € LY(M). Then fora.e 6 €
(AN
M, 2:ac(I'Ic,v(e)) ={1: Lc,v()\) =0} .

Proof The proof of Theorem 5.17 of [52] works verbatim. O

Proof of Theorem 7 In our concrete model, log (|c(0)|) = log (2| cosd]|) €
L(Ty), thus Theorem 8 applies, and combining with Propositions 6.4, 6.5, it
follows that X ¢ must be a zero measure set. O

The rest of this section will be devoted to proving Lemma 6.1.

6.2 Quick observations about H; /4.6

Let A*(.), Ak(-), D*(-), © be defined as in Sect. 2.3.1. We start with several
quick observations about Hz/4.6-

Obervation 1 The sampling function c(0) = 0 yields a unique solution 6 = %
(mod 1), hence ® = % + éZ. Then,

e for ¢ ©, we have c(6 +n§) # 0 foranyn € Z
e for 0 € O, there exists kg € {0, 1, ...,q — 1} such that c(6 +n§) =0if
and only if n = ko (mod q).
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Note that |c(0)] = 2|cosm#]|, so a simple computation yields that
120 1c(6 + j2)| = 2| sin7q(® + ). Thus (2.50) becomes

(D} (6))
2lsing© + )|

tr(Ag(e)) = (6.7)

We have the following characterization of X5, /4.6.

6.2.1 Case I.

If 6 € ®, we have the following

Obervation 2 For6 € O, the infinite matrix Hayp 4.9 is decoupled into copies
of the following block matrix M of size q:

v+ 8 G+ D
cG+ 2 vG+28)

v(3 + (g = DH ez + (g — D)

\ c(3+(@— 1L v(d)
(6.8)
Thus
Yonp/q.0 = {eigenvalues of My}, forf € ©. (6.9)
6.2.2 Case 2.
If 6 ¢ ®, by Floquet theory, we have
Tomprq0 = A [rAL©O)] <2}, (6.10)

Furthermore, the set {A : tr Ag () = 2cos2mv} contains ¢ individual points
(counting multiplicities), which are eigenvalues of the following ¢ x g matrix
My, .
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v@+ L) @+ D) e |e(O)]
le@®+ ) vE+25)
Mq,v(e) = '
A v@+ (@ =DE) [e@+ (g - DD
e (o) le@® + (g = DD v(®)
(6.11)

Combining (6.10) with (6.7), we arrive at an alternative representation
A . 1
Zompjq.0 = 111 0Dy O))] = 4lsinmg(® + )] ¢ . (6.12)

6.3 Key lemmas
Let
dy(0) = tr(Dg(Q)). (6.13)
We have
Lemma 6.6 (Chambers’ type formula) For all 6 € Ty, we have
dg(0) = —2cos2mqt + G4(2), (6.14)

where G4 (1) (defined by (6.14)) is independent of 0.

Remark 5 Chambers’ formula is well-known for the celebrated almost Math-
ieu operator. It was also recently developed for various models including the
tight-binding model Q 5 (®) in [28]. Here we do not use the Chambers’ formula
for O A (®P), rather we develop one for one-dimensional Hamiltonian He ¢.

Proof 1t is easily seen that d;; (+) is a 1/g-periodic function, thus
ds(0) =G40 + aqezmqg + a_qe_zmqe,

in which the G, (1) part is independent of . One can easily compute the
coefficients ag4, a4, and geta;, = a_y = — 1. O

Lemma 6.7 For 6 € ©,

det (b - Id — My (0)) = tr(D}(6)). (6.15)
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The proof of this lemma is stated in “Appendix B”.
Combining (6.12), (6.9) and Lemma 6.7 with the fact that | sin g (6 + %)| =
0 for 6 € ®, we arrive at

1
Sonpjq0 = {4 [w(DSO))] < 4]sinmq (6 + ol (6.16)

holds uniformly for 6 € T}.
By (6.14), we get the following alternative characterization of X35, /4.6.

1
Sonp/q.0 = {A :—4|sinmg (0 + §)| +2cos2mqt < Gy4(A)
1

§4|sinnq(9+§)|+20052nq9}. (6.17)
Let us denote Ly(0) := 4|sinmqg(0 + %)| + 2cos2mq6, and [,(0) :=
—4|sinmqg@ + %)l + 2 cos 2w gf. Then (6.17) translates into

onpig.6 = {11y (0) < Gg(A) < Ly(0)}. (6.18)
This clearly implies

Sanpjq = (h:minly(0) = Gy () < max Ly (0)). (6.19)

Note that G4 (1) is a polynomial of A of degree g with leading coefficient
1, ¥25p/q consists of g non-overlapping (but possibly touching) bands and
G’(L) # 0 in the interior of each band, see e.g. Section 6 of [28].

The following lemma provides estimates of |X25,/4,9| and holds for any
Jacobi matrix (2.41).

Lemma 6.8 We have
| Z2np/q.0]1 < 4lc(0)].

Proof For 6 € ©,by (6.9), [X27p/4,0] = 0. It then suffices to consider 6 ¢ ©.
By (6.10), we have

Tomp , ={h: =2 <tr (A}(6)) <2}
i

Note that tr(Aé(@)) is a polynomial of degree g in A with leading coefficient
1. By standard Floquet theory, see e.g. [52,53], we have

d. 7
I tr(A(6)) # 0,
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holds for any X such that tr(ﬁf] (0)) € (—2,2). Hence Xo5p/4,0 is completely

determined by the A’s such that tr(Aé‘ (6)) = 2. By (6.10) and the explanation
below it,

{A: tr(/{?](e)) = 2} = {eigenvalues of M, ¢(0)} 6.20

{A: tr(ﬁé(@)) = —2} = {eigenvalues of Mq’%(e)}. (6.20)

Let {A; (9)}?: | be eigenvalues of M, o(6), labelled in the increasing order.

Let {5»,- (9)}?:1 be eigenvalues of M g1 (), labelled also in the increasing order.
Then we have

q
B2 gl = Y (=D (0) - 14 0))

k=1
[
= Y (ra-2020) = Ky-2020))
k=1
(454
= (21 ® = B2k ). 6.21)
k=1

Note the coefficient of (A4 (0) — Xq (0)) is 1 rather than — 1. This is due to the
fact that the leading coefficient of tr(Aé‘ (6)) is positive.

Consider the difference matrix
2|c(@)]
Mqg,0(0) — M, 1(0) =

2[c(®)]
whose eigenvalues we denote by {E; (0)}?:1, namely,
E1(0) = =2[c(0)| <0=Ex(®) == Eg-1(8) =0 < 2|c(0)| = E4(0).

Recall the following Lidskii inequality and dual Lidskii inequality: Let M ;,
J = 1,2 be n x n self-adjoint matrices, let E;(M;) < E,(M;) < --- <
E, (M) be the eigenvalues of M ;. Then, for the eigenvalues of the sum of the
two matrices, we have
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SN E (M + M) < XX En (M) 4+ Y i Es(Mo)

(6.22)
Yol By (My + M) = Y5 Ei (M) + Yok Eg(My)
forany 1 <ij <--- <ip <n.
By Lidskii inequalities (6.22), we have
[ (45 [
D hgak2(0) < Z hg-2r20) + Y Eqi1(0)
k=1 = k=1
["T“]
= Y dg-2ur2(0) +2lc®)]. (6.23)
k=
and
(451 (454 454
Z hg2ki10) = Y Agaks1(0) + Z Ex(0)
k=1 k=1 k=1
(454
hg—2k+1(0) — 2[c(0)]. (6.24)
k=1
Hence combining (6.21) with (6.23) (6.24), we get,
|X2mp | < 4c(0)]. (6.25)
L,
O

6.4 Proof of Lemma 6.1 for even ¢

For sets/functions that depend on 0, we will sometimes substitute 6 in the
notation with A € T, if corresponding sets/functions are constant on A.
Since ¢ is even, a simple computation shows

maxy, Ly (0) = Ly (FgH) = L, (%%F) =3,

(ZZ—H) _

mint, [4(0) =
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A simple computation also shows [, (6Z+l) = —land L (ZZ“) = 2. Thus
we have, by (6.19),

EZJTp/q = {)L —6< Gq()‘v) =< 3}
= :=6<G,0) <2} Jih: —1=G,0) <3)

= Xonp ZZ+1 U 2owp 6741 -

q q * 6q

This implies
|Zomp/gl < |S2mp 2201 | + [Borp ezi |- (6.26)
q ° 2q q ° 6q

Now it remains to estimate |X2rp 2241 | and |X2xp sz41|. Since g is even, let
4 2 T
us consider Xorp ¢+1 and Xoawp 3g+1.
q ° 2 q ° 6q
By Lemma 6.8, we have

Zamp g1 | <4le(Eh] < & q

K 6.27
|Samp 31| s4|c<3‘1“>| . 2D
q 6g
Hence putting (6.26), (6.27) together, we have
16
S| < —2. (6.28)
q 3q

6.5 Proof of Lemma 6.1 for odd g

Since the proof for odd ¢ is very similar to that for even ¢, we only sketch the
steps here.
For odd ¢, similar to (6.26), we have

|Zamp| = 1T 2mp sz |+ [Tamp 2. (6.29)
q q ’q
By Lemma 6.8, we have
|22 34t <43 <
6.30
|zz,,,,q,|<4|c( >|<47”. (6:30)
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Hence putting (6.29), (6.30) together, we have

16
1S | < 3—:. 6.31)
q

This proves the claimed result. O

7 Proof of Lemma 4.1

Lemma 4.1 is the reduction from A% to the tight-binding model Q 5. We now
present its proof below.

Using ideas from [11,46], we can express the resolvent of the operator A?
(3.14) by Krein’s resolvent formula in terms of the resolvent of the Dirichlet
Hamiltonian and the resolvent of Q.

For this we need to introduce a few concepts first. The [2-space on the
vertices [2(V(A)) carries the inner product

(f.8):= Y 3f(weg) (7.1)

veV(A)

where the factor three accounts for the number of incoming or outgoing edges
at each vertex.

A convenient method from classical extension theory required to state
Krein’s resolvent formula, and thus to link the magnetic Schrodinger oper-
ator H® with an effective Hamiltonian, is the concept of boundary triples.

Definition 7.1 Let 7: D(7) C ¢ — 2 be a closed linear operator on the
Hilbert space .77, then the triple (7, 7/, 7#"), with 2 being another Hilbert
space and 7, 7’ : D(7) — ', is a boundary triple for 7, if

e Green’s identity holds on D(7), i.e. for all ¥, ¢ € D(7)
(W, TQ) o — (T, @)r = (WY, W' Q) o — (7' U, Q) 1. (7.2)

e ker(m, ') is dense in 7.
o (m, ") : D(T) — " @& " is a linear surjection.

The following lemma applies this concept to our setting.

Lemma 7.2 The operator 78 . D(T?) c L% (A)) = L*(E(N)) acting as
the maximal Schrodinger operator (2.11) on every edge with domain

D(T?) .= {w € HX(E(N)) any &1, &5 € E,(A) such that i (€1) = i(é2) = v satisfy
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Vs, (v) = Y5, (v) and if 1 (€1) = t(€2) = v,
then &% yr;. (v) = e'Per ngz(v)] (7.3)

is closed. The maps 7, w' on D(T?) defined by

1
T (Y) () = 5( > vewy+ Y e’ﬂ«wg(m)

i(é)=v t(e)=v
1 iB= s 1
7' (Y)(v) = 5( IRAOEDS e’ﬂewg(w) (7.4)
i(@)=v t(@)=v

form together with 7' := I*>(V(A)) a boundary triple associated to T".

Proof The proof follows the same strategy as in [46]. The operator 77 is
closed iff its domain is a closed subspace (with respect to the graph norm)
of the domain of some closed extension of 72. Such a closed extension is
given by EBEGE(A) 'Hé on H2(E(A)). To see that D(7P) is a closed subspace

of H>(E (A)), observe that in terms of continuous functionals
Lz, HAEW) = C, Iz, () = V5, (@) — v, (E))

ke, s HAE (M) — C, kg, () = €Pyrs, (1G)) — Py 16))
(7.5)

we obtain

D(TP) = N Ker (1;1.,;,.) N N ker (kgi,gj) (7.6)

Ei,éj €&(A) with i(E,‘):i(Ej) E,',Ejef(/\) with z(E,-):z(Ej)

which proves closedness of 72. Green’s identity follows directly from inte-
gration by parts on the level of edges. The denseness of ker(sr, ’) is obvious
since this space contains Pgp) Co°(€). To show surjectivity, it suffices to
consider a single edge. On those however, the property can be established by
explicit constructions as in Lemma 2 in [46]. O

Any boundary triple for 7 as in Definition 7.1 and any self-adjoint relation
A C ' @ A givesrise [50] to a self-adjoint restriction 74 of 7with domain

D(Ty) = {¢ € D(T) : (m(y), 7' (¥)) € A}. (1.7)

The restriction of 7% satisfying Dirichlet type boundary conditions on every
edge is obtained by selecting A; := {0} @ [*(V(A)) and coincides with HP”
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(2.14). The operator A8 (3.14) is recovered from 7% by picking the relation
Ar:=1P(V(A)) @ {0}
Definition 7.3 Given the boundary triple for 77 as above, the gamma-field

—1
y i p(HP) — LI*V(A)), L*(E(A))) is given by y (1) = (n|ker(ﬁ_”)
and the Weyl function M(-, ®) : p(HP) — L{I*(V(A))) is defined as
M@, @) :=7a'y Q).

A computation shows that those maps are well-defined.

Lemma 7.4 For the operator T2, the gamma-field y and Weyl function M can
be explicitly written in terms of the solutions s;,, c; (2.35) on an arbitrary edge
¢ € &) forx € p(HP) and z € IP(V(A)) by

(52(Des 2 (0) — 5520 (1) 20 @) + e Pes; 3(x)2(1(8))

(yM)2)e(x) = 5.(D)
(7.8)
and Ka(® A(A
M, ®) = M (7.9)
s (D)
where

1 - -
(KA(@®)2)(@) = 3 Yo oeze@y+ Y @) ] (7.10)

e i(é)=v é: t(e)=v
defines an operator in L(I*(V(A))) with | K (®)| < 1.

Proof For A € p(HP) and z € I*>(V(A)) we define for é € E(A) arbitrary
Ve = (y(M)2)e = ((7T|ker(7ﬂ_k))7lz)z (7.11)

with ¥ := (7). In particular, ¥ is the solution to —/) + Vaz = Ay
witl} the following boundary condition: ¥;(i (¢)) = z(i(¢)) and Y;(t(¢)) =
e~Peéz(t(€)). The representation (7.8) is then an immediate consequence of

(2.28).
The expression for the Weyl function on the other hand, follows from the
Dirichlet-to-Neuman map (2.29).

(M, ®)2)(v) = (7'y (1)2)(v)

=;( Y ovw- Y e"f}wgw))

é:i(é)=v é:t(é)=v
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/

1
_ (KA(@®))() C)‘(l)évei(V(A))Z(”) + %Svet(V(A))Z(”)

sy (1) sy (1)

s(1)
A)\(l)z(v)

_ (Ka(@)z=55(1)7) (v)

7.12

sa(D) ( )

here we used (2.31). The formula (7.9) then follows from (7.12) and (2.37).
Since i (A) Nt(A) = B, we have | KA (D) < 1. O

The resolvents of HP = ’Z'ﬁl and AP = Tﬁz are then related by Krein’s

resolvent formula [50, Theorem 14.18] and a unitary equivalence between A%
and K p (®) away from the Dirichlet spectrum holds [47,48]

Theorem 9 Let (I2(V(A)), 7, ') be the boundary triple for T and v, M
as above, then for A € p(HP) N p(AB) there is also a bounded inverse of
M\, ®) and

(A= = HP =T ==y M, )Ty (" (7.13)

In particular, o (AB)\o (HP) = {x e RN p(HP) : 0 € a(M(A, D))} and
for intervals J C R\o (HP)

A (AB]IJ(AB)) = U [Ka(®)Lac)(Ka(®)]U* (7.14)

with unitary operator U : ran (KA(QD)]IA(J)(KA(CD))) — ran (AB]].j(AB))

given by
:f\/wy(/\) dEk (@) (AR))
J

and Ek , (o) is the spectral measure of the self-adjoint operator K 5 (P).

Since all vertices are integer translates of either of the two vertices ro, r| €
W by basis vectors b1 bz, we conclude that 2(V(A)) ~ [ 2(Z2 (Cz) Our next
Lemma shows K (®) and Q4 (®) are unitary equivalent under this identifi-
cation.

Lemma 7.5 K (®) is unitary equivalent to operator Q x (P).

Proof By (3.16), (7.10),

(KA@2(1.v2.70) = § (201, 72, 10) + 200 = Lyas 1) + €201, 72 = 1,71)).
(KA@D(1 72 m0) = § (201,72, 70) + 200 + 1, 72,70) + € V201, 72 + 1,70) )
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In order to transform K, to Qa we use the unitary identification W :
PV(A) — 1222, C?)

T
W2y 90 = (21, v2.70) s 2(y1, v2, 11) (7.15)
This way, Qa (D) = WK (DP)W*. O
Remark 6 In terms of a € 12(Z?, C?) defined as
/0 1 /0 1
a(0,0) = 3 1 0/’ a(O,l) = § 0 0
/0 1 _1/0 o0
aa,0) = 5 0 0/’ a,—-1) = g 1 0
_1(0 0 . 2
a—1,0) := 31 o) and a), := 0 for other y € Z~, (7.16)
we can express (4.1) in the compact form
OA(@) = > ay(w)"(m)", (7.17)
yeZ?ily|<1
where |y| := |y1| + |y2|. This operator has already been studied, in different

contexts, for rational flux quanta in [4,28,40].

Finally, we point out that Lemma 4.1 follows from a combination of Theo-
rem 9 and Lemmas 7.4 and 7.5. O

8 Spectral analysis
This section is devoted to complete spectral analysis of HZ.

In view of Lemmas 4.1 and 5.1, an important technical fact is:

Lemma 8.1 The operator norm of Q A(®) for non-trivial flux quanta ® ¢
2n 7 is strictly less than 1.

Indeed, then, away from the Dirichlet spectrum o (H Dy which are located
on the edges of the Hill bands (2.40), we have the following characterization
of o (HB). Let B, and A be defined as in Sect. 2.2.3.

Lemma 8.2 For the magnetic Schrédinger operator HB, the following prop-
erties hold.

(1) The level of the Dirac points A| ;]tl( Bn)(O) always belongs to the spectrum
of HB, i.e. 0 € Alin(s,) (0 (H?)).
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) A € Al (@ (H®) iff =1 € Alinys,) (0 (HB)). Consequently, the
property A’ (A|;”1(Bn)(0)) # 0 implies that locally with respect to the
Dirac points, the spectrum of H? is symmetric.

(3) H® has no point spectrum away from o (HP).

(4) For non-trivial flux ® ¢ 2x7, H® has purely continuous spectrum
bounded away from o (HP).

In this paper, we only show the energy A| Enl( 5, belongs to the spectrum

of HB. In [12] the first two authors show that not only this energy belongs to
the spectrum, but also that Dirac cones actually form around this energy for
any ® € 27 Q.

Combining Lemma 8.2 with Lemma 4.4, we get

Lemma 8.3 For generic @, dimy (6 ®) < L

Proof of Lemma 8.3

Lemmas 4.4 and 8.1, which implies that A1 |B, is Lipschitz on o (Q (P))
for ® ¢ 277, show that for generic @,

N =

dimy (Alls, @ (Qa(®)) =
Hence since

o® = (H) | (Unen Allis, @ (2 (@)

we have
. . . _ 1
dimpy (0 ®) < sup {dlmH(a(HD)), sup dimgy (A|int1(Bn)(U(QA(q>)))} < 5
neN
This proves Lemma 8.3. O

Proof of Lemma 8.2
(1), (2) follow from a quick combination of Lemmas 4.1 and 5.1, and (3)

follows from Part (2) of Lemma 5.2. (4) is a corollary of Lemma 8.1 and (3).
O
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Proof of Lemma 8.1

Without loss of generality ® € (0, 27). By (5.3), it suffices to show || He g || <
co < 6 for some constant cg independent of 8 € T. Let us take ¢ € ZZ(Z)
with [[¢lls2(z) = 1. Consider

27

=:(h19)n =:(h2¢)n

D
+v (9 +n—> On s
2

::(h3(p)n

) )
(Hogp)n = ¢ (9 + n—) Yny1t+c (9 +((n— 1)5)%_1

in which A1, ha, hs € L(¢%(Z)). Hence

|Ho0012 ) <3 (101012 ) + 2012 ) + 113017, )

_ 2
O] ()
<3 sup c(&—l—(n—l)—) c(@—l—n—)
nez, 2 2w

2 @ 2 2
<12 sup {cos“m (0 — — | + cos“(w6) + cos“ (2w H)
GET] 27[

2

- +

0+ i
v ne

)

O

In order to investigate further the Dirichlet spectrum and spectral decom-

position of the continuous spectrum into absolutely and singular continuous
parts, we start with constructing magnetic translations.

=: C%I) < 36.

8.1 Magnetic translations

Below, let y = (y1, 1) be in Z? and € = (71, 7, [¢]) an arbitrary edge.

In general, A? does not commute with lattice translations T)ff . Yet, there
is a set of modified translations, introduced by [54], that do still commute
with A8, although they in general no longer commute with each other. We
define those magnetic translations TyB : L2(E(A)) — LY2E(A)) as unitary
operators given by

(T ¥z = uy @)(Ty' ) (8.1)
forany v := (¥2)zegn) € L%(E(A)) and y € Z>. The lattice translation T}f’

is defined by (T;'¥)z(x) = ¢
B

i pbi—ypb, X — Y1b1 — y2b2) as before. The
function u;, is constant on each copy of the fundamental domain, and defined

as follows
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ul (. 7. [€) = N7, for[é] = f.gorh, y=(n.y) € Z2 (82)
By the definition (8.1), (8.2), it is clear that for any ¢ € L2(&E(N)),

d

d
ETwa = szw and VT, y = T/ V. (8.3)

In order to make sure D(ABT},B) = D(TfAB), it suffices to check
TyB(D(AB)) = D(AP®), which translates into

uy(€1) = uy(€2) wheneveri(er) =i(e2)

ﬁc’z—ylzl—m’;z @4
R whenever t(e1) = t(e2).
e1=vib1=r2b2

iBs - i
e 2uy(er) _ e

M,y

This, by (3.16) is in turn equivalent to the following: for any y1, y» € Z:
My();lv 3;2’ f) = u}’()’;lv )72’ g) = u}’(flv )729 ;l)
uy (71, 72, ) = uy (1 + 1,72, 8) = ey i1, 2 + 1, h)

The definition of uﬁ (8.2) clearly satisfies this requirement.
Therefore, although magnetic translations do not necessarily commute with
one another, they commute with A?

TyBAB = ABTyB. (8.5)

8.2 Dirichlet spectrum

In this subsection, we will study the energies belonging to the Dirichlet spec-
trum o (HP?). Lemma 8.4 below shows that o (H?) is contained in the point
spectrum of HZ, hence the only point spectrum of H?, due to Part (3) of
Lemma 8.2.

Consider a compactly supported simply closed loop, which is a path with
vertices of degree 2 enclosing g hexagons, see e.g. Fig. 7. Then this loop passes
(proceeding in positive direction from the center of an edge ¢; such that the
first vertex we reach is 7(€1)) n edges €y, ..., €, in E(A), where n is an even
number. For a solution vanishing outside this loop, the boundary conditions
imposed by (3.15) on the derivatives can be represented in a matrix equation

To(n)y'(n) =0, (8.6)
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where
dh P o 0 0 0
1 1 0 0 0
0 0 ePfs Py 0
To(n) = and
: : 0 . 0 0
0 0 0 0 0 P e
1 0 0 0 0 0 1
vl (1)
vl (1)
vl (1)
W) = 2 (8.7)
wgn_lm
vl (1)

Remark 7 We observe that Tg (n) can be row-reduced to an upper triangular
matrix with diagonal

(e’ﬂél, 1, eiBES, 1, eiﬁ“%, AU ei’gén—l, 1— eizif?:‘(fl)jﬂgj)
= (eiBEI, 1, eiBE3, 1’ eiﬁES, e, 1’6552’171, 1 — e:l:iq(l)),

where g is the number of enclosed hexagons. Hence rank(7¢(n)) = n iff
qg® ¢ 277 and rank(Te(n)) = n — 1 otherwise.

Lemma 8.4 The Dirichlet eigenvalues ). € o (HP) are contained in the point
spectrum of H®.

Proof For ® € 2n7Z the statement is known [39, Theroem 3.6], thus we focus
on ® ¢ 2w 7. By unitary equivalence, it suffices to construct an eigenfunction
to AB. We will construct an eigenfunction on two adjacent hexagons I as in
Fig. 6. Thus, g = 2, the total number of edges is m = 11, of whichn = 10
are on the outer loop. Let us denote the slicing edge by ¢ and the edges on
the outer loop by €y, €, ..., €19 (see Fig. 6). Recall that s ; is the Dirichlet
eigenfunction on e.
By Remark 7, for 2® € 2w Z, operator T4 (10) has a non-trivial nullspace.
We could take
a = (a;) € ker (Tp(10)) \{0}, (8.8)

and an eigenfunction ¢ on I' such that ¥z = 0 and ¥z, = ajs; ;;.

If2® ¢ 2n7Z, we take a vector y € C'% such that y=-1,y7= —eiPé and
y;j = 0 otherwise. Since in this case T (10) is invertible, there exists a unique
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Fig. 6 Black arrows
describe the double hexagon
with slicing edge ¢ indicated
by the dashed arrow

solution a = (a;) to the following equation:
To(10)a = y. 8.9

Let us take v on I" such that Ve, = ajsz; and ¥; = s, z, then one can easily
check v is indeed an eigenfunction on I'. O

As a corollary of Lemmas 8.1 and 8.4, we have the following:

Corollary 8.5 The spectrum of H® must always have open gaps for ® ¢ 27
at the edges of the Hill bands.

Remark 8 If the magnetic flux is trivial, i.e. ® € 2w Z, then there do not have
to be gaps. In particular, for zero potential in the non-magnetic case discussed
in Theorem 6 all gaps of the absolutely continuous spectrum are closed and
Uac(HB) = [0, 00).

The next lemma concerns the general feature of eigenspace of H?. Before
proceeding, let us introduce the degree of a vertex in order to distinguish
different types of eigenfunctions.

Definition 8.6 An eigenfunction is said to have a vertex of degree d if there
is a vertex with exactly d adjacent edges on which the eigenfunction does not
vanish.

Lemma 8.7 For the point spectrum of H® it follows that

(1) Every eigenspace of H® is infinitely degenerated.
(2) Eigenfunctions of H® vanish at every vertex and are thus eigenfunctions
of HP as well.
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(3) Eigenfunctions of H® with compact support cannot have vertices of degree
1. In particular, they must contain loops and the boundary edges of their
support form loops as well.

Proof (1). This follows immediately using magnetic translations (8.1) and
studying A5, instead. Assume there was a finite-dimensional eigenspace
of AP. Because magnetic translations commute with AZ, they leave the
eigenspaces of A invariant. Magnetic translations are unitary, thus there is
for any magnetic translation a normalized eigenfunction i with eigenvalue A
on the unit circle in C. For ¢, there is a sufficiently large ball B(0, R) such
that

1Vl 2sa)nBo.RY) > 1 — & (8.10)

Upon n-fold application of the magnetic translation, the point O gets translated
to some point x; whereas the eigenfunction i acquires only a complex phase
M. Thus, (8.10) still holds and we must also have that

”1//”L2(8(A)HB(X,,,R)) > 1 —e¢. (811)

Yet, there exists n such that B(0, R) N B(x,, R) = . Therefore, (8.10) and
(8.11) cannot hold at the same time for arbitrarily large n. This contradicts the
existence of an eigenfunction to magnetic translations and thus the existence
of a finite-dimensional eigenspace.

(2). If there is an eigenfunction to H B with eigenvalue A that does not
vanish at a vertex, by (modified) Peierls’ substitution (3.13), there is one to
A denoted as ¢, as well. We may expand the function in local coordinates on
every edge ¢ € E(A) as ; = agc; ; + bgs;, ; according to (2.35). Recall also
that the Dirichlet eigenfunction s;, is either even or odd. Thus, using (2.31) we
conclude that |c; (0)| = |c,(1)| and thus ¢ cannot be compactly supported. In
particular, ¢ has the same absolute value at any vertex by boundary conditions
(3.15). Due to

Y g @) < llgl?p < o0 (8.12)
eeE(N)

¢ has to vanish at every vertex. Thus ¢ is also an eigenfunction to H?.
(3) clearly follows from (2) and (3.15). O

8.2.1 Dirichlet spectrum for rational flux quanta

In this section, the flux quanta are assumed to be reduced fractions % =2
If magnetic fields are absent, the point spectrum is spanned by hexagonal

simply closed loop states, i.e. states supported on a single hexagon [39]. We

will see in the following that similar statements remain true in the case of

rational flux quanta and derive such a basis as well. The natural extension of
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Fig. 7 Simply closed loop state supported on black arrows encloses area %

loop states supported on a single hexagon, in the case of magnetic fields, are
simply closed loops enclosing an area % rather than just l%, see Fig. 7.

Lemma 8.8 Any simply closed loop enclosing an area of % has a unique (up

to normalization) eigenfunction of HB supported on it.

Proof The existence of eigenfunctions on simply closed loops enclosing this
flux follows directly from the non-trivial kernel of (8.7), see Remark 7. Due to
dim(ker(7¢)) = 1, such eigenfunctions are also unique (up to normalization).

O

Lemma 8.9 The nullspaces ker(H? — L) where . € o (HP) are generated
by compactly supported eigenfunctions.

Proof Unitary equivalence allows us to work with A 8 rather than H 2. Without
loss of generality, we assume that the Dirichlet eigenfunction to A is even. Due
to Lemma 8.7, eigenfunctions of A® to Dirichlet eigenvalues vanish at every
vertex. Thus, on every edge ¢ € E(V), they are of the form ¢; = ags; ; for
some dg.

Let ¢ be such a function. We define the sequence (u(v))yey(a) as follows

u(yr, y2.ro) = ¢, ., (1. v2.10)

8.13
u(yr, y2,r1) == w’yl’yz’f(m, Y2, T1). (8.13)

Observe that the sequence (#(v)) determines the eigenfunction on every edge.
Indeed, a,, ,, ; = u(y1, y2,ro) and Ayn 7 = u(yi, y2,ry), since sﬁt(l) =
s; (0). At the same time, a V1, h Can be determined in two different ways, one
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for each endpoint, from the boundary condition (3.15). Let us now introduce
an operator A € L(I%(V(A))) that has precisely the sequences (u(v)) with
matching boundary conditions for a oy in its kernel. Then,

(Au)(y1, 2, ro) = u(y1, y2, ro) +u(yr, y2. r)
YL

7 (wn + Lya = Lro) +u(n, y2 = 1,71)) and
(A1, y2. 1) = 0. (8.14)

2mi
— e

The operator A is then a Zz—periodic finite-order difference operator. Any
eigenfunction ¢ satisfying (A% — A)¢ = 0 leads by standard arguments to
a square-summable sequence (u(v)) as defined above in the nullspace of A.
Conversely, any such element in the nullspace of A uniquely defines an eigen-
function ¢ = ags; ; to AB . Theorem 8 in [36] implies then that the nullspace
of A is generated by sequences in cog(V(A)). It suffices now to observe that
those compactly supported sequences also give rise to compactly supported
eigenfunctions to conclude the claim. O

Lemma 8.10 Let © ¢ 2n7Z. The eigenspaces are spanned by the set of double
hexagonal states, see Fig. 6.

Proof By Lemma 8.7, all eigenfunctions vanish at every vertex. Com-
pactly supported eigenfunctions are dense in the eigenspace by the previous
Lemma 8.9. Thus, it suffices, as in the non-magnetic [39] case, to show that any
compactly supported eigenfunction is a linear combination of double hexag-
onal states. Let ¢ be a compactly supported eigenfunction of A% to some
Dirichlet eigenvalue A. Consider an edge d € £(A) on the boundary loop of
the support of ¢. It exists due to (3) of Lemma 8.7. The boundary loop, which
cannot be just a loop around a single hexagon, as this one does not support such
eigenfunctions, necessarily encloses a double hexagon I', as in Fig. 6, which
contains the chosen edge d. Then, there is by the proof of Lemma 8.4 a state
¥ on I' so that the wavefunction ¥; on d coincides with ¢3. Subtracting ¥
from ¢ leaves us with an eigenfunction to A ? that encloses at least one single
hexagon less than . Thus, iterating this procedure shows that compactly sup-
ported eigenfunctions are spanned by double hexagonal states which implies
the claim. O

8.2.2 Dirichlet spectrum for irrational flux quanta
After proving Theorem 4 for rational flux quanta, we now prove the analogous

result for irrational magnetic fluxes. We start by introducing the following
definition.
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Definition 8.11 The Hilbert space / 2(E(A)) is defined as

PEWN) = 12:80) = C, Izlihgny, = D @F <ocop. (8.15)
ec&(N)

Theorem 10 The double hexagonal states generate the eigenspaces of Dirich-
let spectrum of H® for irrational flux quanta.

We will give a proof of this theorem after a couple of auxiliary observations.
For this entire discussion to follow we consider a fixed A € o (HP).

Definition 8.12 We denote the closed L?(£(A)) subspace generated by lin-
ear combinations of all double hexagonal states on the entire graph A by
DHgp)(®).

There is a countable orthonormal system of states V (®) C D Hgp)(P) such
that
span(V (®)) = DHgp)(P). (8.16)

We may label elements of V(®) by ¢, (P) with y € Z?*. Without loss of
generality, ¢, (®) can be chosen to depend analytically on ® € (0, 1). Every
element @) (®) € V(D) is due to Lemma 8.7 of the form

Py (@)= D 0, a(P)s (8.17)
ecE(AN)

because it is an element of ker(H? — ).

Now assume that the statement of Theorem 10 does not hold, this is equiva-
lent to saying that Z(®) := ker(HZ —1)N D Hgp) (®)* is not the zero space,
i.e. there are eigenfunctions not spanned by double hexagonal states. Our goal
is to characterize Z (®) as the nullspace of a suitable operator we define next.

Definition 8.13 Let A(®P) € L(I2(E(A))) be defined as

A@u)(y. )= ulp. /) +u@. g +uy, h)

(A@uW Y. 8) =uy,y— 1L H+upn+1,p»-1,8
+ e Uy, ya, h)

A@W (Y, 1) = (1, 9y 2 (@) ern))

(8.18)

for any u € I2(E(A)).

Remark 9 The first two lines of this definition resemble the boundary con-
ditions for the derivatives at outgoing/incoming vertices (3.17) and with the
third line we monitor the orthogonality of ) ">_ S(A) UeSh @ to DHgpy(®).
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In particular, there is an isometric isomorphism 1 € L(ker(A(®)), Z(P)) with

nw = Y s (8.19)

Ze&(hN) ” Skvgl L2(@)

We observe that by Lemma 8.9 and the isomorphism (8.19) the operator A(®P)
is injective for % € QN (0,1). To prove Theorem 10 we only need the
following Lemma:

Lemma 8.14 The operator A(®) is surjective for % € (0, 1). In particular,
for any (a(e)) € I>(E(A)), there exists (u(e)) € [>(E(A)) such that A(P)u =
a and

C
lullzeay = mnaﬂﬂ(g(,\)) (8.20)

holds for a universal constant C.

Combining Lemma 8.14 with the already established injectivity result, we
have A(®) is continuously invertible for % € QN (0, 1) with the following
control of its norm

|A(D)~! (8.21)

< —=&-
[T —e™"|
Now let us give the proof of Theorem 10, assuming the result of Lemma 8.14.

Proof of Theorem 10

Since ||A(®P)|| is uniformly bounded by a constant and & +— (x, A(D)y) is
apalytic forx, y € coo(E(A)), A(P) is an analytic operator in ®. Thus for any

% € (0, 1), there exists 81(5)) and C(CTD) such that
JA(®) — A(D)|| < C(®)|d — D], for|d— @] <e(P).  (8.22)

Also by (8.21), for any irrational % € (0, 1) and rational 5= with |® — ®| <
82(&)), we have

_ 2C
JA(®) ) < ———. (8.23)
|1 —e=i®
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(v.9) o,
(v = (1,0), ) (v, 1)
vy
(v = (1,0), h) (v = (0,1), )
(v = (0,1),9)

Fig. 8 Labelling of hexagon I'y,

Hence, taking % € QN (0,1) that is close to % such that |® — CI>| <

min(e1 (D), £2(P), \zlg(e;? ), we would get

IA(@) ™' (A(®) — A@)] < 1.

This implies that
AD) = A(D) (Id + A@) (A — A(<I>)))

is invertible. Thus, we conclude that also for irrational fluxes ker (A (®)) = {0}
and by (8.19) therefore Z(®) = {0} which shows the claim. O

Proof of Lemma 8.14

We prove this Lemma by showing that there is a sufficiently sparse set of
elements in /2(E(A)) that gets mapped under A(®P) on the standard basis of
I2(E(A)).

2 . . . -
Let U oy = Py Hs;h;;H 12G) Since functions ¢,, satisfy the continuity

conditions (3.17) and form an L? orthonormal system, we obtain the standard
basis vectors 8.’(},’;;) € I2(E(A)) under A (D)

(A@)a, o, ;i)@' f) =0,
(A(®)et, (,, ;) (¥'. 8) =0, and (8.24)
(A@)er, (, i)' 1) = 8y .
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To obtain also the remaining basis vectors, let us define L? functions 1}0,’ 7
and 1}0,, ) supported on a single hexagon I"), as shown in Fig. 8. The indices of
lﬂ(}, () are chosen to indicate the standard basis vectors 8, (5 [2]) € ( 2(E(A))in
the range of A(®) that we will construct from those functions. To define W(,, f)
and w(), 2)» we introduce coefficients ¢, 0. and ¢, (y,3) such that W( B =
Yoecewry) Sy, pSié M V.5 1= Yacerr,) Ge.r.0)5.6- Tespectively.

We do this in such a way that all continuity conditions for 1Z( 7 at the
vertices of I"), are satisfied up to a single one at the (initial) vertex vy :=

i((y,8) =i((y,h)), see Fig. 8. We define for fixed & = (y, f)

—e % e ion
S "= T gmi® Sor—0.0).) T T - gmier S0=00.08 = T e
— e i e—i® _pi®
S0 é = T oot br—(L0.))é = [ mie SwdE T T e
(8.25)
and all other ¢, ; are taken to be zero. Since for ¥, = all but one continuity

conditions are satisfied, we obtain for the first two cémponents of (8.18)

(A@)E, () ;) ) 1= 8y and (A@)E, , 7)(¥. 8) :=0.  (8.26)

To ensure that we also get constant zero in the third component of (8.18),
we project onto the orthogonal complement of the double hexagonal states

1//(y 7 o= 1/f(y 7 PDH&A)(@)x//(y 7 where PDHe ) (@) is the orthogonal
projection onto D Hgp)(®). Let now o 0. be such that

Vo p= 2. %q.p5e (8.27)
ec&(l'y)
then it follows that
(A@)et, (7))@ f) =8y,
(A(@)a, (, 7). 8) =0, and
(A@)at, , 7)) (¥ 1) = 0. (8.28)

Similarly, we choose coefficients ¢, ; with ¢ = (y, g), such that the
boundary conditions are satisfied up to the one at the (terminal) vertex

vy :=1((y, 1) = t((y — (0, 1), f)), see Fig. 8.

1 ~1
Cy—0.0.1)8 = T So-00.9.8 = T T So—-0.010).e
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ELICZEY
T l—ei®
—el®n=D =0 —el®n=D
Cy—10.))8 = T S0dé = T Sodne = T 00
(8.29)

and all other coefficients ¢, ; equal to zero. Thus, we get for the first two
components of (8.18)

(A(D)ea(y.5) ¥ ) = 0and (A(®)e (y.3) ¥ &) =8y (830)

To ensure that we also get constant zero in the third component of (8.18), we
project again on the orthogonal complement of the double hexagonal states

Vo) = V.o~ PoHxp @ V(y.5)- LEtnow ¥y 3y = 3 e, %.r.5)51.6

then .
(A(D)ete,(y.3) (¥, [) =0
(A(P)ate,(y.5) (¥, §) := 8.y, and (8.31)
(A(®)ts,(y.3)) (¥, 1) :=0.
Hence, we obtained in (8.24), (8.28), and (8.31) sequences

. 2
{a.’(y’f),oz.,(y’g), anda, 7y €7 } (8.32)
in [2(£(A)) that get mapped under A(®) onto the standard unit basis of
I2(E(N)).
To conclude surjectivity of A(®P) from this, it suffices to show that for all

(a(@)) € I2(E(A)) we can bound u(e) := ZEeE(A) a(d) a; ; as follows

CZ

2 =>\12
Iullaeny < 7o Y la@P. (8.33)
| — € | Ze&(A)
We then define
0; = Z a(c?) o g and v; = Z a(c?) $d- (8.34)
de&(A);[d)#h de&(A);[d)#h

Since 1//(},’ 7y Vy.5) € DHen) (d)+and (¢y ) forms an orthonormal system
in DHg(p)(®), to prove (8.33) it suffices to show

C2

2 =\ 12

lol2 ) < TP > qla(e)l : (8.35)
ecE(A);[el#h
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Due to [lo ]2y = IVIz@Eay) + llo = vilzeEn) we may establish esti-
mate (8.33) for each term on the right-hand side of the triangle inequality,
individually.

For two edges d ,e € E(A) we define a function M (c? ,é) := 1 if there are
Y.y’ € Z? and two hexagons Iy, 'y satisfying 'y N "y # @ such that
d e I'yand e € 'y, and M(d, @) := 0 otherwise. Choosing 7| such that
deg(A);[J#ﬁ M(d, @) < 1 for any ¢ € E(A), then

”"”12(5(1\)) = Z ‘ Cad ) I 4“.,2”12(5(A)) Md, e)
ecE(N); [d] e];ﬁh .
<
S jimeio?
6
=—— Y @
1= cceariai

(8.36)
For the second term [|o° — v||;2(gp)), We use that functions ¥, [¢)) with [e] #

[E ] are supported on hexagons I'" and can therefore only overlap with finitely
many linearly 1ndependent double hexagonal states. Thus, we define a function
N with N (d e) := lif d ¢ belong to two hexagons I',, I, for which there are
two double hexagons I', I'; with the property that all 1ntersect10ns Iy NIy,
'y NIy, o N T are not empty. Otherwise, we set N(c?, ¢) := 0. Choosing
75 such that 2365(1\);[3]#5 N(d,?é) < 1, for any ¢ € £(A), then

N(d, &)a(d) a(@)

2 _ ,

llo = VIl gy = > T
d,2€E(A);[d).[81£h L2((0,1))

<PDH5<A)(<I>)¢J» Pp g @) Ve >L2<5(A>>

= Y @@ gleeay 637
d.ecE(A):[d).[€1#h

12a 212 n) N, &)

67 -
<—=— > 1a®P.

— e i® -
1= e
O
8.3 Absolutely continuous spectrum for rational flux quanta
Lemma 8.15 For E = g e Q, the spectrum of H® away from the

Dirichlet spectrum is absolutely continuous and has possibly touching, but
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05 -0. B :/'/ -0.5 0.5
k?Q 1.5 -1.5 kl

05 B

Fig. 9 Touching bands for % = % on the first Hill band of a Schrodinger operator with
Mathieu potential V() = 20 cos(2n¢). Different bands are differently colored

non-overlapping band structure. An interval I C [—1, 1] is a band of Q 5 (P)
if and only if its pre-image under A, on each fixed band of the Hill operator,
is a band of HB.

Proof That the bands of QA (®) do not overlap is shown in Section 6 of [28].
Thus, the unique correspondence between bands of Q 5 (®) and H 2, following
from the unitary equivalence (7.14), shows that the non-overlapping of bands
holds true for H? as well. O

Remark 10 For % = % the spectral bands of Q4 (®) are touching and given
by [28]

i) i) o) [

Thus, by Lemma 8.15 the bands of H? on each Hill band are touching as
well, see Fig. 9. Bands belonging to different Hill bands do, as a rule for
@ € (0, 2m), not touch by Lemma 8.1.

In the case of % = % however, only the bands at the Dirac points touch, see
also Fig. 10. The touching at the Dirac points is always satisfied by Lemma 8.2.
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Dirac point Dirac point

S
o

T

h hiri""\‘?r\h_r,

—T T T 1

05 1

1 05 RS o ——— ey
. 0 o5 4 -1 05 O
ko Ky

Fig. 10 Only the third and fourth band touch at the Dirac points for % = % on the first Hill
band of a Schrodinger operator with Mathieu potential V (t) = 20 cos(2n¢). Different bands
are differently colored

8.4 Singular continuous Cantor spectrum for irrational flux quanta

Proof By Lemma 4.2, the spectrum of Q  (®) for irrational % is a Cantor set
of measure zero. Thus, the pullback of o (Q a) by Aliny(s,) is still a Cantor set
of zero measure that coincides with o (H )\o (H?). Therefore, the absolutely
continuous spectrum of H? has to be empty. The Cantor spectrum part of (3)
of Theorem 1, and (1) of Theorem 2 then follows from (4) of Lemma 8.2. O

8.5 Proofs of Theorems 1-4

This section serves as an index to the proofs of our main theorems that are
distributed in different sections throughout the paper.

Proof of Theorem 1

(1). Follows from (1) of Lemma 8.7.

(2). Combine (3) of Lemma 8.2 with Lemma 8.4.

(3). This is proved in Sects. 8.3 and 8.4 (Fig. 11).

(4). Follows from (4) of Lemma 8.2.

(5). This is Lemma 8.3. |
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Hofstadter butterfly-Graphene

ll. [
m||||IlIIIIIlIIl||l|||||||| |||||m|!||||IIIIIII|IIII||||||

Fig. 11 The Hofstadter butterfly for HZ with V =0 on the first five Hill bands By, = [2(k —
1)2, nzkz] for k € {1, .., 5} and magnetic flux quanta 2 = P € [0, 1] withg <50

Proof of Theorem 2
This is proved in Sects. 8.3 and 8.4. O
Proof of Theorem 3
This is proved in Lemmas 4.2, 4.3 and 4.4. O
Proof of Theorem 4
This is proved in Lemma 8.10 and Theorem 10. O
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Appendix A. Proof of Proposition 6.4

The proof of this result is very similar to that for the almost Mathieu operator
and the extended Harper’s model. We will present it briefly here for complete-
ness. Readers could refer to Theorem 3.2 (together with its proof in “Appendix
2”") of [7] for a more detailed discussion.

Let D” be defined as in (2.49), in which v(8) = 2cos276 and ¢(0) =
1 + ¢ 27 hence

. . . )
3 r- eZmO _ 6727119 -1 - ean(Q—E)
D*9) = ( UL 2o . . (A1)

Let us complexify 6 and define D? for ¢ € R as follows

D) := D*( +ie). (A.2)
Let
1 0 @
L(D}, @) := lim —/ logll ] DEO+j==)I do, (A.3)
n—-oon T ien 21

be the complexified Lyapunov exponent. By Hardy’s convexity theorem, see
e.g. Theorem 1.6 in [16], L(DQ, ®) is convex in €.
Let

1 L(D* ,, ®) — L(D:, ®
oL, ®; e) ::2—h1i18 (Des )h Dz, P) (A.4)
T h—04

be the right-derivative of the complexified Lyapunov exponent, which has been
dubbed acceleration in [2].
By Theorem 1 of [35], since det(D*(0 +ig)) # 0 for ¢ # 0, we have

oA, ®;¢e) € Z, fore #0. (A.5)
This is usually referred to as quantization of acceleration.
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One can also easily compute the following asymptotic behaviour

N _eZJTe 0
D;(0) = (62”8 )+0(1), £ —> 00

0
N _6,727rs _efiCDeerrs (A'6)
D2 (0) = +0(1), & —> —o0,
€ 0 0
hence by (A.5),
L(Dﬁ, D)=¢, €e>¢>0, (A7)

L(Dé, D)=—¢, &< —gp.

Hence convexity of L(D?, ®) and quantization of acceleration force either

e L(D}, ®) =0 or
e L(D}, ®) > 0 with w(0, ®; &) = 0.

By Theorem 1.2 of [8], the second case is equivalent to (%, Dé) inducing a
dominated splitting. This is equivalent to A ¢ X, by [43].
Finally note that we always have

L(x, ®) = L(D}, ®) —/ log |1 +e 2% do = L(D}, ®).  (A.8)
Ty

Hence L(A, ®) =0 if and only if A € . O

Appendix B. Proof of Lemma 6.7

Assume 6 = % + kog. Let (H2zp/q,6)110,k—17 be the restriction of Hayzp g0
onto interval [0, k — 1] with Dirichlet boundary condition. Let P¢(68) =
det (A — (Hazp/q,0)110,k—11) be the determinant of this k x k matrix. One can
prove by induction (in k) that the following holds

) P (9) —c(0 — )P _1(6+ )
D) = P P ! Prp 2y
c@+ k=D P1(0)  —c@®— e+ k= 1Dg) P2+ )
(B.1)
Thus
A _ P2 14
tr(Dg(0)) = Pg(0) — |c(0 — g)l Py_2(60 + 5)- (B.2)
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It then suffices to note that
(DO — (ko — 1)2) = w(D}(©)),
c(® — ko) =0, (B.3)
(Hom g1y 2)N10.0-11 = My

Appendix C. 1/2-Holder continuity of spectra of Jacobi matrices

Proof of Lemma 6.2

We will prove the following general result for quasi-periodic Jacobi matrices.
Let Hy g € L(I*(Z)) be defined as

(Hyot)y = c(@ + na)ups1 +c@ + (n — Douy—1 + v + na)u,. (C.1)

Let oy := UgeT, 0 (Hy.0).

Lemma C.1 Let c(-),v(-) € CYTy, C). There exist constants é(g, v),C
(c,v) > 0 such that if . € o, and o' € Ty is such that |a — a'| < C(c,v),
then there is a A" € o, such that

A — | < Cle, v)|a — |2

Lemma 6.2 follows from Lemma C.1 by taking ® = 27« and &' = 27na/.
Lemma C.1 is in turn the argument of [9] adapted to the Jacobi setting.

Proof of Lemma C.1

Let L > 1 be given. There exists ¢; € 1?(Z) and 6 such that
1
|(Heo — MLl < Z||¢L||- (C.2)
Let n;, 1. be the test function centered at j,

(I —=ln—jl/L), In—jl=L,

o=
=1, n—jl=L.

Then for large L,

L-—1)QL—1
Y L) =1+ ( ;(L L (C.3)
j
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is independent of n. Clearly,

> lnjL(Hao — WLl* = arll(Hoo — MLl

J

A

ar, 1
Talenl? = =D lnjgel?. (C4)
J

Since |lu + v||? < 2||v||> + 2|lu||?, by (C.4), we get

> N (Hao — 2njorl* <2 lnjn(Hao — DLl
J J
+ 22 1nj.2. Haolérl®
<73 an Lorl? +2Zn[n,L, Ho 1oL,
(C.5)

where [1) 1, Hy9l = 1j, L Hyo — Hypnj,1 is the commutator. Note that

([nj,1» Heplp)n = c(@ +na)(m;L(n) — njr(n+1))dpi1
+ c(@+ (n—Da)(nj L)
—njL(n—1)¢n-1,

which implies
8llc || _ 8lell3
> L. Haolor > < ——2 LIl =T > lnjocll.
J J

Combining this with (C.5) and taking into account that ay ~ %L, we get

2+25||c||
Y W(Hao = Mnjrorl? < ——5—= Z Inj.erl?,

J
for L > Lg. Hence for certain j, nj ¢ # 0 and

2+ 25]|c|2,)2

|(Ho,o — 2Mnj,00Ll < 3

In..oLl. (C.6)
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Given o’ near «, choose 6’ such that

0+ ja=0+jao'.

Then on supp(nj,2.9¢),

|f(0 +na) — f(O" +na)| < LIl flloola — '], (C.7)

holds for f = ¢, v. Thus, by (C.6) and (C.7),

|(Hy o0 — 2Mmj,.oLll < Ci(c, v)lIn; oLl

where

@ +25]clZ)?

1
7 + 6l 1% + 31V 12) 2 Ll — o).

Ci(c,v)

Finally, taking

L = Cy(c,v)|a —ao -3 > Ly,

we get

1
|(Hy o — Mnjrérll < Cle,v)la — o' |2|nj oLl
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