Abstract—In recent years, ambient backscatter communications have gained a lot of interests as a promising enabling technology for the Internet-of-Things and green communications. In ambient backscatter communication systems, ultra-low power devices are able to transmit information by backscattering ambient radio-frequency signals generated by legacy communication systems such as Wi-Fi and cellular networks. This paper is concerned with ambient backscatter communications over legacy orthogonal frequency division multiplexing (OFDM) signals. We propose a backscatter modulation scheme that allows backscattering devices to take advantage of the spectrum structure of ambient OFDM symbols to transmit information. The proposed modulation scheme allows both binary and higher-order modulation using noncoherent energy detection. We investigate the detector design and analyze the error performance of the proposed scheme. We provide an exact expression for the error probability for the binary case, whereas accurate approximate expressions for the error probability are derived for the M-ary case. We corroborate our analysis using Monte–Carlo simulation and investigate the effects of varying the OFDM symbol size, maximum channel delay spread, and the number of receive antennas on the error performance. Our numerical results show that the proposed technique outperforms other techniques available in this paper for backscatter communication over ambient OFDM signals in different scenarios.
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I. INTRODUCTION

A MBIENT backscatter is a new paradigm that turns ambient radio-frequency (RF) signals from a source of interference to an opportunity for ultra-low power pervasive communications. Traditional backscatter is a mature technology [1] that has been used for many years to achieve short-range communications in power-constrained scenarios (e.g., RFID) [2]. In traditional backscatter communication systems, a dedicated device has to generate a continuous sinusoidal signal, which is phase-shifted and backscattered by tags by intentionally changing their antenna impedance to transmit information back to a reader device. However, in ambient backscatter, ambient RF transmission, which is vastly available (e.g., TV broadcast, cellular or Wi-Fi), is used instead of requiring the transmission of a dedicated sinusoidal signal. This makes ambient backscatter an attractive candidate for pervasive ultra-low power wireless networks.

The idea of ambient backscatter has been first introduced in [3], where ambient digital TV signals have been used to establish communication between two passive tags in a device-to-device (D2D) manner. A simple prototype has been developed to demonstrate transmission with rates up to 1 Kbps over a somewhat modest communication range of 2.5 feet. Subsequently transmission rates and communication range have been significantly improved. In [4], Internet connectivity to battery-less RF-powered devices can be provided using two off-the-shelf commercial Wi-Fi access points (APs). Uplink rates of up to 1 kbps and a communication range of up to 2 meters have been achieved by modulating the channel state information (CSI) and received signal strength indicator (RSSI) signals in the WiFi packets. Downlink rates of up to 20 kbps and a communication range of up to 3 meters have been reached by using a clear-to-send-to-self (CTS-to-self) packet to silence other devices and then information is encoded in short WiFi packets (i.e., ‘1’: send packet, ‘0’: remain silent). The technique in [5] can achieve data rates of up to 1 Mbps and a communication range of 25 meters between two battery-less devices, which is made possible by two improvements over [3]: (1) direct-link (i.e. legacy-transmitter to reader) interference cancellation, and (2) orthogonal coding similar to CDMA chip sequences. Later in [6], rates of up to 5 Mbps

1In the literature, the tags are said to be passive if they do not possess traditional power-hungry active RF chains.
and a communication range of up to 5 meters can be reached between a battery-less tag and a WiFi AP by using full-duplex radio and advanced self-interference cancellation techniques. Moreover, it has been demonstrated in [7] that WiFi packets can be synthesized by backscattering Bluetooth Low Energy (BLE) signals. More recently, in [8], 17 ambient signal sources spanning frequencies from 80 MHz up to 900 MHz were used, simultaneously, to achieve data rates of up to 1 kbps at distances up to 50 meters even when ambient carriers’ powers were as low as −80 dBm.

More theoretical aspects of ambient backscatter communications such as derivation of error rates, information theoretic limits, and optimal scheduling were studied in [9]–[27]. In [9], it has been shown that the achievable sum rate of a communication system consisting of legacy MIMO nodes and backscattering nodes is more than what can be achieved by the legacy system alone. In [10], signal detection and error performance of an ambient backscatter communication system have been investigated where the tag uses a differential encoder to exempt the reader from estimating the channel, and an averaging technique, similar to the prototype in [3], is used for detection. The same approach has been extended to the case when the reader has multiple antennas in [13], where no specific modulation scheme is assumed for the legacy communication system, while simulations results following the same approach but using ambient WiFi transmissions can be found in [14]. In [17], differential Manchester encoding at the tag has been proposed to allow for differential detection without a threshold, while in [18], analytical expressions for the average error probability over flat Rayleigh fading channels have been derived. Moreover, the performance of a cooperative scheme where the receiver recovers information from both the ambient signal and the backscattered tag signal using successive interference cancellation (SIC) detectors has been investigated in [19]. Furthermore, the use of learning based clustering has been proposed in [20] to facilitate noncoherent detection. Finally, aspects related to resource allocation and scheduling in the context of ambient backscatter have been studied in [21]–[23], and a comprehensive survey can be found in [24].

Motivated by the fact that Orthogonal Frequency Division Multiplexing (OFDM) is the prevalent modulation scheme in most modern communications systems (e.g., DVB, LTE, WiFi), backscatter communications over ambient OFDM carrier signals has been studied in [26]–[28]. In [26], by taking advantage of the structure of the OFDM symbol in the time-domain, a modulation scheme for the ambient backscatter system has been designed, which canceled direct-link interference using the remaining part of the cyclic prefix, but required the reader to have knowledge of the relevant channels’ lengths that have to be significantly shorter than the delay spread. Moreover, the fundamental information-theoretic limits of backscatter communication over ambient OFDM carriers, such as ergodic and outage capacity, have been investigated in [27]. It has been shown that ambient backscatter not only allows a battery-less tag to opportunistically communicate at satisfactory rates over short distances, but can also benefit legacy transmission by offering a form of diversity. In [28], a multi-antenna receiver backscatter receiver that relied only on the statistical properties of OFDM signals has been proposed.

In this paper, we investigate backscatter communications over ambient OFDM signals exploiting null subcarriers extending the work that we first presented in [29]. Our contributions in this paper can be summarized as follows:

- We propose a modulation scheme for backscatter communications over ambient OFDM carriers taking advantage of the in-band null subcarriers. We design the tag modulation waveform for the binary case and the detector to avoid direct-link interference.
- We analyze the error performance of the proposed scheme and obtain an exact expression for the average error probability in terms of the bivariate Meijer G-function. Different from [10], [12], [26], we do not use Gaussian approximations and our analysis takes into account the cascaded fading nature of the backscatter channel and the correlations inherent in the OFDM waveform and the wideband wireless channel.

- To improve error performance, we propose using multiple receive antennas. In particular, we propose using noncoherent post-detection Equal Gain Combining, to get composite test statistics for energy detection without knowledge of the channel realization or the ambient OFDM symbol. We extend our error analysis to the case of multiple receive antennas and obtain an exact expression for the error probability.

- To improve the communication rate, building on the same basic idea of shifting energy to null subcarriers, we propose an M-ary modulation scheme allowing the transmission of multiple bits per OFDM symbol while retaining the ability to be detected noncoherently, relying only on energy detection. We model the M-ary detection as traditional detection over a general vector channel problem and obtain accurate approximate error probability expressions.

- Finally, we provide simulation results to corroborate our analysis and to study the effects of multiple system parameters, namely, the maximum channel delay spread, OFDM symbol size, and number of receive antennas, on the error performance of the proposed modulation scheme.

The rest of the paper is organized as follows. In Section II, we present the system model. In Section III, we introduce our modulation scheme for backscatter communications over ambient OFDM signals and investigate the error performance of our scheme. In Section IV, we extend our analysis to the case of multiple antennas at the reader. In Section V, we extend our scheme to support M-ary modulation and analyze the error performance in that case. In Section VI, we present simulation results to corroborate our analysis, compare our scheme to the existing schemes in the literature and study the effects of multiple system parameters on the error performance. Finally, in Section VII, we conclude the paper.

II. System Model

In general, we have two co-existing communications systems as in Fig. 1. A legacy communication system that
employs OFDM, e.g. LTE, and a capillary ambient backscatter communication system consisting of ultra-low power tags/sensor nodes and readers. The legacy nodes are not power-constrained and are either powered by large-capacity batteries (e.g. user equipment) or the power-grid (e.g. base stations) while the capillary tags/sensor nodes may rely on RF-energy harvesting [30] for power and can only communicate by rescattering the legacy system OFDM transmission. The readers can either be independent devices or part of the legacy nodes [27].

Next, we assume there are one legacy transmitter, one tag, and one reader. The legacy transmitter and the tag have a single antenna each, while the reader has $R$ receiving antennas. The tag modulates its information into the ambient OFDM signal by intentionally altering its antenna impedance to phase-shift and rescatter the ambient signal so that the reader can decode the information by observing the difference in received energy. Hence, the tag does not require any power-hungry RF chains for communications and may be powered by an RF-energy harvester.

As shown in Fig. 1, let $h(t)$, $f_r(t)$ and $g_r(t)$ denote, respectively, the bandpass impulse responses of the multipath Rayleigh fading channels between the legacy transmitter and the tag, the legacy transmitter and the $r$-th reader antenna, and the tag and the $r$-th reader antenna. The multi-path delay spreads corresponding to these channels are denoted, respectively, by $\tau_h$, $\tau_{f_r}$ and $\tau_{g_r}$. All channels are assumed to be mutually independent.

Denote the bandpass signal transmitted from the OFDM legacy transmitter during a symbol interval as

$$s(t) = R \{ \sqrt{p} \, s_l(t) \, e^{j2\pi f_c t} \}, \quad (1)$$

where $p$ is the average transmitted power, $s_l(t)$ is the baseband representation of $s(t)$, and $f_c$ is the carrier frequency. The received signal at the tag can be written as

$$x(t) = R \{ [\sqrt{p} \, s_l(t) * h_l(t)] \, e^{j2\pi f_c t} \}, \quad (2)$$

where $*$ denotes linear convolution and $x_l(t) = \sqrt{p} s_l(t) * h_l(t)$ is the baseband representation of $x(t)$.

The tag modulates its information onto the received signal by changing its antenna impedance. Let $b_l(t)$ denote the baseband representation of the tag’s modulation waveform with corresponding bandpass signal $b(t)$. As in the literature on ambient backscatter communications [10], [12], [13], [26], we assume that no noise is added at the tag. This assumption arises from the fact that the tag does not use any active RF components. Thus, the signal backscattered from the tag will be $x(t) \, b(t)$.

The received signal at the $r$-th reader antenna can be written as

$$y_r(t) = \left[ x(t) \, b(t) \right] * g_r(t) + s(t) * f_r(t) + w_r(t), \quad (3)$$

where $y_r^c(t) = \left[ x(t) \, b(t) \right] * g_r(t)$ is the signal backscattered from the tag, $y_r^c(t) = \sqrt{p} s_l(t) * f_r(t)$ is the signal received directly from the legacy transmitter and $w_r(t)$ is the bandpass “white” Gaussian noise random process, which is independent of both $y_r^c(t)$ and $y_r^f(t)$. Note that tag’s information in present only in the term $y_r^c(t)$, while the term $y_r^f(t)$ is the direct-link (i.e. legacy-transmitter to reader) interference and is independent from the tag’s information. The baseband representation of (3) can be written as

$$y_{r,l}(t) = y_{r,l}^b(t) + y_{r,l}^d(t) + w_{r,l}(t), \quad (4)$$

where $y_{r,l}^b(t)$, $y_{r,l}^d(t)$, and $w_{r,l}(t)$ denote the baseband representations of $y_r^b(t)$, $y_r^d(t)$, and $w_r(t)$, respectively.

At the reader, the received signal is down-converted to baseband and passed through an analog-to-digital converter (ADC). The resultant discrete-time baseband sequence, for one OFDM symbol before discarding the cyclic prefix, can be written as

$$y_{r,l}[n] = y_{r,l}^b[n] + y_{r,l}^d[n] + w_{r,l}[n], \quad n = 1, \ldots, N_f + N_{cp}, \quad (5)$$

where $N_f$ is the number of subcarriers, or equivalently the length of the fast Fourier transform (FFT), $N_{cp}$ is the cyclic prefix length, and $w_{r,l}[n]$ is complex baseband additive white Gaussian noise (AWGN) with zero-mean and variance $\sigma_w^2$, $\forall \ r \in \{1, 2, \ldots, R\}$. Let $h_l[n]$, $f_{r,l}[n]$, and $g_{r,l}[n]$ denote the discrete-time baseband representation of $h(t)$, $f_r(t)$ and $g_r(t)$, respectively. Hence, we can write $y_{r,l}^b[n] = (x_l[n] \, b_l[n]) * g_{r,l}[n]$ and $y_{r,l}^d[n] = \sqrt{p} s_l[n] * f_{r,l}[n]$. The discrete-time channels’ lengths are given by $L_h = [\tau_h / f_s]$, $L_{f_r} = [\tau_{f_r} / f_s]$ and $L_{g_r} = [\tau_{g_r} / f_s]$, where $f_s$ is the sampling frequency. Let $\tau_r \triangleq \max \{ \tau_{f_r}, \tau_h + \tau_{g_r} \}$ denote the maximum channel delay spread seen by the $r$-th reader antenna; hence, $L_r \triangleq \max \{ L_{f_r}, L_h + L_{g_r} - 1 \}$ denote the discrete-time length of maximum channel delay spread seen by the $r$-th reader antenna. For simplicity and without loss of generality, assume all receive antennas see the same delay spread and denote it by $\tau$. Finally, since the distance between the tag and reader is fairly small in practice, it is reasonable to assume that $L_{g_r} = 1 \forall \ r \in \{1, 2, \ldots, R\}$. Hence, the backscattered signal at the reader can be simplified to $y_{r,l}^b[n] = g_r \cdot x_l[n] \, b_l[n]$, where $g_r$ is the complex flat fading channel gain between the tag and the $r$-th reader’s antennas. In the rest of the paper,
we use the discrete-time baseband model and drop the subscript \( l \) for notational convenience.

Our goal is to design the tag modulation waveform \( b[n] \) and the detector at the reader to be able to extract the tag information in \( b[n] \) from the received signal \( \{y[n]\}_{f=1}^{R} \) without knowing either the transmitted OFDM symbol \( s[n] \) or the relevant channels \( h[n] \); \( \{f_r[n]\}_{f=1}^{R} \); and \( \{g_r\}_{f=1}^{R} \).

### III. Single-Antenna Transceiver Design and Performance Analysis

In this section, we propose a modulation scheme for backscatter communications over ambient OFDM signals. We describe the tag modulation waveform and study the detector design in Section III-A. We also analyze the error performance of the proposed scheme and obtain exact expressions for the error probability in Section III-B. We restrict ourselves to the case of a single-antenna receiver in this section and address the multiple antennas case in the next section.

#### A. Backscatter Waveform Design

In OFDM systems, the edge subcarriers are usually left null. For example, in the LTE standard, for the 10 MHz carrier, the number of subcarriers is 1024, out of which 423 subcarriers are left null [31]. A portion of these null subcarriers fall inside the 10 MHz channel bandwidth and were originally conceived to serve as a guard band. Recently, this guard band was proposed as one of the deployment options for NB-IoT [32].

In OFDM systems, the edge subcarriers are usually left null. This exempts the reader from knowing the transmitted OFDM symbol and the average signal to noise ratio (SNR), but has no knowledge of the OFDM ambient signal, \( s[n] \), or the relevant channels \( h[n] \), \( f[n] \) or \( g \). Since the tag transmits its information by shifting the spectrum of the backscattered signal into the null subcarriers, an energy detector is used to collect the energy in the null subcarriers, and decode the tags information. However, only null subcarriers inside channel bandwidth can be used for energy detection, since those outside the channel bandwidth may be subject to adjacent channel interference. Hence, in the rest of the paper, we are only concerned with the set of in-band null subcarriers.

1) **Decision Statistics:** At the reader, the cyclic prefix is discarded, and the remaining \( N_f \) samples are passed through an FFT block. Let \( Y[n] \) denote the output of the FFT. Hence, the test statistic can be written as

\[
z = \frac{2}{\sigma^2} \sum_{m \in \mathcal{U}} |Y[m]|^2.
\]

Under \( \mathcal{H}_0 \), the hypothesis that the tag transmitted a ‘0’ bit, the null subcarriers contain only noise and \( z \) is the sum of the squares of \( 2|\mathcal{U}| \) standard Gaussian random variables. Hence, \( p(z|B=0) \) is a central Chi-squared distribution with \( 2|\mathcal{U}| \) degrees of freedom [34]. On the other hand, when the tag is transmitting a ‘1’ bit, the distribution of the decision statistics is z is fairly complicated. Under \( \mathcal{H}_1 \), the hypothesis that the transmitted bit is ‘1’, the received energy in the null subcarriers depends on the random channels \( g \) and \( h[n] \). Therefore, the instantaneous detection SNR is a random variable and can be written as

\[
\gamma = \frac{p|g|^2 \sum_{m \in \mathcal{U}} |H[m]|^2}{|\mathcal{U}| \sigma^2}.
\]

2Note that ambient backscatter devices do not possess traditional wireless transmitters with power amplifiers, and the backscattered energy is limited in range and too minuscule compared to traditional transmitters making interference caused to adjacent transmissions insignificant.

3We assume ICI is negligible since (1) the tag, reader and legacy transmitter are stationary, (2) at practical low-medium SNRs, noise is dominant. (3) ICI is weakest at edge subcarriers.
The channel coherence bandwidth to ensure each subcarrier sees the central Chi-squared distribution over the distribution of the decision statistic distribution

\begin{align}
\text{Theorem 1:} \quad \text{The distribution of the instantaneous detection SNR, } \gamma, \text{ for the single-antenna receiver is given by}
\end{align}

\begin{align}
f (\gamma) &= \frac{1}{\gamma} \gamma^{\frac{J}{2}-1} \mathcal{G}_{0,2} \left( \frac{1}{\gamma}, \frac{\gamma}{\lambda_j} \right),
\end{align}

where \( \{\lambda_j\}_{j=1}^J \) are the non-zero eigenvalues of the co-variance matrix \( \mathbf{R}_H = E[\mathbf{h}\mathbf{h}^H] \), and \( \mathcal{G}_r^\gamma (\cdot | \cdot) \) is the Meijer G-function [35].

\textbf{Proof:} See Appendix A.

The expression for the distribution of the SNR obtained in Theorem 1 will be essential in computing the distribution of test statistics and the average probability of error.

Conditional on the instantaneous received SNR, \( \gamma \), the decision statistic distribution \( p(z | \gamma, B = 1) \) is a noncentral Chi-squared with \( 2|U| \) degrees of freedom and noncentrality parameter \( 2|U|/\gamma \) [34].

\textbf{Proposition 1:} The distribution of the decision statistic, \( z \), under \( \mathcal{H}_1 \) is given by

\begin{align}
p(z | B = 1) &= \sum_{j=1}^{J} \prod_{k \neq j} \left( \frac{\lambda_k}{\lambda_j} \right)^{\frac{1}{2}} \mathcal{Q} \left( \frac{1}{2}, 0, 1 \right) \left( 1 - \frac{1}{2}, 0, 1 - |U|, \frac{1}{\lambda_j} \right) \\
&\times G_{1,0;2,1,1} \left( 0, 1, 1, 1, 0 - |U|, \frac{1}{\lambda_j} \right)
\end{align}

\textbf{Proof:} The distribution is found by averaging the non-central Chi-squared distribution over the distribution of the instantaneous SNR obtained in Theorem 1. See Appendix B for details.

The bivariate Meijer G-function is not available as a built-in function in well-known computational software packages (e.g. MATLAB, Wolfram Mathematica, Maple); however, there exist two implementations in the literature, using Wolfram Mathematica in [36], and MATLAB in [37]. Fig. 2 shows how \( p(z | B = 1) \) looks for different values of SNR. Note that increasing the SNR increases both the mean and variance of the test statistic, which leads to slowly-decaying tails. Finally, note that this proposed scheme does not suffer from direct link interference at the reader as the energy from the direct link exists only on the data subcarriers.

2) Error Performance: Next, we analyze the probability of error for the proposed scheme. Let \( \delta \) denote the decision threshold. Then, since the tag transmitted bits are equally probable to be ones or zeros, the average probability of error is given by

\begin{align}
P_e (\delta) &= \frac{1}{2} P_{e|B=0} (\delta) + \frac{1}{2} P_{e|B=1} (\delta).
\end{align}

Both \( P_{e|B=0} (\delta) = Pr(\tilde{B} = 1 | B = 0) \) and \( P_{e|B=1} (\delta) = Pr(\tilde{B} = 0 | B = 1) \) are functions of the decision threshold \( \delta \), which should be optimized to minimize the average probability of error \( P_e (\delta) \). \( P_{e|B=0} (\delta) \) is independent of the SNR and is given by the tail probability of the central Chi-squared distribution as [38]

\begin{align}
P_{e|B=0} (\delta) &= \frac{\Gamma (|U|, \frac{\delta}{2})}{\Gamma (|U|)}
\end{align}

where \( \Gamma (s, x) = \int_x^\infty t^{s-1} e^{-t} dt \) is the upper incomplete Gamma function, and \( \Gamma (s) = \int_0^\infty t^{s-1} e^{-t} dt \) is the “complete” Gamma function. Whereas, \( P_{e|B=1} (\delta) \) is dependent on the instantaneous SNR and subsequently on the random backscatter channel. We can write \( P_{e|B=1} (\delta) \), conditional on the instantaneous SNR, using the cumulative distribution function (CDF) of the noncentral Chi-squared random variable as

\begin{align}
P_{e|\gamma,B=1} (\delta) = 1 - Q(|U|, \sqrt{2|U|/\gamma}, \sqrt{\delta}),
\end{align}

where \( Q (\cdot, \cdot) \) is the Marcum Q-Function. Thus, using (11), we can average \( P_{e|\gamma,B=1} (\delta) \) over the distribution of the instantaneous SNR to obtain (16).

\begin{align}
P_{e|B=1} (\delta) &= 1 - \sum_{j=1}^{J} \prod_{k \neq j} \left( \frac{\lambda_k}{\lambda_j} \right) \int_0^\infty \gamma^{\frac{1}{2}} \\
&\times Q(|U|, \sqrt{2|U|/\gamma}, \sqrt{\delta}) \mathcal{G}_{0,2} \left( 1, 1, 0 - |U|, \frac{1}{\lambda_j} \right) d\gamma.
\end{align}

Using [39, Th. 1] the integral in (16) can be evaluated in terms of the bivariate Meijer G-function [40]. Hence, we can write the average probability of error as a function of the threshold as in (17)

\begin{align}
P_e (\delta) &= \frac{1}{2} \Gamma (|U|, \frac{\delta}{2}) + \sum_{j=1}^{J} \frac{1}{2 \lambda_j} \prod_{k \neq j} \left( \frac{\lambda_k}{\lambda_j} \right) \\
&\times \mathcal{G}_{1,0;1,0,1,3} \left( 0, \sqrt{2|U|/\gamma}, \frac{1}{2}, 0, 1, 1, 0 - |U|, \frac{1}{\lambda_j} \right).
\end{align}
3) Detector Threshold: The decision threshold should be chosen to minimize the average probability of error in (17), i.e.

\[
\delta^* = \arg \min_\delta P_e(\delta).
\]

Since the tag transmits ones and zeros with equal probability, the optimal decision rule that minimizes the probability of error is the maximum likelihood (ML) rule [41] given by

\[
\hat{\gamma} = \begin{cases} 
1, & p(z|B = 1) \geq p(z|B = 0), \\
0, & p(z|B = 0) > p(z|B = 1).
\end{cases}
\]

Hence, the optimal decision threshold, \(\delta^*\), lies at the intersection of the two likelihood functions, \(p(z|B = 0)\) and \(p(z|B = 1)\). Unfortunately, a closed-form expression for \(\delta^*\) cannot be found analytically. However, it can be easily found numerically, for any SNR, using a simple, one-dimensional line search.

IV. MULTI-ANTENNA RECEIVER DESIGN AND PERFORMANCE ANALYSIS

In this section, we extend the analysis carried out in the previous section to the case where the reader possesses multiple antennas. The same backscatter waveform design described in Section III-A is used at the tag. We construct composite test statistics from the signals received on all reader’s antennas and analyze the distribution of the test statistic and error performance of the proposed scheme in the case of multiple antennas.

A. Decision Statistic

As we mentioned in Section II, we assume the backscatter receiver is unable to obtain knowledge of the transmitted ambient OFDM signal \(s[n]\) or the relevant channels \(h[n], \{f_r[n]\}_{r=1}^R\), and \(\{g_{r}[n]\}_{r=1}^R\). Hence, diversity combining must be done noncoherently. Thus, we use noncoherent post-detection Equal Gain Combining (EGC), which is also referred to as square-law combining [42, Sec. 9.4].

For the \(r\)-th antenna in the backscatter receiver, we construct the following test statistic

\[
z_r = \frac{2}{\sigma_w^2} \sum_{m \in U} |Y_r[m]|^2,
\]

where \(Y_r[m]\) is the output of the FFT at the \(r\)-th antenna. The distribution of (20) has been discussed in Section III. Next, we combine the test statistics at the R antennas with equal weights and get the composite test statistic

\[
z_c = \sum_{r=1}^R z_r = \frac{2}{\sigma_w^2} \sum_{m \in U} |Y_r[m]|^2.
\]

Next, we study the distribution of the composite test statistics under both hypotheses, \(H_0\) and \(H_1\). Under \(H_0\), \(z_c\) is the sum of \(R\) independent central Chi-squared random variables with \(2|U|\) degrees of freedom, which is a central Chi-squared distribution with \(2R|U|\) degrees of freedom.

On the other hand, the distribution of composite test statistics under \(H_1\) depends on the random backscatter channels. As we did in the single-antenna case, we first consider the conditional distribution for a given received instantaneous SNR at the output of the combiner, \(\gamma_c\). We assume all receive antennas have the same average SNR. In that case, the distribution is a noncentral Chi-squared with \(2|U|\) degrees of freedom, and a noncentrality parameter given by \(2\gamma_c|U|\), where \(\gamma_c = \sum_{r=1}^R \gamma_r\) is the sum of the SNRs at all receive antennas. Each \(\gamma_r\) is a random variable whose distribution is given by (41) and whose expected value is \(\overline{\gamma} = \Tilde{\gamma}\). The combined instantaneous SNR, \(\gamma_c\), can be written as

\[
\gamma_c = \frac{p}{|U|\sigma_w^2} \sum_{r=1}^R |g_{r}|^2 \sum_{m \in U} |H[m]|^2.
\]

Theorem 2: The distribution of the instantaneous detection SNR, \(\gamma_c\), at the output of the combiner for the multi-antenna receiver is given by

\[
f(\gamma_c) = \frac{\gamma_c^{-1}}{(R-1)!} \sum_{J=1}^J \prod_{k=1}^{R} \frac{1}{\lambda_k - \frac{\gamma_c}{2}} \Gamma_{0,2}^2 \left( -\frac{U}{\lambda_j}, \frac{\gamma_c}{\lambda_j} \right),
\]

where \(\{\lambda_j\}_{j=1}^J\) are as defined earlier in (11).

Proof: See Appendix C.

Similar to Section III-B, the distribution of the SNR at the output of the combiner, \(\gamma_c\), obtained in Theorem 2 can be used to calculate the distribution of combiner test statistic, \(z_c\), under \(H_1\), and the average probability of error.

Proposition 2: The distribution of the decision statistic at the output of the combiner, \(z_c\), under \(H_1\) is given by

\[
p(z_c|B = 1) = \frac{\pi e^{-1}}{2(R-1)!} \sum_{J=1}^J \prod_{k=1}^{R} \frac{1}{\lambda_k - \frac{\gamma_c}{2}} \Gamma_{0,2}^2 \left( -\frac{U}{\lambda_j}, \frac{\gamma_c}{\lambda_j} \right) \times G_{1,0;2,1}^{1,0;2,1.0} \left( 0, 1, 0, 1, -\frac{1}{2}, \frac{1}{2}, \frac{1}{\lambda_j}, \frac{1}{\gamma_c} \right).
\]

Proof: The distribution is found by averaging the noncentral Chi-squared distribution over the distribution of the instantaneous SNR at the output of the combiner, \(\gamma_c\), obtained in Theorem 2. See Appendix D for details.

B. Error Performance

Next, we analyze the probability of error for the multi-antenna receiver. Let \(\delta\) denote the decision threshold. Assume tag transmitted bits are equally probable to be ones or zeros, then the average probability of error is given by

\[
P_e(\delta) = \frac{1}{2} P_{e|B=0}(\delta) + \frac{1}{2} P_{e|B=1}(\delta).
\]

Similar to the single antenna case, both \(P_{e|B=0}(\delta) = P_r(\hat{\gamma} = 1|B = 0)\) and \(P_{e|B=1}(\delta) = P_{r}(\hat{\gamma} = 0|B = 1)\) are functions of the decision threshold \(\delta\), which should be chosen to minimize the average probability of error, \(P_e(\delta)\). \(P_{e|B=0}(\delta)\) is independent of the SNR and is given by the tail probability

\[
\frac{1}{2} P_{e|B=0}(\delta) = \frac{1}{2} P_{e|B=0}(\delta).
\]
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of the central Chi-squared distribution with \(| \mathcal{U} | \) degrees of freedom as

\[
P_{e|B=0}(\delta) = \frac{\Gamma \left( \frac{| \mathcal{U} |}{2} + \frac{\delta}{2} \right)}{\Gamma \left( \frac{| \mathcal{U} |}{2} \right)},
\]

whereas, \( P_{e|B=1}(\delta) \) is dependent on the instantaneous SNR and subsequently on the random backscatter channel. We can write \( P_{e|B=1}(\delta) \), conditional on the instantaneous SNR, using the CDF of the noncentral Chi-squared random variable as

\[
P_{e|\gamma,B=1}(\delta) = 1 - Q_{|\mathcal{U}|}(\sqrt{2|\mathcal{U}||\gamma_c, \delta}).
\]

Thus, using (46), we can average \( P_{e|\gamma,B=1}(\delta) \) over the distribution of the instantaneous SNR to obtain

\[
P_e(\delta) = \frac{1}{2} + \frac{\Gamma \left( \frac{| \mathcal{U} |}{2} \right)}{2\Gamma \left( \frac{| \mathcal{U} |}{2} \right)} + \frac{1}{2(2^{| \mathcal{U} |} - 1)!} \times \sum_{j=1}^{J} \frac{1}{\lambda_j \gamma} \left( \prod_{k \neq j} \frac{1}{\lambda_k \gamma} \right) \times C_{0,1;0,1;1,3;1,3}^{0,1,1,0,2,2,1} \times \left( \frac{1}{R}, 1, 0 \right) \frac{\sqrt{2}}{2} \frac{1}{\lambda_j \gamma}.
\]

The integral in (28) is very similar to (16) and can be readily evaluated to yield the average error probability given by

\[
P_e(\delta) = \frac{1}{2} + \frac{\Gamma \left( \frac{| \mathcal{U} |}{2} \right)}{2\Gamma \left( \frac{| \mathcal{U} |}{2} \right)} + \frac{1}{2(2^{| \mathcal{U} |} - 1)!} \times \sum_{j=1}^{J} \frac{1}{\lambda_j \gamma} \left( \prod_{k \neq j} \frac{1}{\lambda_k \gamma} \right) \times C_{0,1;0,1;1,3;1,3}^{0,1,1,0,2,2,1} \times \left( \frac{1}{R}, 1, 0 \right) \frac{\sqrt{2}}{2} \frac{1}{\lambda_j \gamma}.
\]

The backscatter symbols can be decoded noncoherently using only energy detection. The set of backscatter symbols can be constructed using the following two steps:

1) Given the number of bits to transmit per OFDM symbol, \( k = \log_2 M \), divide the set of in-band null subcarriers, \( \mathcal{U} \), into \( 2^k - 1 \) contiguous subsets \( \{ \mathcal{U}_u \}_{u=1}^{2^k-1} \).

2) Set the amount of spectrum shift induced by each backscatter symbol, \( \theta_m \), such that \( \theta_0 \) induces no shift, \( \theta_1 \) shifts the ambient spectrum to only \( \mathcal{U}_1 \), \( \theta_2 \) shifts the ambient spectrum to \( \mathcal{U}_1 \cup \mathcal{U}_2 \), and so on, up to \( \theta_{M-1} \) shifts the ambient spectrum to \( \mathcal{U}_1 \cup \cdots \cup \mathcal{U}_{M-1} \). The backscatter symbols \( \{ b_m \}_{m=0}^{M-1} \) follow directly from \( \{ \theta_m \}_{m=0}^{M-1} \) by substituting in (30).

We illustrate this construction by way of an example.

**Example 1:** Consider an ambient 20 MHz LTE carrier with 132 out of 847 null subcarriers in-band. Assume the tag send 2 bits per OFDM symbol. Hence, we have four symbols corresponding to four different levels of spectrum shifts \( \{ \theta_0, \theta_1, \theta_2, \theta_3 \} \). Divide the set of in-band null subcarriers into three non-overlapping contiguous subsets, \( \mathcal{U}_1, \mathcal{U}_2, \) and \( \mathcal{U}_3 \), each containing 44 subcarriers. The phase shifts are designed such that the four symbols correspond to no spectrum shift, spectrum shift to \( \mathcal{U}_1 \), spectrum shift to \( \mathcal{U}_1 \cup \mathcal{U}_2 \), and spectrum shift to \( \mathcal{U}_1 \cup \mathcal{U}_2 \cup \mathcal{U}_3 \), respectively.

Using this construction, the tag symbols can be decoded at the receiver by observing the energy levels in different null subsets.

**V. HIGHER ORDER MODULATION**

In this section, we extend the binary modulation scheme presented in Section III-A to allow sending more bits per tag symbol. In particular, we divide the set of in-band null subcarriers into different subsets and design the tag symbols to cause the backscattered energy to lay within specific subsets enabling the transmission of multiple bits per OFDM symbol.

**A. Backscatter Waveform Design for Higher Order Modulation**

Next, we describe the tag modulation waveform used for the \( M \)-ary case. The waveform for the \( m \)-th symbol can be written as

\[
b_m[n] = e^{i\pi\theta_m n}, \quad m = 0, 1, \ldots, M - 1
\]

where \( \theta_m \) specifies the amount of frequency shift caused by the \( m \)-th symbol. To elaborate, the tag will change its antenna impedance to cause a specific sequence of phase shifts corresponding to a complex sinusoid with a particular frequency associated with the particular tag symbol being transmitted. The implementation of different phase shifts is a well studied problem in RFID [6], [43]. This allows us to shift the ambient OFDM signal into specific null subcarriers to implement higher order backscatter modulation that can be

\*The reason for this construction is the fact that the number of data subcarriers exceeds the number of guard subcarriers; hence, a shift to \( |\mathcal{U}_M| \) will necessarily shift energy to \( |\mathcal{U}_{M-1}| \) as well.
denote \( \{\lambda_{u,j}\}_{j=1}^{M} \), the non-zero eigenvalues of the co-variance matrix \( \mathbb{E} \{ h_u h_u^\dagger \} \); hence, the distribution of the test statistics, \( \{z_u\}_{u=1}^{M-1} \) for different transmitted symbols can be written as in (32), as shown at the bottom of this page.

Then, using the test statistics in (31), a binary decision is made, independently, for each subset to determine whether it contains shifted energy following the same procedure outlined in Section IV.

Let \( \delta_u \) denote the decision threshold for the \( u \)-th null subset and \( d_u \in \{0, 1\} \) denote the decision made for the \( u \)-th null subset, such that \( d_u = 1 \) if energy is detected in the \( u \)-th subset, i.e., \( z_u > \delta_u \), and ‘0’ otherwise. Next, we treat the subset decisions \( \{d_u\}_{u=1}^{M-1} \) as the output of a vector communication channel. By this characterization, our problem can be thought of as a traditional detection problem for a general vector channel [44], [45], where the input to the channel is the backscatter symbol, \( b_m \), and the output is the subset decisions, \( \{d_u\}_{u=1}^{M-1} \). Hence, if all symbols are equally likely, the optimal decision rule will be the maximum likelihood rule given by

\[
\hat{m} = \arg \max_{0 \leq m \leq M-1} p(d_m | b_m),
\]

where \( d = [d_1 \ d_2 \ \cdots \ d_{M-1}] \) is the \( (M-1) \)-dimensional binary vector comprising the decisions for all subsets.

Obtaining the exact joint distribution \( p(d_1, d_2, \ldots, d_{M-1} | b_m) \) is mathematically intractable. To simplify analysis, we assume the channel gains are only correlated within a given null subset, but are uncorrelated between different subsets. This assumption will be sufficiently accurate for practical numbers of null subsets and typical values of delay spread as will be shown in Section VI. Thus, the simplified decision rule can be written as

\[
\hat{m} = \arg \max_{0 \leq m \leq M-1} \prod_{u=1}^{M-1} p(d_u | b_m),
\]

where \( p(d_u = 1 | b_m) = p(z_u \geq \delta_u | b_m) \), \( p(d_u = 0 | b_m) = p(z_u < \delta_u | b_m) \), and \( p(z_u | b_m) \) is as defined in (32).

Using this decision rule, a decoding function/table that maps the set of possible subset decisions, \( \mathcal{D} \), i.e. the set of \( (M-1) \)-dimensional binary vectors, to the set of symbols could be constructed to decode the transmitted backscatter symbol. To elaborate, the decoding table partitions the set of subset decisions, \( \mathcal{D} \), into \( M \) nonoverlapping subsets, \( \mathcal{D}_m \), such that if \( d \in \mathcal{D}_m \), then \( \hat{m} = m \). Table I shows the decoding table for Example 1 following the rule in (34). Note that, although the thresholds used for the binary decisions are a function of the SNR, the decoding function/table for higher-order modulation is not and the same decoding table is used for all SNRs.

2) Error Analysis: Next, we analyze the error performance of the proposed \( M \)-ary backscatter scheme. Assuming all symbols are equally probable, the probability of error can be written as

\[
P_e = \frac{1}{M} \sum_{m=1}^{M} P_e(b_m),
\]

where

\[
P_e(b_m) = P(d \notin \mathcal{D}_m | b_m) = \sum_{d \notin \mathcal{D}_m} p(d | b_m).
\]

We then make use of the same assumption utilized in the finding the decoding function, namely, that channel gains are only correlated within a given null subset, but are uncorrelated

\[
p(z_u | b_m) = \begin{cases} 
\frac{1}{2 \gamma} e^{-\frac{z_u}{\gamma}} & \text{if } m < u, \\
\frac{1}{2 (R-1)!} \left( \frac{z_u}{\gamma} \right)^{R_U-1} \sum_{j=1}^{J} \prod_{k \neq j} \frac{1}{\lambda_{u,k} - \lambda_{u,j}} \cdot \frac{1}{\lambda_{u,j}} \left( 0 | - \right)_{1, 0.1, 0.1, 0.2, 1} \left( \frac{1}{2 \gamma} \right) & \text{if } m \geq u.
\end{cases}
\]
between different subsets. Hence, we can say 
\[ p(d|b_m) = \prod_{u=1}^{M-1} p(d_u|b_m), \]
where \( p(d_u|b_m) \) can be readily calculated from (14) and (16). Finally, we can write the approximate average probability of error as

\[ P_e = \frac{1}{M} \sum_{m=1}^{M} \sum_{d \notin D_m} \prod_{u=1}^{M-1} p(d_u|b_m). \]  

(37)

VI. RESULTS AND DISCUSSION

In this section, we present simulation results to evaluate the performance of the proposed backscatter modulation scheme and verify the analysis undertaken in previous sections. We study the effects of the maximum channel delay spread, \( \tau \), the OFDM symbol size, \( N_f \), and the number of receive antennas, \( R \), on the error performance. We use the scheme in [26] as a baseline for comparison.

The scheme in [26] takes advantage of the fact that the portion of the cyclic prefix not affected by the multipath channel, i.e. \( n = L, \ldots, N_{cp} \), is repeated in the received signal. The tag waveform is designed to either change its antenna impedance to phase-shift the ambient signal by \( \pi \) for the second part of the OFDM symbol to transmit a ‘1’ bit or keep the phase unchanged to transmit a ‘0’ bit. Let \( B \) denote the tag transmitted bit; hence, for \( n = L, \ldots, N_{cp} \), we have

\[ r[n] \triangleq y[n] - y[n + N_f] = \begin{cases} u[n] + \eta[n], & B = 1, \\ \eta[n], & B = 0, \end{cases} \]  

(38)

where \( y[n] \) is the received signal at the reader, \( u[n] = 2/g_{\text{pp}} \sum_{l=1}^{L_h} s[n-l]h[l] \), and \( \eta[n] = w[n] - w[n + N_f] \). Hence, an energy detector can be used to decode the tag information using the test statistics \( \frac{1}{\sigma^2} \sum_{l=1}^{L} |r[n]|^2 \). Note that the modulation scheme in [26] necessitates that the reader estimate the maximum channel delay spread length \( L \) and the scheme fails if this delay spread is equal to the cyclic prefix. Our proposed scheme does not suffer from this limitation.

Suppose the ambient OFDM signal is a 10 MHz LTE carrier [31]; hence, the FFT size is \( N_f = 1024 \), the “normal” cyclic prefix length is \( N_{cp} = 72 \), and the number of null subcarriers is 423 of which \( |U| = 66 \) are in-band. The maximum channel delay spread, \( \tau \), is specified in each figure. Fig. 4 compares the average error performance of the proposed scheme to the scheme in [26] for different values of maximum channel delay spread, \( \tau \). As expected, the performance of the baseline scheme in [26] deteriorates rapidly as the maximum channel delay spread increases, since the usable part of the cyclic prefix diminishes. On the other hand, the proposed scheme is hardly affected by maximum channel delay spread. Actually, the performance of the proposed scheme slightly improves with increasing delay spread, as the coherence bandwidth decreases and the channel coefficients for the null subcarriers become less correlated. For a delay spread of \( 4\mu s \), the proposed scheme outperforms the baseline scheme by almost 4 dB at an error rate of \( 10^{-2} \). We also notice that the
probability of error from Monte-Carlo simulations coincides with the analytical probability of error, which verifies our analysis.

In Fig. 5, we show the effects of varying the ambient OFDM symbol size on the error performance of the proposed scheme and compare it with the baseline scheme in [26]. We use the LTE OFDM symbol parameters for the 5 MHz, 10 MHz and 20 MHz channel bandwidths [31]. We assume the maximum channel delay spread, \( \tau \), is 3\( \mu \)s, which is a typical value in urban outdoor environments. From the figure, increasing the OFDM symbol size improves the performance of both the proposed and baseline schemes; however, the proposed scheme seems to benefit more from increasing the OFDM symbol size. Moreover, for the used typical value of delay spread, the proposed scheme outperforms the baseline scheme for all three OFDM symbol sizes.

Fig. 6 shows the error performance of the multi-antenna receiver. As we have mentioned earlier, noncoherent post-detection EGC is used since the receiver has no knowledge of the relevant channels or the ambient OFDM symbol. As expected, multiple receive antennas improves the performance dramatically. However, the biggest gain comes from going from a single antenna to two antennas. Increasing the number of antennas to three still gives substantial gain but gains start to diminish as the number of receive antennas increases.

Fig. 7 and Fig. 8 show the performance of the 4-ary scheme designed using the technique in Section V. In Fig. 7, we vary the bandwidth of the ambient OFDM signal while keeping the delay spread and other parameters fixed. As expected, the error performance greatly improves as the bandwidth of the ambient OFDM signal increases since the bandwidth of the in-band null subcarriers, i.e. the guard band, is the directly related to the bandwidth of the ambient OFDM signal. In Fig. 8, we vary the delay spread while keeping the ambient signal bandwidth and other parameters fixed. From Fig. 8, delay spread seems to have a more pronounced effect on the performance of the 4-ary scheme than on the binary scheme; however, contrary to [26], our scheme seem to benefit greatly from the increasing delay spread.

Finally, Fig. 9 and Fig. 10 show the performance of the 8-ary scheme designed using the technique in Section V. In Fig. 7, we vary the bandwidth of the ambient OFDM signal while
keeping the delay spread and other parameters fixed. Similar to the 4-ary case, the error performance greatly improves as the bandwidth of the ambient OFDM signal increases since the bandwidth of the in-band null subcarriers, i.e., the guard band, is the directly related to the bandwidth of the ambient OFDM signal. In Fig. 8, we vary the delay spread while keeping the ambient signal bandwidth and other parameters fixed. Again, similar to 4-ary case, delay spread have a significant impact on the performance of the proposed scheme. Before we conclude this section, note that there is a steep trade-off between tag modulation order and error performance; however, increasing the number of receive antenna could compensate for the loss in performance. For example, for the 4-ary scheme in Fig. 7 and Fig. 8, 4 receive antennas were used, i.e. $R = 4$, while 8 antennas were used for the 8-ary scheme in Fig. 9 and Fig. 10. In all cases, good performance can be obtained with multiple receive antennas and our approximate analysis matches Monte-Carlo simulation results well.

**Practical Considerations for Synchronization**

Throughout the paper, we assumed a backscatter tag symbol spans one OFDM symbol, which is a common assumption [25], [27]. In the baseline scheme from Yang et al. [25] proposed using traditional correlation techniques at the tag to achieve synchronization. Although ambient OFDM signals usually have well-known standardized reference signals that could be used for synchronization, e.g., preamble (STS and LTS) in WiFi, PSS in LTE and P1 in DVB, synchronization is typically carried out using correlation based techniques in the digital domain. However, these reference signals are typically the most robust part of the ambient signal and the complexity of a simple synchronization receiver designed to detect only the reference signal for timing could be kept reasonable enough for an energy-constrained node, cf. [46]. Moreover, since the reference signals are standardized and well-known, the synchronization operation could also be carried out using specially built analog components and matched filters at the tag.

In general, the proposed scheme is more robust to synchronization errors than the baseline from [25]. In particular, synchronization errors up to the CP length will result in phase rotations in the frequency domain which will not affect our frequency-domain energy detection. This is not the case for the baseline scheme, in which the performance of the system is very sensitive to timing errors as the information transmission is based on perfect synchronization of the system and perfect channel order estimation. Furthermore, in the case synchronization is not achieved between the tag and the OFDM ambient signal, our scheme and analysis would still apply but at a lower rate. In particular, by increasing the tag symbol duration, $T_b$, to twice the OFDM symbol duration, $T_s$, we can make sure a full OFDM symbol is subjected to the tag modulation. Fig. 11 shows the timing diagram of asynchronous tag operation, where $\Delta \in (0, 1)$ denotes where the OFDM symbol overlaps with the tag symbol. Note that the tag modulation waveform, $b(t)$ is a complex sinusoid and any change in $\Delta$ will simply cause a phase shift in the frequency domain that will not affect our energy detection based detector. This will be equivalent to only using every other OFDM symbol. Finally, note that the reader is a traditional wireless receiver and can easily synchronize to the OFDM transmission.

**VII. Conclusion**

We introduced a backscatter modulation technique over ambient OFDM signals. In particular, we took advantage of the null subcarriers found in all OFDM signals and designed the tag modulation waveform such that the backscattered energy lie mostly in the null subcarriers. Hence, an energy detector can be used to detect the backscattered information without requiring knowledge of the ambient OFDM symbol or the relevant channels. This scheme avoids direct link interference since there is no energy from the ambient transmission in the null subcarriers. We have analyzed the error performance of the proposed scheme and provided an exact expression for the error probability in terms of the bivariate Meijer G-function. To improve error performance, we proposed using multiple antennas at the reader and analyzed the error performance in that case. Finally, to improve the communication bit rate, we proposed an $M$-ary modulation scheme for ambient backscatter that can be decoded noncoherently using only energy detection. Simulation results corroborated our analysis and showed that the proposed scheme outperforms other schemes available in the literature for ambient backscatter over ambient OFDM signals in different scenarios.

**APPENDIX A**

**Proof of Theorem 1**

The instantaneous SNR, $\gamma_i$, is a scaled product of two random variables: $|g|^2$, which is an exponential random variable and $q \triangleq \sum_{m \in U} |H(m)|^2$, which is the sum of $|U|$ correlated exponential random variables. Using the technique in [47],
the distribution of $q$ can be found to be

$$f (o) = \sum_{j=1}^{J} \left( \prod_{k\neq j} \frac {\lambda_k} {\lambda_k - \frac {\chi_k} {\chi_j}} \right) \frac{1}{\lambda_j} e^{-\frac{\chi_j}{\lambda_j}}, \quad (39)$$

where $\{\lambda_j\}_{j=1}^{J}$ are the non-zero eigenvalues of the co-variance matrix $R_{hh} = E [hh^H]$. Hence, using the product distribution formula [48], we can compute the distribution of the instantaneous SNR, $\gamma$, from

$$f (\gamma) = \sum_{j=1}^{J} \left( \prod_{k\neq j} \frac {\lambda_k} {\lambda_k - \frac {\chi_k} {\chi_j}} \right) \frac{|U|}{\lambda_j \gamma} J_0 \left( 2 \frac{|U| \gamma}{\lambda_j} \right), \quad (40)$$

where $\gamma \triangleq E [\gamma]$ is the average detection SNR. The integral in (40) can be solved with the help of [49, 3.471-9] to yield

$$f (\gamma) = \sum_{j=1}^{J} \left( \prod_{k\neq j} \frac {\lambda_k} {\lambda_k - \frac {\chi_k} {\chi_j}} \right) \frac{2|U|}{\lambda_j \gamma} K_0 \left( 2 \frac{|U| \gamma}{\lambda_j} \right), \quad (41)$$

where $K_m (\cdot)$ is the modified Bessel function of the second kind and $m$-th order. Note that the resulting distribution of the instantaneous SNR is actually a mixture of $K$-distributed random variables [50]. Using the Meijer-G representation of the Bessel function, we arrive at the expression in (11).

**APPENDIX B**

**PROOF OF PROPOSITION 1**

To get $p (z|B=1)$, we have to average the noncentral Chi-squared distribution, over the distribution of the instantaneous SNR, $\gamma$. This averaging can be written as

$$p (z|B=1) = \int_0^\infty f_{\chi^2} (z; 2|U|, 2|U|/\gamma) f (\gamma) d\gamma \quad (42)$$

Substituting in the expression for the probability distribution function (PDF) of the noncentral Chi-squared distribution and the expression for the distribution of the SNR from (11), we get

$$p (z|B=1) = \sum_{j=1}^{J} \left( \prod_{k\neq j} \frac {\lambda_k} {\lambda_k - \frac {\chi_k} {\chi_j}} \right) \int_0^\infty \frac{1}{2\gamma} e^{(z+2|U|/\gamma)/2}$$

$$\times \left( \frac{z}{2|U|/\gamma} \right) I_{|U|-1} \left( 2\sqrt{|U|\gamma z} \right) \times G_{2,0}^0 \left( 1, 1 \mid \frac{|U| \gamma}{\lambda_j \gamma} \right) \quad (43)$$

where $I_m (\cdot)$ is the modified Bessel function of the first kind and the $m$-th order.

Using [51, (07.34.03.0257.01)] to express the Bessel function in terms of the Meijer-G function, and then using [51, (07.34.16.0003.01)] to represent the product of the two Meijer-G function as one bivariate Meijer-G function [40], we can write the integral in (43) as

$$p (z|B=1) = \sum_{j=1}^{J} \prod_{k\neq j} \frac {\lambda_k} {\lambda_k - \frac {\chi_k} {\chi_j}} \left( z \right)^{|U|-1} e^{-\frac{z}{2}} \int_0^\infty \gamma^{-1} \times e^{-|U|/\gamma}$$

$$\times e^{\left[ 0.5; 2: 0.1 \right] (\frac{1}{1}, 1, 1, 1) \mid 0, 1 - |U|, \frac{1}{2} \mid \frac{|U| \gamma}{\lambda_j \gamma}, \frac{|U| \gamma}{\lambda_j \gamma}, \frac{|U| \gamma}{\lambda_j \gamma} \right] d\gamma, \quad (44)$$

which can be solved using (2.1) from [52] to yield (12).

**APPENDIX C**

**PROOF OF THEOREM 2**

The received instantaneous SNR at the output of the combiner, $\gamma_c$, is the scaled product of two random variables: $\sum_{r=1}^{R} |g_r|^2$ with a Gamma distribution, and $q = \sum_{m \in \mathcal{U}} |H[m]|^2$ whose distribution was given in (39) in Appendix A. Using the product distribution formula [48], the SNR distribution at the output of the combiner, $\gamma_c$, can be computed from

$$f (\gamma_c) = \sum_{j=1}^{J} \left( \prod_{k\neq j} \frac {\lambda_k} {\lambda_k - \frac {\chi_k} {\chi_j}} \right) \frac{\gamma_c^{R-1}}{\lambda_j (R-1)!} \left( \frac{|U|}{|U|/\gamma} \right)$$

$$\times \int_0^\infty (\frac{1}{q})^{R-1} e^{-\left( \frac{z}{2|U|/\gamma} \right)} I_{|U|-1} \left( 2\sqrt{|U|\gamma z} \right) \times \gamma_c^{-1} K_{R-1} \left( 2 \frac{|U| \gamma}{\lambda_j \gamma} \right) \quad (45)$$

where $\{\lambda_j\}_{j=1}^{J}$ are as defined earlier in (39). The integral in (45) is similar to (40) and can also be solved using [49, 3.471-9] to obtain

$$f (\gamma_c) = \frac{2}{(R-1)!} \sum_{j=1}^{J} \left( \prod_{k\neq j} \frac {\lambda_k} {\lambda_k - \frac {\chi_k} {\chi_j}} \right) \left( \frac{|U| \gamma}{\lambda_j \gamma} \right)^{\frac{R+1}{2}}$$

$$\times \gamma_c^{-1} K_{R-1} \left( 2 \frac{\gamma_c}{|U|/\lambda_j \gamma} \right) \quad (46)$$

Using the Meijer G-function representation of the Bessel function, we arrive at (23).

**APPENDIX D**

**PROOF OF PROPOSITION 2**

To get $p (z_c|B=1)$, we have to average the noncentral Chi-squared distribution, over the distribution of the instantaneous SNR at the output of the combiner, $\gamma_c$. This averaging can be written as

$$p (z_c|B=1) = \int_0^\infty f_{\chi^2} (z; 2R|U|, 2|U|/\gamma_c) f (\gamma_c) d\gamma_c \quad (47)$$

Substituting in the expression for the PDF of the noncentral Chi-squared distribution and the expression for the distribution
of the SNR from (23), we get

\[
p ( z_c | B = 1 ) = \sum_{j=1}^{J} \left( \prod_{k \neq j} z_{c_k} \left( \frac{1}{\lambda_j} \right) \right) R ( \sqrt{2} z_c )^{-1} \frac{1}{2 ( R - 1 )!} \left( \frac{c}{\lambda_j} \right) ^ {R ( \sqrt{2} z_c ) - 1} e^{-c^2 / \lambda_j} \\
\times \int_{0}^{\infty} \left( - \frac{1}{R} 0, 1 - \frac{1}{2 R} \left| \frac{U}{|U|} \right| \right) \left( \frac{\sqrt{2} |U| c_{r} \gamma - 1}{\lambda_j} \right) d\gamma.
\]

\text{(48)}

Using [51, (07.34.03.0257.01)] to express the Bessel function in terms of the Meijer-G function, and then using [51, (07.34.16.0003.01)] to represent the product of the two Meijer-G function as one bivariate Meijer-G function [40], we can write the integral in (48) as in (49), shown at the top of this page, which can be solved using (2.1) from [52] to yield (24).
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