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A B S T R A C T

Effects of two meso-scale geometry generation approaches on predicting effective elastic properties and thermal conductivity of an orthogonal 3D woven composite
are studied in this paper. The two approaches used are fabric mechanics simulation (DFMA software, Kansas State University) and direct processing of X-ray
microtomography (µCT) data. Two models are created in DFMA using two different sets of cross-sectional areas as input: nominal (based on the initial weave pattern)
and adjusted (informed by volume fraction measurements obtained from microscopy data). In addition, one conformal mesh and three voxel mesh models are created
from µCT data. Experimental measurements of transverse Young’s moduli are used to evaluate the accuracy of the predicted results.

In each case, a unit cell with in-plane periodic boundary conditions is modeled, which has not been previously done in the case of µCT-based models. The effect of
high frequency oscillations in local material orientations imparted by a wavy centerline (artifact of µCT image processing) on the elastic and thermal conductivity
properties is studied. The differences in volume fractions and shapes of bundles of fibers (tows) between µCT-based and DFMA-based models are also investigated to
determine sensitivity of effective thermo-mechanical properties to each of these factors.

1. Introduction

Advantages offered by 3D woven composite materials (e.g. high
delamination resistance, good impact resistance, and dimensional sta-
bility) have led to their increasing use in the aerospace and other per-
formance driven industries [1]. As the demand for 3D woven compo-
sites increases, understanding how their design affects elastic and
thermal properties becomes more important for creating better and
safer composites.

Exploring new composite designs experimentally is both time con-
suming and expensive. Moreover, measuring some properties like out of
plane Young’s and shear moduli can be hard if not impossible, creating
the need for predictive modeling. Some analytical approaches may
work well for predicting the overall material properties of 2D woven
composites [2]. However, these approaches are often inadequate for 3D
woven architectures [3]. This motivates interest in quantifying the ef-
fects of meso-scale features on predictions of effective elastic and
thermal properties which can be studied using high fidelity finite ele-
ment analysis (FEA). Studying these effects on the macro-scale level is
challenging due to computational constraints. The alternative approach
is to analyze a single unit cell (UC) of a woven composite at the meso-
scale.

Several different methods exist to create the UC geometry re-
presentation for virtual testing. The easiest way to create geometry is by

describing the nominal weave pattern using homogenized bundles of
fibers (tows) with a constant cross section (see, for example, [4,5]). This
method does not capture the localized tow deformations inherent in the
manufacturing process and often does not match the experimentally
measured volume fraction of fibers [6]. The digital element method
(DE) has been developed to capture tow deformations due to weaving.
DE-based models allow for better characterization of resulting tow
shape from the weaving process by simulating multiple threads per tow
and their interactions [7–9]. As tension is applied to fiber bundles, the
tows interact and their cross sections are subjected to non-uniform
transverse deformation. This method often leads to overlapping of tow
geometries, which must be corrected before analysis can be performed.

Alternatively, 3D woven geometry can be obtained from X-ray mi-
crotomography (µCT) or serial sectioning using optical microscopy of
an existing specimen to capture a volumetric point cloud representing
the reinforcement. The point cloud is constructed from multiple images,
each representing a slice of the material. X-ray microtomography
images of carbon/epoxy composites are notoriously noisy and have low
contrast between the tows and the matrix due to similar absorption
properties of the materials [10]. Because of the noise, the images are
difficult to process via automated segmentation techniques, requiring
manual intervention. However, once created, µCT-based models are the
most accurate virtual representations of a composite material as they
are reconstructed from actual specimens [10]. This makes them
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especially valuable for calibration of other geometry generation tech-
niques.

A review by Ansar et al. [11] finds that nominal tow geometry is
able to characterize the volume fraction well in non-orthogonally
woven architectures. A study by Lee et al. [12] compares an idealized
orthogonal model to experimental results. While achieving good cor-
relation in the final model’s predictions with experimental data, the
study uses numerical corrections to account for crimping and waviness
instead of using actual geometry. Multiple unit cells of repeating geo-
metry are used, which leads to a high computational cost when
studying tow and matrix interaction. To improve the ideal textile
model, Green et al. [13] introduces a numerical model to predict de-
formations caused by weaving and compaction and incorporate the
changes into the mesh. The deformation model takes into account
average tow waviness and implements correction using a convex hull
algorithm. However, to match experimental results for ultimate tensile
strength within 1%, the fiber volume fraction for the augmented mesh
has to be reduced by 6.5% from the measured value. Comparing the
ideal model to the deformed model, Green et al. find that ideal geo-
metry is not adequate for representing textiles with complex internal
architecture, though only in-plane elastic moduli are considered. Liu
et al. [14] compares microtomography-based geometry to ideal geo-
metry of an orthogonal glass composite finding significant over-pre-
diction by the idealized model in the warp direction. While periodic
boundary conditions are used for the ideal model, kinematic uniform
boundary conditions are used for the microtomography-based model.
Joglekar et al. [15] employs a conformal mesh based on the DE method
to fully simulate the weave process and to study compaction effects.
They report the simulated geometry dimensions within 5% of experi-
mental measurements. Timoshchuk et al. [16] finds good correlation
with tomography data when predicting locations of potential damage as
a result of residual stresses developed due to cooling from cure to room
temperature. Drach et al. [17] uses a conformal mesh based on the DE
simulations to determine effective elastic properties as well as thermo-
elastic properties. Other authors interested in conductive properties of
3D woven composites have mainly focused on conductivity in the
through-thickness direction [18–20].

While there are many studies concerning the prediction of elastic
and thermal conductivity properties of 3D woven fabrics, most of them
simplify meso-scale geometry for ease of homogenization. Comparative
studies, e.g. Liu et al. [14], do not always use consistent boundary
conditions to compare models. To our knowledge, direct comparison
between the simulated tow mesh based on weave process simulations,
µCT-based voxel and conformal meshes, and experimental data has not
been performed. Each model studied in this paper employs periodic
boundary conditions over a single representative UC, which has not
been previously done in the case of µCT-based meshes. The goal of this
study is to determine the effect the meso-scale geometry generation

approaches have on predicting effective elastic and thermal con-
ductivity properties using FEA. Note that there might be other potential
sources of variability in woven composites including material proper-
ties of the constituents, variations of fiber volume fractions inside the
tows and tow misplacement; however, these sources are considered
outside of the scope of this paper.

In all analyses presented here, geometric modeling is informed by
the same high resolution imaging data of a single unit cell.
Experimental results obtained by Vyshenska [21] ranging from
72.3 GPa to 84.12 GPa in the warp direction and from 60.8 GPa to
70.78 GPa in the weft direction are used to evaluate the accuracy of the
predictions made by FEA. The average values for each range, 77.3 GPa
in the warp and 65.8 GPa in the weft directions, are used for compar-
ison.

The paper is organized as follows. Section 2 discusses the metho-
dology of geometry generation using a simulated weaving approach,
and mesh generation based on X-ray microtomography. Then the dif-
ferences in the geometries are compared. A discussion on voxel meshes
compared to conformal meshes concludes Section 2. Section 3 provides
material properties used and details periodic boundary conditions as
well as methodology for determining the effective elastic and thermal
conductivity properties. Section 4 presents simulation results including
the effect of material orientations on the effective elastic properties,
comparison of DFMA-simulated with µCT-based models, and discussion
of differences between voxel and conformal meshes. Concluding re-
marks are given in Section 5.

2. Geometry and mesh preparation methodology

2.1. Digital fabric mechanics approach

Two of the orthogonal meshes used in this paper are generated using
DFMA (abbreviation of Digital Fabric Mechanics Analyzer), a digital
element method software developed at Kansas State University [7]. This
and similar dry fiber fabric mechanics simulation methods have been
used in the community to generate “as-woven” reinforcement geome-
tries, see, for example, [15] and [22]. In the approach, characteristics of
a UC such as the number of warp and weft layers, weave pattern, and
cross-sectional area of the tows are used as inputs to begin the modeling
process. The initial pattern of individual tows represented as cylinders,
as shown in Fig. 1a, is generated by the software. The tows are then
subdivided into bundles of digital elements subjected to tensile forces,
which results in contact interaction of these elements creating non-
uniform cross sections, see Fig. 1b. Using this process, two models were
created for our analysis. Expected areas of tow cross sections based on
the number of fibers, fiber diameter, and fiber volume fraction in each
tow were used in the first model, “DFMA-1”. As will be shown below,
this model’s tow volume fractions of the warp and weft tow groups do

Fig. 1. Abbreviated DFMA workflow showing the “DFMA-2” model: (a) initial weave pattern represented by cylindrical tows; (b) tows represented by bundles of
digital element chains; (c) FEA-ready volumetric mesh of the composite unit cell (matrix mesh is hidden).
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not match the experimentally measured microtomography results. The
second model, “DFMA-2”, addresses this issue by using adjusted cross-
sectional areas that lead to tow volume fractions that more closely
match the µCT measurements.

The final deformed fabric is exported from DFMA as a point cloud
and further processed to create an FEA ready mesh. The end caps of the
mesh generated from the DFMA point cloud are not parallel to the
boundaries of the UC and it is common for the tows to have inter-
penetrations. A custom Matlab script detects the interpenetrating ele-
ments, then moves them along the normal until the elements no longer
overlap. This results in a mesh where each tow is isolated and does not
touch any other tow. End caps are made flat by taking advantage of the
periodic nature of the unit cell each – tow is extended beyond the UC
boundary and then cut to the correct length. To avoid narrow long-
itudinal sections of the tows being isolated when cutting, the UC is
shifted to split binder and weft tows down the middle (compare Fig. 1b
and c). For details on the original DFMA geometry preparation process
see [23].

It was noticed that in the model generated using the unmodified
DFMA process, the weft tows’ volume fraction is higher than the warp
tows’ volume fraction which is opposite to the measured values, com-
pare volume fractions of “DFMA-1” with “µCT-Co” (µCT-based model)
in Table 1. For the second DFMA implementation, the process was
slightly modified to match the volume fraction seen in the manu-
factured physical specimen. The volume fractions were altered by
changing the input cross-sectional area. Due to the unstable nature of
the relaxation process, there is no strong correlation between the input
cross-sectional area and the output volume fraction. In addition, the
interpenetration fixing step is observed to reduce the warp and weft
volume fractions by approximately 13% and the binder volume by 4%.
Thus, to generate the final “DFMA-2” model, the input cross section
areas were updated iteratively until the volume fractions of the warp,
weft and binder tow groups were within 2% of the µCT data, compare
columns “DFMA-2” and “µCT-Co” in Table 1.

After checking for periodicity in the surface mesh, each model is
meshed with volumetric tetrahedral four-node (tet-4) elements. Tow
center points are used to create an orientation for each element with the
primary direction pointing along the tow direction. Once material or-
ientations are assigned, the volume elements are converted to tetra-
hedral ten-node (tet-10) elements. The final “DFMA-1” model contains
788,182 nodes and 558,587 elements, and the “DFMA-2” model con-
tains 921,517 nodes and 672,872 elements.

To ensure mesh independence of the FEA predictions, we remeshed
DFMA-2 model with 1.6 million elements and compared the predicted
effective thermo-elastic properties. The difference in predictions was
within 1%. This shows that for the microstructures considered in this
paper, FEA meshes with approximately 600 k of ten-node tetrahedral
elements are sufficiently dense for the effective property calculations.

2.2. Microtomography approach

X-ray microtomography data for one unit cell of a carbon/epoxy
composite with one-to-one orthogonal reinforcement architecture was

provided by the manufacturer Albany Engineered Composites
(Rochester, NH). The data (which has the resolution of 7.5 µm) was
used to generate a conformal, “µCT-Co”, and three voxel meshes, “µCT-
VX_75”, “µCT-VX_100” and “µCT-VX_125”. While the µCT scan contains
more than one complete unit cell, only a quarter of a unit cell could be
confidently used, see Fig. 2. This is due to a misplaced binder tow in the
dataset causing irregularities in a large portion of the data. The quarter
unit cell was mirrored to create a full unit cell after further processing.
As can be seen in Fig. 2b, the material has some cure-induced micro-
cracks (shown as black regions) in the matrix and along the matrix-tow
interfaces. These local defects studied in [17,24] are expected to have
negligible contribution to the overall material response because almost
all of the stress and heat flux are carried by the tows.

Segmentation of the selected portion of the µCT data required to
separate the tows from the matrix was performed in ImageJ [25].
Contrast between the matrix and the tow materials is low and the data
is very noisy, which prohibits an automated segmentation process. In
particular, due to the noise, the thresholding produces artificial features
not present in the actual material such as small holes inside tows,
bumps and pits on tow surfaces, and disconnected regions around tows.
In addition, there is no way to automatically separate touching tows. As
such, tow profiles in every 16th image in the stack were manually
traced which resulted in 40 profiles per full-length tow, then ImageJ
was used to interpolate between the traced outlines. The outlines were
then filled with a solid color in each µCT slice and separated from the
data, see Fig. 3. The quality of the final segmentation was checked by
“reslicing” the segmented dataset and observing the tows from three
orthogonal views.

While tracing the tow profiles, a slight gap was intentionally left

Table 1
Volume fractions of different tow groups in simulated (“DFMA”) and micro-
tomography-based (“µCT”) meshes, %. Volume fractions for conformal (“Co”)
and voxel (“VX”) meshes having three resolutions (75, 100 and 125 voxels in
the thickness direction) are given.

DFMA-1 DFMA-2 µCT-Co µCT-VX_75 µCT-VX_100 µCT-VX_125

Vfwarp 26.6 31.6 31.6 31.8 31.7 31.7
Vfweft 33.3 26.8 29.0 28.6 29.1 29.4
Vfbinder 8.42 7.37 6.76 6.60 6.70 6.80
Vftotal 68.3 65.8 67.4 67.0 67.5 67.9

Fig. 2. Microtomography data: (a) full dataset and (b) section selected for tow
geometry extraction.

Fig. 3. Warp tows: (a) filled with a solid color as shown in the selected portion
of the µCT data; (b) extracted surfaces.
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between the tows that appeared to be touching. This was done because
overlapping elements in the conformal mesh are not allowed [23]. With
each tow isolated in this manner, a surface mesh was then generated
and exported as an STL file. At this stage, the mesh needed to be
trimmed to the correct size to match the periodic cell boundaries.
Trimming the STL mesh directly would result in elements with poor
aspect ratios. To avoid this and to create a smoother mesh, a non-uni-
form rational basis spline (NURBS, see [26] for mathematical for-
mulation) surface was generated for each tow using vertices from the
STL file, see Fig. 4.

After creating and trimming the NURBS surfaces to the correct size
in Rhinoceros 3D modeling software [27], centerline points were cre-
ated for later material orientation assignments. The quarter UC was
then exported to MSC Patran for surface meshing. The meshed geo-
metry was imported into MSC Mentat where the quarter UC was mir-
rored, creating the full periodic UC. This geometry was then made
water tight and meshed with tet-4 vol elements. The empty space in the
unit cell was meshed to generate the matrix volume. Following this, the
centerline points generated in Rhinoceros software were used in a
custom Python script to set material orientations for each tow element,
resulting in the “Original µCT-Conformal” (“Original µCT-Co”) model.
After orientations were assigned, tet-4 elements were converted to tet-
10 elements. The final conformal microtomography-based mesh con-
tains 843,378 nodes and 616,101 elements.

2.3. Comparison of tow geometries between DFMA- and µCT-based meshes

While the DE method can simulate local tow deformations from the
weaving process, there are still some effects, like compaction, that are
not captured accurately, see Fig. 5. The µCT-based model is flatter on
the top and bottom, where the top and bottom of the DFMA mesh are
still rounded. Slight differences in the warp and weft tows can also be
seen as there is more variation in shape in the µCT-based model.

In both DFMA models, excessive pinching can be seen in the warp

tows, see Fig. 6. As the warp tows are held under tension in the weaving
process, this is not seen in the µCT mesh and may have an impact on the
predicted effective elastic properties as discussed further in Section 4.2.
In addition to flatter top and bottom, the binder tow takes on a more
pronounced ‘S’ shape as the fabric is compacted. This effect is not
captured at all in the “DFMA-1” model, but it is recreated in the
“DFMA-2” model. It is expected that a straighter binder tow would
artificially stiffen the through-thickness effective elastic properties as
well as have an effect on thermal conductivity.

2.4. Voxel vs conformal meshing

In addition to conformal meshing, the µCT model is also meshed
with “voxel” elements, see Fig. 7. A voxel mesh represents a structured
grid of cubic elements having the same size. Structured grids are ex-
pected to be well-suited for effective property estimation, but not for
accurate resolution of local stress and strain fields. Doitrand et al. [6]
shows that a voxel mesh modeling a four-layer plain weave works well
for predicting homogenized elastic properties.

Eight-node hexahedral elements are used in this study. The mesh is
generated using a custom Matlab script as a MSC Marc Mentat input
file. Matrix and tow elements are created at the same time. Different
resolution levels are used to create three models. In these models, two
adjacent tows may share nodes.

One of the main advantages of using structured grids is that the
nodes on the opposite faces of a unit cell will always match. Special care
needs to be taken to achieve the same when using conformal meshes. In
addition, unlike in the case of conformal meshes, a gap between tows is
not necessary in voxel meshes. As a result, mesh generation from µCT
data can be easily automated. On the other hand, because all voxel are
of the same size, capturing fine details in the tow geometry can result in
models with too many degrees of freedom to be practically solved using
a desktop computer.

A conformal tetrahedral mesh with variable element size can help
capture fine detail and still be practical for solving. However, additional
steps must be taken to ensure that meshes are congruent on the opposite
faces of a unit cell. As a result, conformal meshes usually require a lot
more manual intervention to set up as compared to voxel meshes.

3. Finite element analysis: model preparation and processing

3.1. Material properties

The FEA package MSC Marc Mentat [28] is used for analysis in this
paper. The composite matrix is modeled as linearly elastic having the
properties of the HEXCEL RTM6 epoxy resin with Young’s modulus

=E GPa2.89m , Poisson’s ratio =ν 0.35m [29], and thermal conductivity
=km 0.22

∙

W
m K

[30]. Each tow in the composite consists of 12,000 IM7
carbon fibers impregnated with RTM6 epoxy with fiber volume fraction
of =V 80%f [23]. The tows are modeled as homogenized transversely
isotropic solids with effective elastic properties calculated from Ha-
shin’s homogenization expressions presented in [17,31,32] using
manufacturer specified fiber properties [33]. Longitudinal thermal
conductivity of a fiber is given by the manufacturer as =

∙
k 5.4f

W
m K1 ,

where subscript “1″ denotes the longitudinal fiber direction. Transverse
fiber conductivity is generally five times lower than longitudinal con-
ductivity, giving a value of =

∙
k 1.08f

W
m K2 [18], where subscript “2”

denotes the transverse fiber direction. According to Hashin [31], the
rule of mixtures is acceptable for determining longitudinal thermal
conductivity for a resin impregnated tow:

= + −k V k V k(1 )f f f m1 1 (1)

Hashin also proposes the following expression for estimating the
transverse thermal conductivity of a tow:

Fig. 4. Creating a NURBS surface: (a) point cloud; (b) splines created from the
point cloud; (c) resulting NURBS surface.
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m f f f
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2

2

2 (2)

Table 2 presents the elastic and thermal conductivity properties of
IM7 fibers, and the effective elastic and thermal conductivity properties
of resin impregnated tows used in the simulations.

3.2. Periodic boundary conditions

Periodic boundary conditions are applied in the warp and weft di-
rections. The through-thickness dimension of the unit cell is assumed to
represent the total thickness of a specimen and does not require

periodic boundary conditions to be applied. In periodic boundary
conditions, displacements on unit cell faces are constrained by the
following equation:

= + =+ − δ i warp weftu u ( , )
i i i_ _ _ (3)

where +u
i_
and −u

i_
are the vectors of nodal displacements on the positive

and negative faces of the unit cell, and δ
i_
is the vector of prescribed

displacements in the i-th direction.
Similarly, thermal periodic boundary conditions are described by:

= + =+ −T T i warp weftΔ ( , )i i i (4)

Fig. 5. Final reinforcement meshes: (a) conformal “DMFA-1”; (b) conformal “DMFA-2”; (c) conformal extracted from µCT data.

Fig. 6. Comparison of tow shapes between the considered models.
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where +Ti and −Ti are the temperatures on the positive and negative
faces, and Δi is the change in temperature in the i-th direction. Using
these conditions requires the opposing faces to have matching nodes as
described in Section 2.1. This condition is automatically satisfied in a
voxel mesh composed of uniform hexahedral elements.

3.3. Processing of simulation results

The orthogonal DFMA- and µCT-based models described in Section
2.2 are analyzed by subjecting them to uniaxial and shear mechanical
loading to determine the effective elastic properties. The results are
processed to relate the applied macroscopic strains with volume-aver-
aged stresses, see [23]. Volume-averaged stress values are extracted for
each load case using a custom Python script as follows:

∑〈 〉 = =
=

σ
V

σ V i j1 ( ) · , , 1, 2, 3ij m
l

N

ij
l

m
l

1

( ) ( )
e

(5)

where 〈 〉σij m is the volume average of the stress component ij calculated
from the m-th load case, V is the UC volume, σ( )ij

l
m

( ) is the stress com-
ponent ij at the centroid of the finite element l calculated from them-th
load case, V l( ) is the volume of the element l, and Ne is the total number
of elements in the model. The overall material stiffness components Cijkl

eff

are found as the proportionality coefficients relating macroscopic
strains with volume-averaged stresses. For example, in the first load
case (tension in the warp direction): ∙ = 〈 〉C ε σ( )ijkl

eff
kl ij
0

1 1

( =i j k l, , , 1, 2, 3) there is only one non-zero component of applied
strain ε( )11

0
1 which can be used to obtain stiffness components Cij

eff
11 [34]:

=
〈 〉

=C
σ
ε

i j
( )

, , 1, 2, 3ij
eff ij
11

1

11
0

1 (6)

The value of 0.001 is used as applied elastic strain in all effective
elastic property load cases.

Effective thermal conductivities are determined by applying
thermal gradients in the warp, weft, and binder directions. Similar to
determining effective elastic properties, volume averaged heat flux q is

extracted as follows:

∑〈 〉 = =
=

q
V

q V i1 ( ) · , 1, 2, 3i m
l

N

i
l

m
l

1

( ) ( )
e

(7)

where 〈 〉qi m is the volume averaged heat flux from the m-th load case.
Components of the homogenized thermal conductivity matrix are then
also found similar to the effective stiffness. For example, from the first
load case (applied gradient in the warp direction), components ki1 can
be calculated:

=
−〈 〉

∇
=k

q
T

i, 1, 2, 3i
i

1
1

1
0 (8)

where ∇T10 is the only non-zero component of the prescribed tem-
perature gradient vector in the first load case. The applied temperature
gradient corresponding to 1 degree difference between opposite sides of
the unit cell is used in the effective thermal conductivity load cases.

4. Results and discussions

4.1. Effect of small oscillations in material orientations

The overall elastic and thermal conductivity properties of the µCT-
based models, along with the experimental results [21] are presented in
Table 3. Initial FEA results from “Original µCT-Co” geometry are 20%
and 32% less stiff in the warp and weft directions respectively com-
pared to the averaged experimental results. Investigation into the
source of the discrepancy in the stiffness revealed that the generated
centerlines used to assign local material orientations exhibit high fre-
quency waviness, see Fig. 8. This waviness is not expected in the actual
specimens (and is not observed in the µCT data) due to pre-tensioning
of the tows during weaving.

To more closely approximate the expected shape of the tow, the
centerline points were smoothed via running average (with six points)
thus decreasing the average directional change between centerline
points, see Table 4. To determine directional change, two consecutive

Fig. 7. Two mesh types used in this paper: (a) conformal tetrahedral mesh; (b) coarse voxel mesh (uniform hexahedral mesh with 75 elements across the unit cell
thickness). Note higher resolution voxel meshes are not shown because individual elements are too small to resolve in the figures.

Table 2
Properties of carbon fiber and 12 K-tow with 80% volume fraction of the fibers.

Material E1 (GPa) E2 (GPa) G12 (GPa)
∙

k ( )1
W

m K ∙
k ( )2

W
m K

ν12 ν23

IM7 carbon fiber 276 23.1 27.6 5.40 1.08 0.350 0.300
RTM6 epoxy + IM7 carbon fibers 221 13.18 7.17 4.36 0.71 0.350 0.350
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vectors were constructed using three consecutive centerline points. The
angle between each pair of vectors was then evaluated using the dot
product. A greater angle between each vector pair indicated a greater
change in local centerline direction. Thus, the “Original µCT-Co” and
“Avg µCT-Co” models are identical in all respects except the local ma-
terial orientations in the tows. With smoother tow centerlines, the FEA
results more closely approximate the average moduli obtained experi-
mentally – the “Avg µCT-Co” results are only 6% and 7% less stiff in the
warp and weft directions respectively. Material orientations can also be
seen to have an effect on Poisson’s ratios where ratio ν12 decreases by
17%, ν23 and ν13 both show an increase of 31%. Potential remaining
sources of the difference between numerical predictions and experi-
mental results include presence of artificial gaps between tows in the
conformal FEA model, geometric variations between unit cells within
the composite, variations in fiber volume fractions within tows and
constituent material property variations. The following sections will
reference the “Avg µCT-Co” results when making comparisons.

While centerline waviness significantly reduced effective elastic
properties, the thermal properties were not as impacted (Table 3). In
the warp and weft directions, the “Avg µCT-Co” thermal conductivity is
greater than the “Original µCT-Co” thermal conductivity by only 1.7%
and 3.9% respectively. The lower difference in the thermal conductivity
compared to the stiffness implies thermal conductivity properties are
not as sensitive to local material orientations.

4.2. Comparison of overall thermo-elastic responses of DFMA- and µCT-
based unit cells

Results for the “DFMA-1” model show a lower Young’s modulus in
the warp direction at 57.4 GPa compared to 67.7 GPa in the weft di-
rection, see Table 5. Experimentally, average Young’s modulus in the
warp direction is higher than the modulus in the weft direction,
77.3 GPa vs 65.8 GPa, respectively. This motivated investigation into
the effect of volume fraction on the effective elastic properties. The

“DFMA-1” model has a higher volume fraction in the weft direction
than the warp direction, as presented in Table 1. To further investigate
the effect, a second DFMA model is created as discussed in Section 2.1.

The volume fractions of the “DFMA-2” model match the trend of the
“Avg µCT-Co” model by having a higher volume fraction in the warp
direction than the weft direction. The same trend is observed in the
Young’s moduli – the modulus in the warp direction predicted at
60.7 GPa is now higher than the predicted value of 53.8 GPa in the weft
direction. However, both values are lower than the “Avg µCT-Co”
predictions and experimentally measured results. In particular, “DFMA-
2” warp volume fraction is equal to “Avg µCT-Co” warp volume fraction
though the Young’s modulus for the “DFMA-2” model is 16% lower
than the “Avg µCT-Co” model in the same direction. Similarly, the
“DFMA-2” weft volume fraction is 2.2% lower than the “Avg µCT-Co”
weft volume fraction with a 12% lower Young’s modulus. Good corre-
spondence between “DFMA-2” and “Avg µCT-Co” is observed for all
three shear moduli and Poisson’s ratio ν12. The other two Poisson’s ra-
tios, ν23 and ν13, are overestimated by the “DFMA-2” model. Upon de-
tailed inspection, the geometry of the DFMA-based warp tows exhibit
pinching that is not present in the µCT-based geometry, see Fig. 6. Due
to the warp tows being pre-tensioned in the manufacturing process,
excessive pinching is not expected.

Table 3
Overall elastic and thermal conductivity properties of the conformal µCT-based
models.

Original µCT-Co Avg µCT-Co Experimental results [21]

E1 (warp), GPa 61.7 72.4 77.3
E2 (weft), GPa 44.8 61.1 65.8
E3 (binder), GPa 11.3 11.7

k1 (warp),
∙

W
m K

1.71 1.74

k2 (weft),
∙

W
m K

1.49 1.55

k3 (binder),
∙

W
m K

0.587 0.598

ν12 0.071 0.059
ν23 0.231 0.339
ν13 0.276 0.402
G12, GPa 4.55 4.31
G23, GPa 2.87 2.87
G13, GPa 2.94 2.90

Fig. 8. Comparison of local material orientations in voxel representation of a weft tow: (a) before averaging; (b) after averaging. Orange and blue continuous lines
represent centerlines of the tow before and after averaging, correspondingly.

Table 4
Statistics of the angle difference between consecutive segments in tow cen-
terlines.

Mean angle difference Standard deviation of angle difference

DFMA-2

( °θ )

Raw µCT-

Co ( °θ )

Avg µCT-

Co ( °θ )

DFMA-2

( °θ )

Raw µCT-

Co ( °θ )

Avg µCT-

Co ( °θ )

Warp 2.82 14.3 2.64 2.30 10.8 3.73
Weft 2.82 9.24 1.61 2.28 9.23 2.46
Binder 2.86 18.0 4.78 2.30 14.2 3.71

Table 5
Overall elastic and thermal conductivity properties of the DFMA- and µCT-
based models.

DFMA-1 DFMA-2 Avg µCT-Co Experimental results [21]

E1 (warp), GPa 57.4 60.7 72.4 77.3
E2 (weft), GPa 67.7 53.6 61.1 65.8
E3 (binder), GPa 11.7 10.3 11.7

k1 (warp),
∙

W
m K

1.55 1.70 1.74

k2 (weft),
∙

W
m K

1.73 1.47 1.55

k3 (binder),
∙

W
m K

0.612 0.572 0.598

ν12 0.047 0.059 0.059
ν23 0.403 0.420 0.339
ν13 0.417 0.451 0.402
G12, GPa 4.36 4.18 4.31
G23, GPa 2.97 2.84 2.87
G13, GPa 3.10 2.93 2.90
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Thermal conductivities in the warp and weft directions predicted by
the “DFMA-2” model are 2.2% and 5.2% lower than the “Avg µCT-Co”
model results, respectively. This small difference is consistent with the
small difference in the models’ volume fractions. Thus, thermal con-
ductivity is less sensitive to the tow shape and material orientations
than the effective elastic response discussed above. This is true even
considering the lower ratio of effective tow conductivities k k/1 2 com-
pared to the higher ratio of effective tow Young’s moduli E E/1 2.

4.3. Voxel vs conformal meshes for prediction of effective properties

As previously discussed, a voxel mesh can more easily be generated
from segmented µCT-based data and does not require the same amount
of manual mesh preparation compared with conformal meshes. It is of
interest to the authors whether a voxel mesh could predict similar
overall thermo-elastic properties as a conformal mesh. Three different
resolutions are used to investigate the sensitivity of predicted elastic
and thermal conductivity properties to mesh resolution. A coarse fide-
lity mesh, “µCT-VX_75” (662,700 elements, 685,902 nodes), a medium
fidelity mesh, “µCT-VX_100” (1,587,600 elements, 1,629,031 nodes),
and a high fidelity mesh, “µCT-VX_125” (3,120,500 elements,
3,185,408 nodes) were generated. The number at the end of each mesh
name corresponds to the number of elements in the through thickness
direction.

Based on the results presented in Table 6, there is very little dif-
ference in the moduli between the three voxel models’ predictions with
the exception of E2, k2 and shear moduli. As the resolution increases, so
do E2 and k2 while the shear moduli decrease. This can be explained by
the increasing volume fraction of weft tows with resolution, see Table 1.
Comparing the medium resolution model’s with the conformal model’s
predictions, all Young’s moduli, shear modulus G12 and effective con-
ductivities are within 3% of the “Avg µCT-Co” results. Shear moduliG23

and G13 are underpredicted by the medium resolution model by 6.6%
and 5.9% respectively. High resolution model offers little improvement
over the medium resolution model in terms of predictions for Young’s
moduli and effective conductivities – they are within 2.5% of the
conformal model results. Predictions for G23 and G13 are improved with
increased number of voxels – they are underpredicted by only 3.8% and
3.1%, respectively, as compared with the conformal model. Voxel re-
solution has almost no effect on the Poisson’s ratios as they remain
relatively constant between all voxel meshes and match the “Avg µCT-
Co” model’s predictions; the maximum relative difference of 3.5% is
observed for ν12.

These results indicate that a sufficiently detailed structured mesh,
which can be more easily developed from the segmented micro-
tomography data, can be a good substitute for a conformal mesh for
estimating the overall thermo-elastic properties of 3D woven compo-
sites. It is worth pointing out, however, that medium and high

resolution voxel models have greater numbers of degrees of freedom
compared to the conformal model. Therefore, each load case requires
more time to run. As an illustration, a single uniaxial tension load case
takes 3 min to run for µCT conformal model, and 7 and 16 min to run
for medium and high resolution voxel models on an office computer
with a single Intel i7-8700 processor and 32 GB memory. Nevertheless,
even with increased simulation runtimes voxel models may still result
in significant time savings given relative ease of model preparation
requiring minimal user intervention following µCT data segmentation.

5. Conclusions

Two mesh generation techniques for meso-scale FEA of orthogonal
3D woven composites are evaluated by comparing FEA predictions of
the overall Young’s moduli to experimental results. The techniques are:
numerical simulation of fabric weaving using DFMA and direct pro-
cessing of µCT data. For further comparison of the models, predictions
for thermal conductivity are also considered. Tow shapes, local material
orientations, and volume fractions vary between the models and have
different effects on the predicted properties. The method for creating
the µCT-based model is demonstrated to be robust enough to allow for
the implementation of periodic boundary conditions. In addition, pre-
dictions from µCT-based voxel meshes having different resolutions are
compared to the conformal mesh predictions. The architecture used for
each model is a 1x1 orthogonal woven unit cell made from IM7 carbon
fibers and RTM6 epoxy matrix.

Two realizations of the architecture were generated using DFMA
software – naïve and μCT-informed. It is shown that the second reali-
zation, in which volume fractions of the warp, weft and binder tow
groups were attempted to match μCT observations, performs better
than the naïve realization in terms of predictions of effective Young’s
moduli. However, both DFMA-based models performed worse than the
model with geometry obtained directly from μCT data. Given similar
volume fractions of the warp, weft and binder tow groups, the same
material properties and boundary conditions, it appears that the pri-
mary source of the difference between the generated and imaging-based
models is the shape of individual tows.

It is shown that accurate representation of the microstructure geo-
metry is important for accurate prediction of the overall mechanical
properties. In particular, high frequency oscillations in tow element
orientations (a potential artifact of microtomography image processing)
significantly reduce predicted stiffness in the warp and weft directions.
In contrast, the oscillating material orientations do not affect predicted
shear moduli and have little effect on the overall thermal conductivity.
With averaged centerlines, the “Avg µCT-Co” model’s warp and weft
elastic property predictions show good correspondence with the ex-
perimental results. It is also shown that tow volume fractions have a
greater effect on thermal conductivity compared to local material

Table 6
Overall elastic and thermal conductivity properties of the conformal and voxel µCT-based models.

µCT-VX_75 µCT-VX_100 µCT-VX_125 Avg µCT-Co Experimental results [21]

E1 (warp), GPa 71.4 71.4 70.9 72.4 77.3
E2 (weft), GPa 57.2 59.4 59.6 61.1 65.8
E3 (binder), GPa 11.8 11.8 11.7 11.7

k1 (warp),
∙

W
m K

1.73 1.73 1.73 1.74

k2 (weft),
∙

W
m K

1.50 1.53 1.54 1.55

k3 (binder),
∙

W
m K

0.602 0.604 0.600 0.598

ν12 0.059 0.057 0.057 0.059
ν23 0.333 0.332 0.334 0.339
ν13 0.397 0.398 0.399 0.402
G12, GPa 4.40 4.38 4.34 4.31
G23, GPa 3.11 3.06 2.98 2.87
G13, GPa 3.13 3.07 2.99 2.90
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orientations.
Ability of voxel meshes to predict the effective thermo-elastic

properties is studied. It is shown that the predictions from the medium
resolution voxel mesh are in good correspondence with the conformal
mesh results (most effective constants are within 3%). This conclusion
indicates that the automated structured mesh approach for estimation
of the effective thermo-elastic properties based on a segmented µCT
data is a fast and accurate alternative to conformal mesh models which
require significant user intervention and manual processing.
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