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Abstract

A novel variation of the Langmuir probe for spatially resolved ion density
measurements in a dense flowing plasma is presented. The technique uses
a spinning disc to rapidly transit a wire probe through the flame. Spatial
resolution is accomplished by post processing data collected with many wire
locations. The technique resolves ion density with a resolution of 0.5mm in
a 3000K atmospheric pressure flame. The oxyfuel cutting torch flame under
study is found to have twelve hollow cones with a 1mm base and 4mm height
with ion density 3 × 1018m−3 along their surface. The base of the cones
form a ring, the inner diameter of which exhibits similarly large ion density,
while the outer diameter appears to be weakened by entrained air. The ion
densities decay over mm length scales from their peaks in the inner cones to
form a semi-homogeneous annulus with ion density on the order 1×1017m−3.

1 Introduction

Motivated by the study of ion current physics in an oxyfuel cutting torch
flame, this work presents data produced by a novel variation of the Lang-
muir probe for spatially resolved ion density measurements in a dense flow-
ing plasma. The technique uses an uncooled fine wire probe mounted on
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a spinning disc to limit the wire’s time in the flame. Spatial resolution is
accomplished by accumulating probe current measurements from many wire
locations within a measurement plane and computing a single ion density
distribution that optimally matches the probe measurements.

1.1 Motivation

It has been proposed that the semiconductor electrical characteristics of the
oxyfuel flame could be leveraged for sensing in mechanized oxyfuel cutting
applications [1]. The idea is preceeded by a similar techniques in IC engines
[2, 3, 4], propulsion systems [5, 6, 7], and especially furnaces [8, 9]. How-
ever, the approach to oxyfuel sensing is complicated by the need for a model
relating the details of the current-voltage characteristic to physical process
parameters [10, 11, 12].

The absence spatial measurements of ion density in this flame has hin-
dered attempts to move away from the empirical fits presented in these works
in favor of models derived from transport physics. For example, [11] showed
that saturation currents rise quadratically (not linearly) with the gas flow
rates. A simplistic model including only convection and ion recombination
gave excellent agreement with data. This promotes a view of the flame where
ions decline in concentration with distance traveled in the outer cone, but
an earlier work [10] used uniform resistivity to argue that the flame ion den-
sity is nearly uniform. Reconciling these conflicting views is only one of the
potential benefits of a spatial charge density map of the oxyfuel flame.

The present work establishes a method for resolving ion concentration
over length scales around .5mm in the high-temperature oxyfuel flame. The
device under study in this work is an Oxweld C-67 cutting torch burning
methane depicted in Figures 1 and 2. This two-piece tip is comprised of a
brass insert inside a copper sleeve. The red preheat channels shown in the
model of Figure 1 supply the flame with premixed fuel and oxygen through
twelve triangular passages. The green cutting oxygen passage in the center
was not used in these tests. The tip has a recess in its center that is needed
to stabilize the flame on virtually all but acetylene-burning torches. Further
description of the torch in operation is provided in the sources above.

In proper operation, there are twelve intensely luminous conical flame
fronts that stabilize in a ring below the ports. These “inner cones” can vary
from one to six millimeters in length depending on the flow conditions. In all
conditions, they are shrouded in a single long faintly luminous “outer cone”,
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Figure 1: A model and dimensioned drawing of the torch tip used in these
experiments.

which can be seen washing over a copper block in Figure 2.

1.2 Ion density measurements

The present state-of-the-art for spatially resolved ion density measurements
in flames has been mass spectroscopy for over half a century [13, 14]. Because
quenching does not halt the ion recombination reaction or proton exchange,
gas sampling tubes must be given up in favor of direct impingment of the
flame on the cooled sampling plate of a mass spectrometer [15, 16, 17].

Langmuir probes are merely metal surfaces with an electrical bias in-
serted into a plasma. The probes need be no more sophisticated than a
wire, sphere, or wall, and if the identity of the ion is already known, the
local ion densities can be inferred from the measured current. Early mea-
surements using Langmuir probes in flames were performed at low pressures
[18], which permitted the use of the sparse plasma theory available at the
time [19]. However, the low-density plasma model must be modified in dense
“collision-dominated” systems [20, pp.406], and a satisfactory extension of
Langmuir probe theory to dense flowing plasmas was not available until the
1970’s. Despite their advantages, contemporary use of Langmuir probes in
flames is limited, primarily appearing in works extending the probe theory
[21, 22, 23]. In this work, we consider two candidate models for estimating
ion density from probe measurements offered by Clements and Smy [24, 25].

Temperatures in oxyfuel flames are known to be 3000K or higher [26, 27],
which poses a challenge for probe design. Tungsten and platinum alloys
are commonly used in high-temperature studies, but at these temperatures
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Figure 2: Experimental setup shown in use.

platinum melts and tungsten burns in the presence of oxygen. As a result,
measurements in atmospheric flames have historically demanded a probe
with active cooling [28]. However, the inner cone of the oxyfuel preheat
flame exhibits features on the order of 1mm or smaller, and the diameter of
the probe limits the spatial resolution of the measurement. Convective heat
transfer to a small cylinder declines slowly with diminishing diameter (like
D1/3 [29]), while the cooling capacity declines much faster (like D2), so active
cooling always imposes some minimum bulk to the probe.

It is much easier to limit the duration of the probe’s exposure to the
flame so that there is sufficient time to collect a clear signal but insufficient
time for the material to heat to destruction. Clements and Smy used a wire
on a spinning disc to artificially simulate high plasma velocities, but it was
also demonstrated by MacLatchy as a means of preserving the wire [24, 21].
In these cases, the plasma was presumed to be spatially uniform along the
wire’s length. The technique presented here is a novel approach to resolving
nonuniform ion density resolution along the probe.
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2 Approach

The oxyfuel preheat flame’s inner cones make its cross section intensely non-
uniform with important length scales on the order of 1mm or smaller. Lang-
muir probes use the current density at the probe’s surface to infer the local
ion density, but a single current measurement does not allow the experimen-
talist to reconstruct the distribution of current density along a probe’s length
in such a flame.

However, the rate of increase of current to a wire probe as it is inserted
along its axis could be used to infer the current density at the wire’s tip. To
ensure that a wire probe survives, the entire process would need to occur in
milliseconds. The resulting intense linear acceleration implies a risk of the
wire buckling and would inject excessive vibration into the experiment. Also,
the analysis would depend on the wire being precisely parallel to the axis of
injection.

In the present approach, the probe is a fine wire mounted on a spinning
disc so that the wire is made to pass quickly through the flame. Our method
for reconstructing the ion density cross-section of the flame is similar to
the linear approach above, but with the added complexity that the wire
orientation if variable. Consider an initial configuration where the path of
the wire allows only the slightest tip of the probe to pass through the flame.
The observer could be confident that any measured current was due to ions
encountered in the tiny region where the wire tip interacted with the flame’s
edge. If the disc were then moved by some tiny increment so that the wire
is allowed to pass deeper into the flame, whatever current is detected in
addition to the previous test could be inferred to have arrived at the probe’s
tip; now deeper in the flame. If this process were repeated throughout the
entire width of the flame, it would be possible to establish a spatially resolved
cross-section of the flame’s ion density.

2.1 Formulation

We establish a coordinate system shown in Figure 3. Here, the edge of the
experiment is imagined to be along the y-axis, so that current to the portions
of the probe to the left of the axis (x < 0) may safely be assumed to be zero.
The center of disc rotation is taken to be (−d, 0), and the wire is presumed
to extend a radius, R, from the center along an angle, θ.

When r is the radial distance from the center of the disc along the wire,
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Figure 3: The coordinate system for a single constant-z cross-section of the
flame. The location of the probe is defined by the location of the disc center,
d, the wire angle, θ, and the probe radius, R.

the measured current on the wire, I, will be an integral of the current per
unit length, ÎD,

I(d, θ) =

∫ R

0

ÎD(r, θ)dr. (1)

In this formulation, ÎD is imagined to be a local property of the plasma that
indicates the current per unit length to an absorbing cylinder of diameter,
D. If X⃗ is a vector of values for ÎD at the nodes of the grid in Figure 3, the
problem is establishing values for X⃗ that best match a series of many data
points collected with disc locations dk and wire locations θk.

Regardless of how we choose to interpolate within the elements of the
grid, the integral of (1) will reduce to some linear combination of the node
values. Therefore, the current to a wire in a specific location, dk, θk, may be
expressed as

I(dk, θk) = Λ⃗(dk, θk) · X⃗. (2)

For ease of notation, we will write Ik = I(dk, θk) and Λ⃗k = Λ⃗(dk, θk). It
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becomes practical to aggregate the error in a least-squares approach.

E2 =
∑
k

(Ik − Λ⃗k · X⃗)2 (3)

The values of X⃗ that minimize this error are calculated by asserting
∂E2/∂Xn = 0. This results in the matrix problem

∑
k

IkΛ⃗k =

(∑
k

Λ⃗kΛ⃗k
T

)
· X⃗. (4)

It remains the responsibility of the experimentalist to collect sufficient data
so that the matrix,

∑
k Λ⃗kΛ⃗k

T , is not singular. This can be accomplished by
collecting data with disc motion increments that are smaller than the grid
spacing.

For this work, we adopt a bilinear interpolation scheme to calculate Λ⃗.
Inside an element, the value for ÎD may be calculated

ÎD(x, y) = ϕ00(x, y)Xi,j + ϕ10(x, y)Xi+1,j + . . . (5)

ϕ01(x, y)Xi,j+1 + ϕ11(x, y)Xi+1,j+1, (6)

where the ϕ functions are the dimensionless bilinear interpolation functions

ϕ00 =
x− xj

∆

y − yi
∆

ϕ10 =
x− xj

−∆

y − yi+1

∆

ϕ01 =
x− xj+1

∆

y − yi
−∆

ϕ11 =
x− xj+1

∆

y − yi+1

∆

when ∆ is the uniform grid spacing. Note that though we treat X⃗ as a vector,
we reference it above with two indices. This is a convenient (if somewhat lazy)

notation, by which we intend Xi,j to refer to the element of X⃗ corresponding
to the node (i, j) in the grid.

Each element only contributes values to four elements of Λ⃗. The element
corresponding to the lower-left node is found by integrating ϕ00 over the wire
path through the element. Similar integrals must be performed for the other
three nodes and their corresponding interpolation functions. For each wire
position, this process must be repeated for every element through which the
wire passes to construct the Λ⃗ vector.
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2.2 Experiment

The experiment used a 203mm (8in) diameter aluminum disc with a .254mm
(.010in) diameter nichrome wire mounted on a steel shaft in ceramic bearings
visible in Figure 2. The bearings were lubricated with a dielectric grease to
prevent electrical leakage. A spring-loaded gold-plated pin of the kind used
in the inspection of circuit boards was mounted at the center of rotation and
brought into contact with the top of the steel shaft, through which the disc
was electrified. The gold quickly wore from the surface of the pin, but this
was not found to degrade signal quality. The entire assembly was mounted on
vertical and horizontal translation stages so that the wire path through the
flame could be modified in small increments (on the order .02mm or .001in
or smaller).

The finest resolution possible was imagined to be no smaller than one
wire diameter. This was imagined to be the smallest scale over which the
fluid is undisturbed, but as is discussed in the thin-sheath model proposed by
Clements and Smy [25], the ion sampling is not necessarily of the same width
as the probe diameter. It may later prove possible to resolve finer grids.

Below the point of electrical contact, the steel shaft was drilled through
and a photointerrupter was placed in-line with the hole so that an electrical
pulse was generated twice per disc location. When post-processing the results
of an experiment, the rising edge of the photointerrupter pulse was used to
establish the disc angle at that moment in time. At all points of time between
two pulses, the disc location was inferred from constant speed interpolation.
Prior to an experiment, angular graduations etched on the disc were used to
locate the wire on the disc to the nearest half degree.

The disc rotation was sustained by a urethane belt in a pulley arrange-
ment with a brushed DC motor. The disc speed was controlled manually
by changing the voltage applied to the motor and monitored through the
photointerrupter pulse frequency. The speed was found to be stationary to
better than 0.1% over the course of a two-second test.

Instead of a steel work piece, the torch was positioned over a 12 x 50mm
(0.5 x 2in) copper block with 12mm (0.5in) holes drilled along its length.
Cooling with a glycol-water mixture in a closed loop with a heat exchanger
was effective enough that liquid water can be seen condensing from the com-
bustion products in Figure 2. The same image shows a stainless steel plate
was attached to the copper block to deflect the flame away from the disc. In
early tests, the flame was allowed to project out under the disc, which heated
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Figure 4: Electrical and fluid connections in the experiment. Thermal mass
flow meters are marked “TMFM,” and the data acquisition units used are
“LabJack” devices.

the aluminum enough to melt the urethane belt.
To prevent corruption from the “wing” of the flame deflected upward to-

wards the wire, horizontal scans were begun with the wire withdrawn beyond
the stainless steel deflection plate. While there was signal from this segment
of the flame, it was found to be so meager that it did not significantly impact
the data.

Figure 4 shows the electrical and fluid connections for the experiment, ex-
cluding the cooling system. Oxygen and methane flow rates were monitored
by thermal mass flow meters. A low-noise linear power supply was used to
apply voltage to the disc through an “iso-shunt” circuit, which was used to
transduce the wire current.

The Acopian linear power supply was tuned to bias the system to a neg-
ative voltage. By it’s design, the isoshunt circuit caused an 8.3% reduction
in the excitation voltage, so a -20V excitation would result in -18.3V at the
probe. The circuit is shown in the appendix. Prior to each test, a preci-
sion 10±.01µA shunt was shorted at the output of the iso-shunt circuit, and
the zero and gain were adjusted appropriately. For most measurements, the
system produced 4V per 10µA of probe current.
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To scan a single plane of the flame, the disc was inserted and withdrawn in
0.25mm (.010in) increments with a 0.125mm (.005in) offset between insertion
and withdrawal. The result is a data set collected with 0.125mm (.005in)
increments in wire depth with every other increment collected while either
inserting or withdrawing the wire. Additionally, flow rates were recorded
before and after each data set. This method was designed to detect hysteresis
or drift effects in the data sets.

At each depth, the disc was allowed to dwell for two seconds and data
were collected at 50k samples per second. In total, the disc traversed 20mm
(.787in), so that scanning a plane resulted in 161 data sets with 100,000
individual measurements in each.

The disc speed was set to approximately 32rad/sec (about 305rpm) by
adjusting the voltage applied to the DC motor. The wire tip velocity was
approximately 4m/s, leaving the wire immersed in the flame for about 1.5ms.
At this speed and sample rate, about 1500 samples were collected per radian
of rotation (about 26 per degree). During a two-second test, the disc speed
was found to vary with a standard deviations around .004 to .01 rad/sec (.04
to .1 rpm), and the disc speed was seen to drift by about 1 rad/sec during
the 8 minutes required to scan the flame cross-section.

The theory of Clements and Smy also dictates that the speed of the
undisturbed flow relative to the wire is also critical for determining the wire
current. The fluid velocity in the flame is not precisely known, but may be
crudely estimated to be about 75m/s based on the known gas flow rates,
flame temperature, and cross-section. To verify that the fluid velocity dom-
inated the wire velocity, the disc speed was increased to 42rad/s (400rpm),
84rad/s (800rpm), and 179rad/s (1700rpm) with no measurable change in
the magnitude of the wire current.

After over twenty tests conducted under similar conditions, the wire was
found to retain its shape and surface character.

3 Results

Here, we present results from seven horizontal scans of the flame with the
torch flowing 9.9NL/min (21scfh) of a 0.83 methane-oxygen ratio by volume.
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3.1 Raw measurements

The measurements were first processed by transposing the time of each sam-
ple into the disc angle using the method described above. Then, all data
outside of the range [-0.3, 0.3] radians were discarded, so that only data
corresponding to wire locations near the flame were included.

Because of the high sample rate, even after discarding the data far from
the flame, the data set is prohibitively large for the analysis proposed above.
The data were further reduced by dividing the angle range into bins .0007
radians wide. In each, there were 10 or more samples, from which the mean,
median, and standard deviation were recorded.

Figure 5 shows example results of this analysis with the wire fully im-
mersed in the flame at bias voltages from -15 to -50V in 5V increments. Note
that each of these includes at least ten full rotations of the disc, so that each
line represents ten individual self-consistent data sets collected within two
seconds.

Signals were found to be at least 10µA or more. The standard deviation
of the currents accumulated in each of the angular bins was mostly less than
0.1µA with 0.3µA being a typical maximum in a scan. We conclude that
signal’s noise is typically 1% or less, so rejecting random noise is not the
experiment’s biggest problem. Instead, the system was found to exhibit rare
“jumps” in signal due to unsteadiness in the flow, so we became concerned
with establishing a digital filter that could reliably reject extreme outliers.
For that purpose, we chose the median value of each bin to represent the
current at that angle.

3.2 Calculating ion density

Two theories for calculating positive ion density from cylindrical probe mea-
surements in a dense flowing plasma were produced by Clements and Smy;
one in which the sheath is thick [24] and one in which the sheath is thin
[30, 25]. The same works take pains to demonstrate that diffusion domi-
nated models do not apply in conditions typical to atmospheric flames.

The sparsity of charge is determined by comparing the Debye length
against the probe radius. Since the Debye length is much larger than the
mean free path, we need only consider

α =
2λD

D
=

√
4ϵ0kTe

ne2D2
, (7)
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Figure 5: Current signal versus angle for total wire immersion in the flame
3mm from the torch with 9.9L/min and 0.83fuel/oxygen ratio by volume.
Bias voltages were from -15 to -50V in 5V increments.
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when λD is the Debye length, ϵ0 is the vacuum permittivity, k is Boltzmann’s
constant, Te is the electron temperature, n is the density of ions, and D is
the probe diameter.

The importance of convection in ratio to diffusion is quantified by the
electric Reynolds number,

Re =
UDe

µkT
, (8)

where U is the flow velocity, e is the elemental charge, µ is the ion’s electrical
mobility, and T is the ion temperature.

Finally, the probe bias may be scaled in comparison with the electrical
floating potential,

χ =
V e

kTe

, (9)

when V is the probe voltage relative to the undisturbed plasma, and Te is the
electron temperature. In this work, we borrow Clements and Smy’s approxi-
mation that Te ≈ T . While crude, this is likely to be a better approximation
in chemical plasmas than in arc discharges, where the energy originates in
electrons.

The large-sheath model requires that Reα
2χ2 > 1, while the small sheath

model requires that Reα
2 < 1. Since χ ≫ 1 to ensure probe saturation, these

conditions overlap. Table 1 shows estimates for the values appropriate to the
oxyfuel flame for the H3O

+ ion based on prior measurements [11].
While these conditions clearly exist partially in a regime where both mod-

els may apply, it appears that the large sheath model always applies. Still,
the authors caution that the large sheath model is “[...] not in the spirit
of the sophisticated treatment given by other authors[...],” so there is good
cause for caution. From [24] and [25],

V =
Î3/2

2neU
√
2πµϵ0

ln

(
Î

neUD

)
: Reα

2χ2 > 1 (10)

Î = 5.3(0.5ϵ0µD).25(neU).75V .5 : Reα
2 < 1. (11)

We determine which is more appropriate to the present experiment by
comparing the probe current dependence on voltage against the predictions
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Table 1: Physical and dimensionless experimental parameters
Parameter Value Units

Velocity U 75 m/s
Ion Mobility µ 1.1× 10−3 m2/Vs
Temperature T 3,000 K
Probe Dia. D 0.254 mm
Ion Density n 1016-1018 m−3

Debye Len. λD 3.8-38 µm
Voltage V 15-50 V

χ 58-190 -
Re 68 -
α .03-.3 -

Reα
2 .061-6.1 -

Reα
2χ2 210-230,000 -

made in (10) and (11). The vertical dashed lines in Figure 5 mark wire
positions at the current’s peak value and at the flame’s center. Figure 6
shows the current at these locations with a bias from -15 to -50V in 5V
increments.

The extrapolated curves were established by estimating the ion densities
at -20V bias and using the respective equations to predict the change with
voltage. The data agree well with the thin sheath model. It should also
be emphasized that the pedestals of Figure 5 represent self-similar profiles
of incrementally increasing amplitude except for data collected with a -15V
bias; where a distortion of the data seems to have occurred. This is especially
visible in the center line data in Figure 6.

The ion density estimates obtained using this method at -20V bias were
within 25% of each other. While that seems to confirm that either model
might be applied, we adopt the thin sheath model with a -20V bias. A larger
bias would grow the sheath and could reduce the measurement’s resolution.
A smaller bias would risk the signal deformation we observe at -15V.

3.3 Ion density

Figure 7 shows the post-processing results of the seven planar scans at heights
from 1 to 4mm in 0.5mm increments. Positive z was defined as down with
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Figure 6: Probe current versus voltage for the two wire angles marked in
Figure 5. The solid and dashed lines show extrapolations from 20V bias
using (10) and (11)
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z = 0 corresponding to the height at which the wire was found to barely
contact the underside of the torch tip. Like the injection and withdrawal of
the wire, these scans were conducted out of order to detect drift or hysteresis
in the data.

The grid for the post-processing shown in Figure 7 was 0.25mm uniform
spacing; twice the spacing of the wire insertion increments.

4 Discussion and conclusions

The technique is able to resolve the inner cones as hollow cones about 1mm
across with ion density around 1017m−3 around their base and rising to
3 × 1018m−3 at the tip. The measurements resolved features twice the grid
resolution (about .5mm).

4.1 Striping artifacts

There is a series of vertical stripes that are especially prominent in some of
the frames of Figure 7. The wave length of these stripes correspond to twice
the grid resolution, and appear to be due to poor numerical conditioning.

To rule out artifacts due to the alternating order of data collection (the
insertion/retraction order described in Section 2.2), experiments were re-
peated with sequential wire depths with no noticeable impact on the result.
To examine the impact of grid resolution versus data resolution, the post-
processing was repeated with lower .5mm grid resolution (Figure 7 has .25mm
resolution), but striping artifacts were still present in roughly the same am-
plitude.

Certainly, it is not a coincidence that the patterns correspond to the
direction of wire motion. It seems likely that these stripes are a kind of
aliasing due to poor numerical conditioning. We propose to address the issue
by applying some additional pre-conditioning to the raw data sets to suppress
wave lengths above the grid resolution; not unlike an anti-aliasing filter.

4.2 Experimental Uncertainties

When we examine (11), for the impact of experimental errors on the mea-
surements in Figure 7, we see that ion density is only weakly impacted by
wire diameter and ion mobility. Wire diameter is quite precisely known, and
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Figure 7: Pseudo-color ion density cross sections. The scale is shown so that
the brightest points correspond to 3×1018m−3.
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the ion mobility has been measured directly [31]. Were mobility to have 5%
error, it would only impact ion density by less than 2%. Due to the voltage
drop in the iso-shunt circuit, voltage may drop by 5% during an experiment,
which could have a 3.3% impact on ion density calculations.

Meanwhile, the value, U ≈ 75m/s, is estimated from the known gas flow
rates, approximate density in the flame, and approximate mean flow area.
This number fails to account for local variations in fluid velocity and depends
on other parameters that are not carefully determined. We speculate that the
actual velocity might vary from 50 to 100m/s with an inversely proportional
impact on ion density. If that is so, it dominates all other errors.

There is also reason to examine whether radial components of the gas
velocity impact the measurement. If the flow were found to be intense in the
radial direction, those flow components would affect the signal differently
when the wire was normal to the torch’s radius versus at the torch cen-
ter, causing an elliptical skew in the calculated ion density measurements.
Because no such skewing of the data is apparent, we conclude that radial
velocity components do not significantly impact the wire signal.

These observations have two impacts on our interpretation of Figure 7.
First, the peak ion density might be adjusted as low as 2×1018m−3 or as high
as 4.5 × 1018m−3. Second, the low densities measured outside of the inner
cones might be under-represented since these are regions where the actual
velocity may be lower than estimated.

While probe current uncertainties are estimated to be about .01%, it
is possible that the striping artifacts may have caused some error in the
calculations for ÎD. If that is later discovered to be the case, every 3% error
in ÎD, corresponds to approximately 4% error in n.

4.3 Ion density distribution

Experimental uncertainties withstanding, these measurements permit us to
say a great deal about the electrical structure of the flame. The inner cones
of the oxyfuel flame exhibit hollow cones of intense ion concentration (greater
than 1018m−3). There is a similarly intense ring along the inner diameter of
the recess visible in the z = 1mm slice, which seems to correspond to the
core of a toroidal vortex. The inner cone bases and the outer cone exhibit
moderate concentrations of ions (order 5× 1017m−3 or lower).

The ion mobility is meager enough that diffusion between parallel stream-
lines may be neglected over mm length scales. Since the streamlines will
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convect ions beyond the inner cones, it is clear that ions form in the flame
fronts and rapidly recombine over mm length scales in the outer cone.

The weaker density found at the outside edge of the inner cones’ bases
is likely due to the entrainment of ambient air along the torch tip. This is
consistent with the relatively intense ring of ions at the inside of the annulus
base. The densities recover along the flame front as distance from the torch
tip increases and as the inner cone cross sections decrease.

Only 4mm below the torch tip, the rings of intense ion concentration have
faded to form an annulus roughly 6mm in outer diameter with ion density
around 1017m−3 or lower while only the tips of the inner cones remain. The
peak ion concentration has been found to be near 3 × 1018m−3; consistent
with the highest ion concentrations reported in flames [20, pp 425].
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Appendix

The “iso-shunt” circuit used to measure current is appended in Figure 8.
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