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We present numerical simulations and analysis of atmospheric effects of a beam of 1 MeV
electrons precipitating in the upper atmosphere from above. Beam parameters of 100 J
or 1 kd injected in 100 ms or 1 s were chosen to reflect the current design requirements
for a realistic mission. We calculate ionization signatures and optical emissions in the
atmosphere, and estimate the detectability of optical signatures using photometers
and cameras on the ground. Results show that both instruments should be able to
detect the beam spot. Chemical simulations show that the production of odd nitrogen
and odd hydrogen are minimal. We use electrostatic field simulations to show that the
beam-induced electron density column can enhance thunderstorm electric fields at high
altitudes enough to facilitate sprite triggering. Finally, we calculate signatures that would
be observed by incoherent scatter radar (ISR) and subionospheric VLF remote sensing
techniques, although the latter is hindered by the limitations of 2D simulations.

Keywords: radiation belts, atmosphere, electron beam, chemistry, sprites, subionospheric VLF

1. INTRODUCTION

Electron guns firing artificial beams of electrons with energies in the tens of keV have been used
since the 1970s to probe magnetospheric and auroral physics (e.g., Winckler, 1980; Neupert et al.,
1982; Burch et al., 1993; Stone and Bonifazi, 1998). In the late 1980s, the idea of using a relativistic
beam of electrons took hold (e.g., Banks et al., 1987, 1990); a comprehensive review of research into
relativistic beam experiments up to 1992 was provided by Neubert and Banks (1992). Relativistic
(MeV) beams have a variety of advantages over keV beams, including beam stability and reduced
spacecraft charging effects (Neubert and Gilchrist, 2002), and faster propagation along magnetic
field lines (Delzanno et al., 2016; Dors et al., 2017). Krause (1998) performed detailed calculations of
the atmospheric response to a relativistic electron beam, including calculations of beam dynamics
and stability, and ionization and X-ray production in the atmosphere. Further calculations were
made by Neubert et al. (1996) on the propagation of the electron beam in the magnetosphere and
the atmospheric response.

In recent years we have begun exploring a number of potential applications of space-based,
artificial relativistic beam injection, including magnetic field line mapping, studies of wave-particle
interactions, and studies of the atmospheric effects of precipitation, that should be enabled by
the present state of technology in particle accelerators. However, any such experiment relies on
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the ability to detect and measure the beam, either in-situ by
directly observing the electron beam, or by remote sensing
from the ground, by observing the atmospheric signatures
of the beam precipitating in the atmosphere. For the latter,
we need to assess the diagnostic signatures of the beam
in the atmosphere.

Marshall et al. (2014) expanded on the work of Krause (1998)
to calculate optical emissions observable from the ground, X-
ray production and propagation and detectability from satellites
and balloons, and backscattered electrons that could be observed
from Low Earth Orbit (LEO). That study showed that optical
signatures are likely detectable; indeed, the SEPAC experiments
(Neubert et al., 1995) observed optical emissions of ~1-5 kR
in the 4,278 A emission from an 1.2 A injected beam of
6.25 keV electrons, about a factor of 7.5 higher energy flux
than our proposed 1 MeV beam. X-ray fluxes were likely to
be far too low to be detectable from either LEO or balloon
altitudes; and ionization could likely be measured form the
ground using incoherent scatter radar. However, that study
investigated a pulse of electrons with only 0.05-1 Joules of total
energy. Recent accelerator design efforts are targeting a beam
total energy of 100-1,000 J, prompting a revisit to the calculations
of Marshall et al. (2014).

In this paper, we expand on the Marshall et al. (2014) study
by increasing our simulated beam energy, and by investigating
further atmospheric effects and diagnostic signatures of the
relativistic electron beam injection. In particular, here we
update our optical emissions and ionization calculations for
a specific set of beam parameters; we calculate the chemical
response of the atmosphere in terms of odd nitrogen and odd
hydrogen production; we study the electrodynamic response of
the atmosphere in the presence of thunderstorm electric fields;
and we investigate subionospheric VLF remote sensing as a
potential diagnostic of the electron density disturbance in the
atmosphere. Together with Marshall et al. (2014), these results
form a complete picture of the atmospheric response to an
artificial beam injection, and calculate the expected response in
all possible diagnostic methods.

2. MODEL INPUT PARAMETERS

In Marshall et al. (2014), we considered the beam-atmosphere
interaction over a range of beam energies, but primarily focused
on an electron energy of 5 MeV. In this paper, we focus on a
single electron energy of 1 MeV. Accelerator design efforts and
science goals of the beam injection experiment have converged
on 1 MeV as the target electron energy. In the sections that follow
we discuss how the modeled affects are expected to vary with
electron energy, but we do not provide those simulation results
in this paper.

We simulate an accelerator design that outputs a pulse of
1 MeV electrons that total 5 ] of energy (3.1 x 10'3 electrons),
and outputs pulses every 5 ms. Neubert and Gilchrist (2002)
noted that high currents are required for MeV beams (>100 A)
to become unstable; our beam current is only ~ 1 mA. In
this work we consider two scenarios: a sequence of 20 pulses

spanning 100 ms and totaling 100 J, and a sequence of 200
pulses spanning 1 s and totaling 1 kJ. In each section that
follows, we discuss the effects of increasing or decreasing the
total beam energy, or changing the time sequence of pulses.
Note that in this paper the “electron energy” refers to the
individual electrons (i.e., 1 MeV), while the “pulse energy” or
“beam energy” refers to that of the electron pulse (5J) or sequence
of pulses (100 J).

A beam of 1 MeV electrons injected from a distance of 10 R,
in a dipole field was simulated by Porazik et al. (2014), who then
calculated the spatial, energy, and pitch angle distributions of this
beam as it reached 300 km altitude. Those distributions, shown in
Figure 1, are used as the input distributions to our Monte Carlo
modeling. A 2D histogram of the particle positions shows that the
beam is distributed approximately as a Gaussian with a 1-sigma
radius of 311 m at 300 km altitude. This beam size, together with
the pulse energy of 5] in 5 ms or 1 kJ/s, yields an average flux of
about 3 x 10° electrons/cm?/s/str, comparable to outer radiation
belt fluxes at these energies. The beam is extremely field-aligned,
with a divergence of <1 degree, due to the careful choice of the
firing direction as described in Porazik et al. (2014). However,
simulations show that as long as the beam is inside the loss
cone, the pitch angle distribution plays only a small role in the
atmospheric signatures. For example, a beam with all electrons at
60 degree pitch angle at 300 km altitude, just inside the loss cone,
will have a similar energy deposition profile, but raised in altitude
by 4 km.

Although ionization, optical, and X-ray signatures scale
linearly with the beam energy (for the same electron energy),
the choice of electron energy affects these signatures differently.
Optical emissions and secondary ionization (leading to electron
density disturbances) are nearly proportional to the total energy
deposition, as described in section 3. However, X-ray emissions
change considerably with electron energy, as the efficiency of
bremsstrahlung production increases rapidly at higher energies.
As a rule of thumb, approximately 0.2% of the beam energy is
converted to X-rays for an electron energy of 1 MeV, while 2% is
converted to X-rays for 5 MeV (Krause, 1998).

Tonization production 1is proportional to the beam
energy; we use the rule-of-thumb from Rees (1963) that
every 35 eV of energy deposited produces one electron-ion
pair. This relationship was validated in Krause (1998). The
ionization pair production is then used as a driving source
in mesospheric chemistry models, including the Glukhov-
Pasko-Inan (GPI) chemistry model (Glukhov et al, 1992;
Lehtinen and Inan, 2009) and the Sodankyld Ion and Neutral
Chemistry (SIC) model (Verronen et al, 2005; Turunen
et al, 2009) to calculate electron density disturbances in
the mesosphere and D-region ionosphere, along with the
chemical response described in section 4. Here, the response
is very strongly dependent on the electron energy. Due
to higher electron-neutral collisions at lower altitudes,
recombination rates are much higher, and so the electron
density perturbation is suppressed. Because higher electron
energies deposit energy at lower altitudes, they have a much
weaker effect on the electron density disturbance for the same
total energy.
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FIGURE 1 | Input spatial, energy, and pitch angle distributions at 300 km altitude for the 1 MeV electron beam, based on simulations from Porazik et al. (2014).

3. IONIZATION AND OPTICAL EMISSIONS

In this section we revisit the ionization and optical signatures that
were calculated in Marshall et al. (2014). Here, we use an electron
energy of 1 MeV, and beam energies of 100 J or 1 kJ. These beams
are actually divided into “pulses” every 5 ms and “subpulses” of
0.5 ms; however, most of the signatures we describe in this paper
are not sensitive to the details of the pulse shape on times scales
faster than 100 ms. Figure 2 shows the energy deposition profile
for these two beams, along with the optical emission profiles for
the 100 J beam. The ionization profile follows that of the energy
deposition, under the approximation that every 35 eV deposited
creates one electron-ion pair.

We observe from Figure 2 that the energy deposition scales
linearly with the beam energy. The optical emissions are
dominated by N first positive (1P) and second positive (2P)
emissions, both of which are spread over a large range of
wavelengths; as such, detection above the background is much
more difficult. The next highest intensity is the N first
negative (1N) band system, which is heavily concentrated in two
bandheads at 3,914 and 4,278 A. Note that the N;r Meinel (M)
band system has a relatively long lifetime (~6 ps) and a relatively
high collisional quenching rate with N3, and so is quenched
below ~90 km altitude where there is appreciable N,.

From our calculations of optical emissions, we can generate an
energy partitioning that describes the fraction of the total injected
energy that is emitted in each of a number of important lines and
bands. The results, shown in Table 1, show the energy emitted
as photons, after accounting for quenching and cascading. This
partitioning is consistent with that of typical auroral emissions
(Vallance Jones, 1974).

We focus on the N, 1P emissions, where we can zero-in
on narrow emission lines (either 3,914 or 4,278 A), reducing
the background signal. We observe that about 2.2% of the total
injected energy is converted to N, 1P emissions, and 0.6% is
converted to N5 IN emissions. The atomic oxygen green and red
line emissions are extremely weak, because the oxygen density
is very low at 60 km altitude, and these emissions are rapidly
quenched, with 0.7 and 110 s lifetimes.

Using this partitioning table, it is straightforward to make
a back-of-the-envelope validation calculation of the expected
signal seen by a detector on the ground. We consider an
instrument designed to measure the 3,914 A bandhead of the
N7 IN system. A filter spanning 3,800-3,920 A will capture 27%
of the total 0.6 ] emission; assuming a wavelength of 3900 A,
this fraction totals 3.2 x 10'7 photons emitted in our band of
interest. For simplicity we assume that all photons are emitted
from 60 km altitude, and that they are emitted isotropically;
and based on MODTRAN (Berk et al.,, 1987) simulations of
the atmospheric transmission, we assume ~40% of the emission
reaches the ground, while the rest is scattered or absorbed in the
atmosphere. From these values we expect 1.7 x 10° photons/m?
over the duration of the beam to reach the ground in our
band of interest.

As an approximate instrument response, we consider an
optical aperture of 50 mm diameter (a typical camera lens) with
a field-of-view that is larger than the emitting region; then we
can expect 3.3 x 10 photons to be collected by the instrument.
If the instrument is PMT-based, we can consider a window
transmission efficiency of 90% and a PMT quantum efficiency
(QE) of 28%. We consider instrument dark noise of 2 mA
and background airglow of 2 Rayleighs per Angstrom (R/A) at
3,900 A (Broadfoot and Kendall, 1968). With these noise sources
together with shot noise, we calculate an expected signal-to-
noise ratio in this PMT instrument of SNR =~ 25 when sampled
at 100 Hz.

Instead of a PMT-based system, we also consider measuring
the beam spot with a wide field-of-view camera system. In this
case, we start from the same 3.3 x 10 photons to be collected by
the instrument, assuming the same 50 mm diameter lens. The
camera may have the same window transmission of 90%, but
a higher QE of 60%, dark current of 0.0003 electrons/pixel/sec,
and ~1 electron read noise. For such a system averaging frames
to 5 fps, we expect an SNR = 3.6, assuming the entire beam is
contained in a single camera pixel. If instead the beam is spread
over a few pixels, the SNR will be reduced from this value.

These calculations show that the optical signature from a
100 J beam should be detectable by either PMT or camera
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FIGURE 2 | Left: Energy deposition profiles for 100 J and 1 kJ injections, integrated over the area and duration of the beam sequence. Right: Optical emission
profiles for the 100 J injection. Both energy deposition and optical emissions scale linearly with the beam total energy.

TABLE 1 | Energy emitted in different optical bands from 100 J injected.

Emission Description Energy
No 1P No First Positive 22J
Np 2P No Second Positive 1.2J
N3 1N N3 First Negative 0.6J
N3 M N3 Meinel 0.1J
of 1N Oj First Negative 0.06 J
o'D green line, 5577 A 0.7 puJ
o's red line, 6300 A 0.3nJ
Total optical energy <5J

systems. The PMT system has the advantage of time resolution,
valuable if the pulsing sequence is rapid and contains sub-
pulses (but only if the subpulses maintain their separate during
the beam propagation). The camera system has the advantage
of simple spot detection in a sequence of images, as well
as measurement of the spot location, invaluable for field-line
tracing applications.

4. CHEMICAL EFFECTS

It is well-known that precipitation of relativistic electrons into
the mesosphere can affect the chemistry of this region of the
atmosphere. In particular, radiation belt precipitation leads to
enhancement of odd nitrogen (NO,; Rusch et al., 1981) and odd
hydrogen (HO,; Solomon et al., 1982), which ultimately affect
ozone concentrations. In this section, we wish to investigate the
possible chemical impact of our relativistic electron beam on the
upper atmosphere.

The GPI model is a five-species model that includes electrons,
heavy and light positive ions, and heavy and light negative ions;
as such it cannot calculate the response of individual constituents
of interest, such as NO, NO,, and so forth. Instead, we use the

100 T T T T
Comparison of GPI and SIC
electron density response
20+ .
-------- GPl initial
——GPl final
80F |[----SICfinal 4
€
=
2 70F g
2
= S
60 | ]
50} 3 1
40 1 1 ik 1 1
107 10° 10' 102 10° 104 10°
Electron density (cm's)
FIGURE 3 | Electron density response of a 1,000 J beam injection over 0.5 s.
The SIC model predicts a 50% larger peak electron density compared to the
GPI model, with a peak response ~1 km lower in altitude.

SIC model to calculate the response of these species. Described
in detail in Verronen et al. (2016), SIC includes forcing from
solar UV and soft X-rays, electron and proton precipitation,
and galactic cosmic rays. The model solves for the densities of
electrons and 70 ions, of which 41 are positive and 29 negative,
and 34 neutral species, including O and Os; N, NO, NO;, NO3,
and other species cumulatively referred to as NOy; and H, OH,
HO,, and H,O;, cumulatively referred to as HO,.

In Figure 3, we compare these two models directly, using a
1 kJ beam injection over 100 pulses spaced every 5 ms. The two
models use the same initial, background electron density, and
then calculate the time response of the electron density profile.
The two models compare favorably, though the SIC model
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predicts a 55% higher peak electron density, at an altitude 1 km
lower than the GPI model. Considering the simplifications made
in the GPI model to limit it to five species, this comparison shows
that the GPI model provides a reasonably accurate estimate of the
electron density response.

Figure 4 shows the time-resolved electron density evolution
along the beam axis for the 100 J (20 pulses in 100 ms) or 1 kJ
(200 pulses in 1 s) beams, including the electron density profiles
after each pulse. In both cases we observe that the electron
density begins to saturate at the lower altitudes, due to the rapid
recombination at these lower altitudes. After 20 pulses, the peak
electron density of 3.9 x 10° cm ™3 occurs at an altitude of 59 km.
After 200 pulses, the peak electron density is 1.2 x 10'® cm™2 at
63 km altitude.

To determine the chemical response of the atmosphere, and in
particular the NOy, HO,, and ozone signatures, we use the SIC
model. Figure 5 shows the relative disturbances along the beam
axis to each of these species after the 1 kJ injection over 0.5 s.
The NO, density increases by only 0.5% from its background
density, with a peak near 70 km altitude. The HO, density
increases by about 0.4%, with the peak at 58 km. The ozone
signature is negligible. Therefore, none of the beam applications
under consideration should produce any deleterious side effects
on the atmosphere.

This small chemical response is encouraging, as it shows
that this artificial beam injection will not have a significant,
lasting effect on the atmosphere. Energetic electron precipitation
is known to produce enhancements in NO, and HO, and the
former can destroy ozone in the stratosphere. The ionization
signature of our electron beam exceeds that of a typical
radiation belt electron precipitation event; however, because the
spatial extent is very small, but more importantly because the
time duration of this precipitation is so short, the effect on
atmospheric chemistry is negligible.

The chemical response shown in Figure 5 is for a single beam
pulse, injecting 1 kJ of energy in 0.5 s. While the chemical

response of this pulse is very small, it is possible that a sequence
of pulses in the same region of the atmosphere could have a
cumulative effect that is more pronounced. Seppili et al. (2018)
modeled the chemical response to a series of microbursts, with
comparable time duration and density to our beam pulses, and
showed a significant cumulative effect of enhanced NO, and
HO,. However, their results considered a series of microbursts
over a 6-h duration. Microbursts and microburst regions are
also likely to cover a much larger spatial scale than our
<1 km electron beam (Blake and O’Brien, 2016; Crew et al.,
2016); as such the beam experiment is unlikely to be able to
produce a significant number of pulses in the same region
of the atmosphere.

5. ELECTRODYNAMICS AND SPRITE
TRIGGERING

Some of the first work on artificial relativistic beam injection was
conducted by Banks et al. (1987), Banks et al. (1990), Neubert
and Banks (1992), and Neubert et al. (1996). Soon after, in the
early 2000s, research into upper atmospheric discharges known
as sprites was reaching maturity (e.g., Neubert et al., 2005; Inan
et al,, 2010). Neubert and Gilchrist (2004) went on to investigate
the beam effects in the atmosphere, and suggested the possibility
that the relativistic electron beam, upon its interaction with the
atmosphere, could modify the conductivity enough to enhance
the triggering of sprites at their typical triggering altitude of
~75 km (Stenbaek-Nielsen et al., 2010; Pasko et al., 2012).
Here, we quantitatively assess that possibility using electrostatic
field simulations.

We simulate the electron density disturbance in the upper
atmosphere as described above and shown in Figure 4. This
disturbance is three-dimensional in nature, based on the
beam spreading calculated in the Monte Carlo model, and is
approximately Gaussian with a radius of ~300 m. Next, we

Altitude (km)
~
o

[0}
(=]
T

100 T T T T T T T T
Ne after 20 pulses in 100 ms; Ne after 200 pulses in 1 sec;
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10% 108 108 1p!°
Electron density (per m®)

pulse. Dashed lines mark the peak density and altitude.

FIGURE 4 | Electron density vs. altitude for a 100 J beam injection (left) and a 1 kJ beam injection (right). Blue to red colors show the electron density after each
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FIGURE 5 | NOx, HOy, and Oy response following a 1 kJ injection over 0.5 s.

insert this electron density disturbance into the 2D, cylindrically-
symmetric quasi-electrostatic (QES) field model of Kabirzadeh
et al. (2015, 2017) and calculate the resulting electric fields. The
model is quasi-electrostatic because it solves for dynamically-
changing electric fields as time-changing driving sources (charge
and current densities) are included.

By default, the QES model uses a uniform grid with either 500
or 1,000 m spatial resolution; however this resolution is clearly
insufficient to resolve our 300 m radius disturbance. In order
to avoid an excessively large simulation space, the model was
modified to use a non-uniform grid; the horizontal resolution is
~70 cm at the beam axis, and smoothly increases non-linearly to
the maximum grid size of ~350 m at a distance of 100 km. The
grid is uniform with 250 m resolution in altitude, extending to a
maximum altitude of 100 km.

The simulation uses the same background and perturbed
ionosphere profile as in Figure 4. The electron-neutral collision
frequency profile is determined using the method described by
Marshall (2014). We wish to determine how the beam injection
will change the electric field structure above a thunderstorm. To
this end, we calculate the electric fields following the removal of
50 C of charge in a cloud-to-ground lightning discharge. Initially,
a —50 C charge is placed at 5 km altitude, and a +50 C charge
is placed at 10 km altitude. The uppermost charge is removed
from the cloud (a 500 C-km charge moment change), causing the
electrostatic fields to reconfigure.

The QES model solves for the time-resolved electric fields, but
Figure 6 shows the fields after they have settled; the simulation
does not account for charge reconfiguration in the cloud after
the discharge. The top row shows the fields without a beam
injection, while the bottom row shows the fields after the
1 kJ beam injection. The first two panels in each row show
the horizontal (E,) and vertical (E;) field components. The
rightmost panel shows the reduced electric field E/Ey, i.e., the
field magnitude normalized by the breakdown field, which scales
with atmospheric pressure. For a sprite to initiate, we are looking
for E/E; > 1, or log,(E/Ef) > 0.

Note that in this scenario, the beam is injected directly
above the lightning discharge, where E/E; is maximum, and
that the beam is injected immediately following the lightning
discharge, so that the beam modifies the post-discharge
field configuration.

Figure 7 shows 1D slices of the reduced electric field (E/Ej)
along the beam axis and at ranges from one to 50 km.
These are the electric fields immediately after the discharge
described above; these fields will recover back to the ambient
fields in tens of seconds (e.g., Inan et al, 1996). Following
the beam injection we observe significant variation in the field
structure, especially on the beam axis at ~55 km and between
75 and 85 km. At 55 km the field is perturbed around the
bottom of the electron density column. At the higher altitudes,
as shown in the zoomed-in panel, we see that E > Ej
within 1 km of the beam axis, while E < E; before the
beam injection. These results show that such an experiment
could be made to increase the high-altitude electric fields and
potentially trigger sprites, but only with very careful timing and
fortuitous location.

These results provide an indication that the electron beam
may be able to enhance the electrostatic field at sprite altitudes
enough to trigger a discharge. However, we have not included the
effect of the Earth’s magnetic field, which at mid-latitudes, where
lightning occurs, is strongly inclined. The magnetic field will push
the ionization profile to slightly higher altitudes, and in turn affect
this discharge triggering.

6. RADAR AND VLF SCATTERING
SIGNATURES

Similar to section 4 above, ionization production in pairs/m>/s
are used as an input to chemistry models to determine the
expected response of the mesosphere. We use both the SIC model
described in section 4 as well as the GPI chemistry model. The
latter is a four-species (Glukhov et al., 1992) or five-species
(Lehtinen and Inan, 2009) simplified 1D model of mesospheric
chemistry that considers electrons, light and heavy positive ions,
and light and heavy negative ions. The set of ordinary differential
equations relating the densities of these five species are presented
in Lehtinen and Inan (2009). The modified electron density
profile is used in this section to determine the expected radar and
VLEF scattering signatures, if any, that could be observed using
these techniques.

6.1. Radar Scattering

Using our ionization profiles in section 3, we calculate the
time-resolved electron density response in the mesosphere to
determine the peak electron density expected as well as the
recovery time of this signature. Figure 8 shows the resulting
electron density disturbance and its evolution with time, for the
1 s duration of the pulse sequence (total energy of 1 kJ) and
1 s of its recovery. The background ionosphere density profile is
calculated by the SIC model simulations; however the electron
density disturbance is so large that the choice of background
profile is not important. As in Marshall et al. (2014), the electron
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density disturbance recovers back to the background profile
over timescales from tens of ms to many seconds, depending
on altitude.

We consider the Poker Flat Incoherent Scatter Radar (PFISR)
for our detectability estimate. We convert the electron density
profile into an expected radar signal-to-noise ratio (SNR) using

the relationship:

@) 21,
r/ L+ kg1 + KA + T)

SNR = 3.5 x 1012 ( 1)

where 7, is electron density, 1o = 100 km, r is range (or altitude
if the radar beam is pointed toward the zenith), k = 4xf/c is
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the Bragg wavenumber for the radar, Ap = \/€okpT/q2n, is the
electron Debye length in the plasma, and T, = T,/T; is the
ratio of electron and ion temperatures. Thus the radar SNR is a
function of the electron density and both the electron and ion
temperatures. For our forward calculations of SNR, we assume
T, = 1 in the lower D-region, as electrons and ions are well-
thermalized to the neutral temperature through the high collision
frequency. At high electron density, kAp < 1 and the equation
simplifies to SNR = 3.5 x 10712n,(rg/r)?; however the full
relationship is required below ~80 km where kAp > 1. The
relationship in Equation (1) was derived for a PFISR experiment
using 130 ps, 13-baud Barker codes; the expected SNR will
change for different pulse lengths and radar performance.

A radar SNR < 1 does not mean the signal cannot be
detected; by averaging pulses coherently and incoherently, we
can dramatically improve the detectability, which is estimated
as follows. We can combine N consecutive radar pulses using
coherent averaging, up to the correlation time, which is about
200 ms at 65 km altitude. For a Lorentzian radar spectrum, the
coherent processing gain is given by

N—-1N-1

G= % Z Z e—Zﬂa)lm—n\t (2)

n=0 m=0

where w is the spectral width in Hz (about 5 Hz at 65 km
altitude), and ¢ is the inter-pulse period, taken to be 2 ms for
this experiment. (Note that the radar “pulses” here, every 2 ms,
are not the same as the beam “pulses” transmitted every 5 ms.)
With N = 100 radar pulses in 200 ms, we calculated a coherent
processing gain of G = 27. Finally, the relative error in the
ISR power estimate is found by incoherently averaging K sets of
coherent averages (e.g., Farley, 1969):

s _ 1 1 )
?‘ﬁ( +G-SNR>

where K is the number of incoherent averages, in this case
K = 5 to represent the five 200 ms periods. This relative
error is plotted in the right panel of Figure 8. A relative error
of dS/S = 1 indicates that the signal is 1o above zero SNR;
dS/S = 0.5 indicates 20 above zero SNR; dS/S = 0.33
indicates 30 above zero SNR, and so forth. We observe that the
maximum SNR in these results is about —10 dB, corresponding
to a minimum dS/S = 0.27. This shows that the electron beam
pulse sequence of 1 kJ injected over 1 s should be marginally
detectable by an incoherent scatter radar such as PFISR, when it
is running Barker-type emission codes. Newer codes that increase
the coherent gain combined with longer integration times will
decrease dS/S and thus improve detectability. For example, a 50%
increase in the averaging intervals would decrease dS/S to 0.22.
Similarly, the electron beam signatures will likely be observable
by the upcoming EISCAT 3D radar (Turunen, 2009).

Note that the radar signal is not sensitive to the background
state of the ionosphere below 80 km; PFISR sees only noise
below these altitudes under typical conditions, irrespective of
the background D-region ionosphere state. The exception only
occurs under very intense radiation belt precipitation, which can

be detectable by PFISR below 70 km, and which may interfere
with our beam detection.

6.2. Subionospheric VLF Scattering

Next, we consider whether or not the electron density
disturbance from the beam would be observable through
scattering of subionospheric very-low-frequency (VLF)
transmitter signals. Powerful ground-based transmitters
operated by the US Navy radiate VLF waves into the Earth-
ionosphere waveguide, and the amplitude and phase of the
signals observed by a distant receiver are particularly sensitive
to the D-region ionosphere. At night, these waves reflect from
altitudes ~80-85 km and are modified by electron density
disturbances below the reflection height.

We test the possibility that the beam will perturb the VLF
signal by simulating the propagation of VLF transmitter signals in
the Earth-ionosphere waveguide, and comparing the amplitude
and phase at a distant receiver before and after the beam pulse.
We use the Finite-Difference Time Domain (FDTD) propagation
model of Marshall (2012) and Marshall et al. (2017), which
allows calculation of amplitude and phase for any frequency at
any distance, and allows for small-scale ionospheric disturbances
with ~500 m resolution or better.

The simulations shown here use a grid resolution of 500 m; as
such, the electron density disturbance created by the beam only
spans a few grid cells. We simulate a scenario shown in Figure 9,
using the NLK transmitter. The pulse is injected above Poker Flat,
AK, and a receiver is located 500 km further along the great-
circle-path (GCP) connecting NLK and Poker Flat. To reduce
the simulation time, we use a virtual transmitter 1,000 km away
from Poker Flat instead of simulating the entire path. Figure 9
also shows the final electron density along the simulation path,
with the beam injection shown at 1,000 km from the transmitter.

To estimate the expected amplitude and phase perturbations
to the VLF signal, we run two simulations: one without the beam-
induced disturbance, and one with the disturbance. Figure 10
shows the amplitude and phase along the ground for both cases;
the rightmost panels are zoomed-in views of the last 500 km.
We see that the VLF signal is significantly perturbed, with up
to 1 dB of amplitude change and ~10 degrees of phase change.
For reference, in comparable VLF data, a minimum detectable
perturbation is about 0.1 dB and 1 degree. Note that the ringing
at the end of both simulations is a numerical artifact, due to
the simulation being stopped before the highest-order modes
have equilibrated.

The natural variation in the D-region ionosphere will lead
to variation in the received VLF signal amplitude and phase, as
well as the received perturbation. The D-region variations can
lead to amplitude variations at night of ~ =+5 dB, and phase
variations of ~ +50 degrees, varying on time scales of minutes
to hours. A more comprehensive study, left to future work, is
needed to assess the expected VLF perturbation under changing
D-region conditions.

It is tempting to conclude that these results show that the
subionospheric VLF method may be able to detect the beam-
induced electron density disturbance, but we cannot yet make
this conclusion. These simulations are 2D only, in range and
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altitude. As such, the disturbance imposed is effectively infinite
in the third dimension; rather than a column of electron density,
we have imposed a “wall” extending in and out of the page. This
configuration is likely to produce a larger scattered signature than
a single 300 m radius column. To better quantify the expected
amplitude and phase perturbation, a full 3D simulation is needed.
Such a simulation is extremely computationally expensive, and
a single model to make this estimate does not currently exist.
Nonetheless, these preliminary 2D simulations do not rule out
the possibility that the subionospheric VLF method may be able
to detect the beam-induced disturbance.

7. DISCUSSION

A relativistic beam of electrons injected from high altitudes has
great potential for field line mapping, wave-particle interaction
studies, and atmospheric studies (e.g., Delzanno et al., 2016),
but most studies will require detection of the beam in
the atmosphere. In this paper, we have provided results of
simulations of the interaction of a beam of 1 MeV electrons

with the upper atmosphere in order to assess its detectability
via numerous diagnostic techniques. We have further explored
the effects of the electron beam on the atmosphere, in terms
of the chemical and electrodynamic response of the region. For
the latter, we show that the beam injection into the atmosphere
may aid in the triggering of sprites at high-altitude, though
the inclination of the Earth’s magnetic field must be taken
into account.

We simulate a beam of 1 MeV electrons totaling 100 J or 1 kJ
of energy. Monte Carlo simulations provide an estimate of the
ionization produced by these beams and the altitude distribution
and horizontal distribution of this ionization. Optical emissions
are then calculated from the ionization production, and we
determine the photon production taking into account quenching
and cascading in a suite of Ny, N;, and O;‘ emission band
systems. We estimate the expected signal-to-noise ratios in a
photomultiplier tube (PMT)-based detection system, and in an
all-sky camera. These two systems have different advantages. The
PMT system has the speed (1 kHz) necessary to detect individual
sub-pulses in the beam pattern, but does not have any spatial
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information; the all-sky camera system lacks time resolution
but can locate the beam spot in the sky with high accuracy, a
critical requirement for many of the science applications of the
electron beam.

Both systems should have sufficiently high SNR to detect
the spot in the upper atmosphere. However the SNR values
calculated in section 3 depend on a number of parameters which
will vary for different systems. In particular, the PMT system
depends on the choice of PMT and its wavelength response, noise
characteristics, and the instrument sampling rate, in addition to
optical design parameters. The camera system similarly depends
on parameters of the camera chosen and the optical system,
including filter transmission and passband. As such, the expected
SNR will vary for different systems, and the system must be
carefully designed to be optimized for the expected signatures.
However, our calculations of the SNR and detectability are
validated by the SEPAC experiments (Neubert et al., 1995) who
observed optical emissions of 1-5 kR with a factor of 7.5 higher
energy flux than our proposed experiments.

Similarly, the radar signatures presented in section 6.1 must
be considered for a particular experiment design. The SNR
calculated by Equation (1) will change for different radar pulse
parameters and for different ISRs. What's more, the detectability
in ISR appears to be marginal with standard radar beam pulse
codes. New beam schemes and longer integration times will be
required to ensure detectability.

One important characteristic of ISRs that must not be
overlooked is that these instruments can provide detection of
the electron beam in dayside conditions, where optical detection
methods are not possible. An entire class of magnetospheric
phenomena, such as plasma entry through the dayside boundary
layer between the solar wind and the magnetosphere, still
have several fundamental outstanding questions that can be
answered with the appropriate match between magnetospheric

in-situ measurements and the unambiguous identification of the
ionospheric foot-point.

Subionospheric remote sensing has its own set of difficulties
for detection. The receiver needs to be downstream of the
ionization patch relative to the transmitter, although some
deviation 1is likely acceptable; the forward scattering of the
~300 m radius patch will have some angular distribution.
However, it is unclear at this point how strong the scattering will
be in a full, three-dimensional scattering scenario. We require
a full 3D scattering model to fully assess the VLF scattering.
However, such a 3D model will be computationally expensive,
since it requires ~100 m resolution around the ionization patch,
but a transmission distance of thousands of kilometers.

In summary, in this paper we have presented a range of
signatures of the 1 MeV beam interaction with the upper
atmosphere, and quantified the expected signatures in different
diagnostics. Optical detection of the beam spot remains the
most promising method, and a combination of PMT and
camera detection would allow both time resolution and
spatial location of the spot. Radar and VLF detection of the
ionization patch are likely marginal, though the latter requires
further study.
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