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Abstract
Plasma initiation simulations in homogenous liquids in response to ∼3.0–5.0 ns voltage pulse is
conducted. An in-house numerical framework consisting of a compressible fluid solver together
with charged species conservation and Poisson’s equation solver is employed for the
simulations. The simulations are conducted for a needle-like powered electrode with two
different voltage profiles—linear and exponential increase. The model predictions show that
under the influence of nanosecond voltage rise the liquid experiences the formation of negative
pressure region near the vicinity of the powered electrode and surpasses the cavitation threshold
pressure. The cavitation locations initiate as sub-micron regions and then extends up to a few
microns. The electrical forces which is a combination of electrostatic, polarization and
electrostrictive ponderomotive forces contributes significantly in cavitating the medium and
forming low-density region. The ponderomotive forces have the highest impact followed by the
polarization forces. The effect of electrostatic forces only become significant when sufficient free
charges are formed. Despite the formation of low-density region, the ionization process is still
predominantly driven by field dependent ionization—Zener tunneling; as the electric field across
the sub-micron to micron scale low-density regions are not sufficient for electron impact
ionization to be significant. A parametric study on maximum driving voltage and voltage profile
is conducted. The results indicate that at higher voltage both the exponential and linear voltage
profile form a compression wave and an associated high-density region in the medium. The
magnitude of the compressive waves is not representative of shock waves. The bulk liquid
velocity can reach hundreds of meters per second but maintains subsonic conditions when the
maximum driving voltage is increased by a factor of 2.5–15 kV suggesting shock like conditions
will be formed under higher electric field conditions.

Keywords: plasma in liquid, cavitation, field ionization, compression wave, electrical forces,
field dependent ionization

1. Introduction

The topic of high-voltage interactions in liquid medium has
been of interest amongst the scientific community in the past.
There has been a resurgence in the interest in this topic in
recent years as a result of studies related to plasma formation
and interaction in liquid and multiphase configurations. The
renewed research thrust and the exponential growth in liquid/
multiphase plasma has been predominantly driven by their

application in biological, biomedical and environmental
application as evident in most of the review papers [1–5]. One
of the earliest work in liquid phase plasma was conducted by
Dawkins and Berg [6] reporting corona discharges in oils.
Luminous spots were observed near submerged electrodes,
hypothesized to be a result of localized field emission. Similar
luminescence have been observed for pulsed electrode fields
applied in liquid hexane [7, 8]. Liquid hydrocarbons were a
first choice of these studies since the breakdown process in
non-polar medium is less complex. Two mechanisms are
generally highlighted for the electrical breakdown in liquids;
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an electron-multiplication in the liquid phase and breakdown
associated with pre-existing bubbles [9]. The formation of
low-density region as a result of pre-existing bubble or phase
change process can act as localized micro sources of dis-
charges by reducing the breakdown electric field requirement.
Discharges in gas bubbles in liquids have been extensively
investigated experimentally in terms of the ability of bubbles
and their chemical composition to modify gross plasma fea-
tures. Bubble experiments with nitrogen, oxygen, and noble
gases [10–14] in various fluids revealed similar behaviors
under discharge excitation, with plasmas appearing primarily
within the bubbles, but requiring different voltage amplitude
for plasma initiation. The effects of discharge frequency on
plasma formation and properties were also revealed, but not
entirely characterized. Similarly, modeling studies have been
devoted toward yielding fundamental insights on plasma
formation, primarily for liquid media without the presence of
bubbles [15]. Recent models have considered the presence of
a single stationary bubble [16] within a liquid media and one-
way coupling of the plasma discharge between the bubble and
plasma to simulate experiments [17, 18]. Other similar single
and multiple bubble scenarios have appeared to further
characterize plasma initiation phenomena [19].

The formation and presence of vapor phase bubbles for
the generation of non-thermal plasmas discharge in the liquid
phase has been a topic of contention and a major unresolved
issue is the formation and propagation of the very first vapor
phase bubble that facilitates the primary streamer develop-
ment [12]. Among the different theories, Lewis [20, 21]
proposed that the liquid phase cracks under high dielec-
trophoretic stresses leaving a void due to electric fields and
space charges to form bubbles. Joshi et al [19] suggested
bubble formation from vaporization of the liquid as a result of
heating effect. A theoretical study was conducted by Shneider
et al [22] to determine the initiating mechanism of the sub-
nanosecond pulsed breakdown in liquid dielectrics. It was
proposed that the electrostrictive forces near the cathode
could result in a rupture in the continuity of the fluid forming
nanopores hence acting as plasma initiation sites. In a follow
up study, they employed the Zeldovich–Fisher theory to
determine the pre-breakdown nanopore formation due to
cavitation process [23].

In this work a mathematical model has been developed to
simulate plasma discharge formation in liquid water. The
kinetic steps considered are, ionization, recombination and
attachment processes. The primary objective of this study is to
computationally investigate the plasma initiation process in
the liquid phase in the nano-second time scales and the
associated density variation of the medium due to the electric
field, charges and the associated forces. We investigate two
different voltage driving conditions, a linear ramp and an
exponential ramp. The role of the different force terms on
density variation was elucidated, including the time depen-
dent evolution of the charged species and electric field. The
impact of the ionization process through Zener tunneling was
also independently studied.

2. Mathematical model

The mathematical model proposed consists of the fluid
dynamic equations of the mass, momentum and energy con-
servation for the bulk medium in compressible form, species
conservation equations for each of the species considered
(electrons ne, positive ions np and negative ions nn) and the
Poisson’s equation for the electric field. A local field
approximation is employed to determine the electron temp-
erature as a function of the reduced electric field (|E|/N).

2.1. Governing equations

The mass, momentum and energy conservation of a com-
pressible Newtonian fluid is described by the following
equations:

( ) ( )r
r

¶
¶

+  =
t

U. 0 1

( ) ( )r
r m

¶
¶

+  =  -  +
t

p
U

U U U F. . 22

· ( ) · ( )

· · ( · ) · ( )

r
r

t

¶
¶

+  + 

=-  +  +

E
E pU U

q U J E
t

, 3

tot
tot

ion

where, ρ is the liquid density, U is the velocity vector, μ is the
viscosity, p is the hydrodynamic pressure and F is the elec-
trical force vector. In the energy conservation equation Etot is
the total energy, q is the conductive heat flux, t is the viscous
stress tensor and Jion is the ion current density.

The electrical force vector F contains three terms and has
the following form:
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where, q is the charge density, eo is the vacuum dielectric
permittivity, e is the relative permittivity and E is the electric
field vector. The first term in the right hand side of
equation (4) is the electrostatic force i.e. the force acting on
the free charges, the second term is the force associated with
the non-uniformity of the permittivity and the third term is the
force due to electric field gradient. The second and third terms
are customarily termed as polarization and electrostrictive
ponderomotive forces, respectively [24]. The term e

r
¶
¶

is a

fluid property. For polar dielectrics like water, it has been
shown in [25] that at a constant temperature, the variation in
permittivity as a function of density can be expressed in the
following form:
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where, el is the relative permittivity of water at atmospheric
pressure and room temperature and has a value of 80.79, rl is
the associated liquid density and a is constant having a value
of 1.34 for water. The last term in equation (4) can be
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simplified for a polar liquid as suggested in [24]:
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The Tait equation of state [26] is often used to relate the
pressure to the density of water.
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here, r = 1000o kg m−3, =p 10o
5 Pa, = ´B 3.5 105 Pa and

g = 7.5. However, to simplify the pressure-momentum cou-
pling, instead of the Tait equation a linear sonic compressi-
bility model is used:

( )r r y= + p. 8o

The symbol y is referred to as the compressibility of the
medium and is defined as:
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The compressibility of a medium is directly related to the
speed of sound ( /y = c1 2). Assuming a constant speed of
sound in water over the range of pressure of our interest, the
compressibility of water is found to have a value of
y = ´ -4.54 10 7 s2 m−2 , obtained from linear regression of
the Tait expression over a pressure range of 100 MPa. As
mentioned in [27], the deviation between acoustic and Tait
equation of state in the aforementioned range is not more than
1%. The pressure gradient term in equation (2) can then be
expressed in terms of a density gradient r = 

y
p .1

The total pressure acting on the fluid is the sum of
thermodynamic pressure and the pressure associated with the
electrical force (equation (4)), which we refer to as electrical
pressure ( )- =p F.E If the electrical pressure only had
contribution from ponderomotive forces, the expression could
be analytically integrated to obtain the expression for the
electrical pressure. However, since the contribution of elec-
trostatic and polarization forces are also being considered, the
electrical pressure term is integrated numerically. For con-
venience, the numerical integration is performed by con-
verting the electrical pressure expression into an elliptic
partial differential equation through divergence operation.
The equation being solved has the following form:

( ) ( )  = -p F. . . 10E

The species transport equation employed is as follows:
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where, nk is the number density of kth species and
k=electrons (e), positive (p) and negative (n) ions, mk and
Dk is the mobility and the diffusion coefficient for kth species
respectively and nk is the source term. The second term in
equation (11) represents the flux of species due to the bulk
fluid motion.

Cross section data of elastic scattering, electron impact
ionization and electron attachment were obtained from Iti-
kawa and Mason [28] to generate the electron transport

properties and reaction rates over a range of reduced electric
field (|E|/N) by BOLSIG+[29]. As an approximation, the
liquid media is assumed to be a dense gas with high particle
number density [30] and the electron transport properties are
evaluated at the corresponding |E|/N values for such gas. For
the positive and negative ions, mobility values of
m = ´ -3.5 10p

7 m2 V−1 s−1, m = ´ -2.0 10n
7 m2 V−1 s−1

from [31] and diffusivity values of ==
-D 10k p n,
9 m2 s−1

from [5] were used.
Source terms in the species transport equations are

determined based on chemical reaction rates of the kinetic
processes. The source terms for the electrons, positive and
negative ions are expressed as follows:

( ) = + - -n Z k n n k n n k n n 12e I e e e pion neut attach neut recomb1

( ) = + - -n Z k n n k n n k n n 13p I e p n e pion neut recomb2 recomb1

( ) = -n k n n k n n . 14n e p nattach neut recomb

The kinetic processes considered are field dependent
ionization (ZI), electron impact ionization (kion), electron
attachment (kattach), electron–ion recombination (krecomb1) and
ion–ion recombination (krecomb2). For the kinetic processes till
now it is common practice to consider the liquid as a dense
medium for qualitative description of the phenomena since
there is no definitive theoretical understanding/interpretation
of the ongoing kinetic processes [30]. We consider both
electron impact ionization and electron tunneling processes
and assume that the overall ionization occurs as a combina-
tion of both. Due to the very small-time scale and the asso-
ciated small mean free path of liquids the avalanche
ionization seems to be less likely for the conditions of
interest.

The attachment and ionization coefficients are tabulated
as lookup tables for a range of reduced electric field (|E|/N).
For the electron–ion (krecomb1) and ion–ion (krecomb2) recom-
bination a constant rate constant of 10−19 m3 s−1 is used,
similar to the work of Qian et al [31]. The field dependent
ionization rate which corresponds to ionization due to Zener
tunneling for water has been adopted from [31] and is
expressed as:
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where, b is the fraction of ionizable species, nneut is the
number density of neutral species obtained from the density
of the fluid, d is the molecular separation distance (0.31 nm
for water), h is the Planck’s constant, me is the effective
electron mass and Δ is the ionization energy barrier for water.
An ionization energy barrier of 4 eV [32, 33] is employed.

The electric field is obtained from the Poisson’s equation
and expressed in the following form:

( ) ( )e f
e

-  = - -
e
n n n. , 16

o
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where, f is the electric potential and e is the electron charge.
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2.2. Boundary conditions

Standard no-slip and zero gradient boundary conditions were
utilized for velocity and density respectively at all the
boundaries. For energy equation, adiabatic wall boundary
condition was prescribed. The electric potential at the
grounded electrode is set to zero and a time varying potential
representative of nano-second pulse is prescribed at the
powered electrode.

Flux boundary conditions were used for species at the
electrodes. The flux of electrons and ions at the electrode
walls are given as:

( )ågG G= -n u q
1

4
17e e

i
i ith se

( )mG = +n u b nE
1

4
, 18i i i i ith,

where uth is the thermal velocity and γse is the secondary
electron emission coefficient having a value of 0.01 and q is
the sign of the ion charge. In equation (18), b=0 for the
powered electrode and b=1.0 for the grounded electrode.
All the other boundaries are treated as zero-flux boundaries
for all species.

A boundary condition is required for the electric pressure
(equation (10)). Since e is a function of liquid density only
and as already noted, r = 0 at all the boundaries, the
polarization force is zero in all the boundaries. Assuming the

electrostatic forces to be negligible at the boundaries and
ponderomotive forces being prominent, the following
boundary condition for electric pressure is obtained:

( )e
e=p a E

2
. 19E

0 2

2.3. Numerical scheme

The numerical scheme for solving the governing equations is
based on the finite volume approach. The sets of equations are
assembled and solved in the OpenFOAM framework [34].
The discretized equations are solved in a sequential manner.
The Poisson’s equation is solved with a semi-implicit solver
for the electric field which allows calculating the electric
forces and obtaining the force terms for the momentum
equations. The fluid velocity and the pressure are obtained by
solving the coupled continuity and momentum equation
together with the pressure-density state relation using Pres-
sure-Implicit with Splitting Operators algorithm [35]. The
individual species transport equation and the energy con-
servation equation is then solved. The pressure interpolation
for the collocated grid is performed following the Rhie and
Chow scheme [36]. First-order implicit Euler scheme is used
for time integration of all the partial differential equations
with a variable time stepping and the maximum time step size

Figure 1. (a) Schematic of the problem geometry, (b) computational mesh considered in the present study and (c) two different voltage profile
employed at the powered electrode.
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limited to 10−12 s. Divergence terms in momentum and spe-
cies equations were treated with the flux-limited scheme and
linear interpolation with orthogonal correction was used for
discretizing the Laplacian terms. Species source terms were
included in the species conservation equations using Open-
FOAM’s implicit/explicit source switching feature. This
feature automatically switches between an implicit and
explicit mode for source term to ensure the diagonal dom-
inance of the matrix. The discretized momentum, pressure,
energy and species equations are solved using stabilized
preconditioned conjugate gradient solver with diagonal
incomplete LU preconditioner. Poisson’s equation is solved
by Geometric-algebraic multi-grid solver. Iterations are done
until a desired residual, of 10−8 for momentum and energy
and 10−12 for pressure and electric potential is attained.

3. Problem geometry

Figure 1(a) depicts the computational domain for the liquid
phase plasma discharge simulations. The discharge is initiated

with a needle like electrode that is powered. Due to symmetry,
only half of the geometry is simulated. The line a-b is the axis of
symmetry. The boundary a-d denotes the powered electrode.
The boundary b-c is the grounded electrode. The smallest
distance between the powered and grounded electrode is 60 μm
(a-b). The length of c-d is chosen to be 180 μm along which zero
gradient boundary conditions are prescribed. A structured non-
uniform mesh of 89 000 cells was employed with denser grids
present near the powered electrode and shortest inter-electrode
separation distance (figure 1(b)). The meshing operation is
performed with the Gmsh package [37]. Two different pulse
profiles were applied to the powered electrode (figure 1(c))

—‘linear ramp’ ( )( )( ) = = ´ -V t V t, 5 10t

t nmax
9

n
and

‘rapid pulse’ ( ( ) ( )= -- tV t c V c 11 max 1

t
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t = ´ -3 101
9 and ( ) ( )( )

( ) ( )
= + -

d t
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d t- -
V t t VV V

2 max 2
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2

max 1

2

for t t t ,1 2 )( )
( )

d t t t= - = ´ -, 10 10 .c

c1 1
log 2

log 2
91

1
In the

‘linear ramp’ case, the electrode was subject to a linearly
ascending ramp and in the ‘rapid pulse’ case, the applied voltage

Figure 2. Spatio-temporal contour plots of velocity magnitude and
total pressure for the linear ramp case (Vmax=7.0 kV, b = 1.0). The
inset shows a zoomed view very close to the electrode tip.

Figure 3. Spatio-temporal contour plots of velocity magnitude and
total pressure for the pulse case (Vmax=7.0 kV, b=1.0). The inset
shows a zoomed view very close to the electrode tip.
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was increased exponentially. It should be noted that both profiles
had identical maximum voltage of 7 kV. However, unlike the
‘rapid pulse’ case where the voltage starts to decrease once the
peak voltage is attained, the maximum voltage is maintained for
the ‘linear ramp’ case.

4. Results and discussions

Simulations have been conducted for plasma initiation in
distilled water for a powered needle like electrode. The needle
electrode is either exposed to a linear ramp or a pulsed profile
as shown in figure 1(c). For the base case, the maximum
voltage for both voltage profiles is 7 kV which was chosen to
be consistent with the work of Shneider and Pekker [24].
Figures 2 and 3 show the spatial variation of the bulk fluid
velocity magnitude and total pressure (i.e. = +p p pEtotal ) in
the domain at different points of time. For both the voltage
profiles a negative pressure region near the electrode is pro-
gressively formed within 5 nanoseconds. The low-pressure

region is formed as a result of the contributions from electrical
forces. The magnitude of the negative pressure region for the
two cases are not identical despite the identical maximum
voltage value. For the pulse case the total pressure had a
lowest value of ∼−180MPa which was ∼−115MPa for the
linear ramp. Apart from the magnitude of the total pressure, a
far more distinctive characteristics related to the low-pressure
region is observed between the two cases. Under linear
ramping, the low-pressure region remains stationary adjacent
to the powered electrode. However, with a pulsed profile, a
propagating low-pressure wave followed by a high-pressure
region is seen. The time response of the hydrodynamic
pressure has an initial buildup period. If the hydrodynamic
pressure is of higher magnitude it can compensate any pos-
sible negative electric pressure contributions. For the pulse
case, as the electric field strength decreases after the peak
voltage the electric pressure starts to decrease however the
hydrodynamic pressure continues to grow resulting in a
propagating high-pressure wave. The resulting velocity
magnitude for the two different driving voltage profile

Figure 4. Center line distribution of hydrodynamic and electric pressure at different time instances for the linear ramp (a), (b) and pulsed case
(c), (d). (Vmax=7.0 kV, b=1.0.).
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indicates the formation of a high velocity region near the
powered electrode. The peak velocity magnitude is in the
range of tens of meter per second; a subsonic flow condition.
It should be noted though that the bulk fluid velocity of the
domain is dictated by the peak value of the applied voltage as
well the voltage profile. For the same peak voltage, a pulsed
profile results in a peak velocity which is a factor of two
higher than that of the linear ramp case. The resulting bulk
fluid temperature is found to increase by ∼1 K only (not
shown here).

The center line distribution of hydrodynamic and electric
pressure for the same linear ramp and pulsed case are pre-
sented in figure 4. For both the voltage profiles there is a
buildup of the hydrodynamic pressure near the electrode
surface. This high-pressure region is indicative of the bulk
fluid undergoing compression. This region extends to ∼4 μm
from the electrode surface. The hydrodynamic pressure also
undergoes a distinctive pressure reversal (i.e. formation of
negative pressure region). For the linear ramp, where the
magnitude of the negative hydrodynamic pressure is lower,
the pressure reversal has a significantly lower gradient in
comparison to the pulse case. Both these reversals occur at
∼4 μm from the electrode surface and extends up to ∼3 μm.
On the other hand, the electric pressure having predominant
contribution from the polarization and ponderomotive forces
have very large negative pressure near the electrode. The
electric pressure maintains very sharp gradients within ∼5 μm
and then asymptotically diminishes. The negative electric
pressure region extends to almost ∼20 μm when the max-
imum driving voltage is attained.

The distribution of the polarization (Fpol) and ponder-
omotive (Fpon) and electrostatic forces (Fes) along the cen-
terline is presented in figure 5. It can be seen that the Fpon

which results from the electric field gradients, has the max-
imum contribution. On the other hand, the polarization force
depends on the gradient of the dielectric permittivity which is
a function of medium density. As a result, Fpol is in effect
only after a density gradient is established by the other forces.
The strong dependence of the Fpol on the density field leads to
its slower response to voltage changes in the domain. Com-
pared to Fpon, Fpol force is effective in a smaller region range
near the powered electrode surface. For both the ramp and
pulse case, Fpon is an order of magnitude higher than that of
the Fpol. For the linear ramp case, Fpon continues to increase
while for a pulsed voltage it decreases once the driving
voltage starts to decrease. Between the two cases a noticeable
difference is seen in the Fpol profile as well. A sharp increase
in Fpol is observed only for the pulse due to the propagating
high pressure wave (figure 4(c)) and the associated increase in
density. From the distribution of the different electrical forces
it is evident that magnitude of Fes is not comparable to either
Fpol and Fpon initially. Once ionization takes place its mag-
nitude is similar to that of Fpol due to the presence of the
charged species.

Figure 6 presents the transient evolution of the centerline
profile of the fluid density and axial component of the velo-
city. The fluid density increases to its maximum in the vici-
nity of the electrode tip as a result of compressive stresses
(figures 4(a), (c)). A small region of rarefaction spanning
∼3 μm occurs due to the fluid motion and stretching under
the influence of both polarization and pondermotive forces.

Figure 5. Spatial evolution of polarization (a), (d), ponderomotive (b), (e) and electrostatic (c), (f) forces along the center line at different time
instances. Forces for the linear ramp case are presented in (a)–(c). Figures (d)–(f) represent pulsed case. (Vmax=7.0 kV, b= 1.0.).
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Figure 7. Center line distribution of total pressure at different time instances for (a) linear ramp and (b) pulse case. (Vmax=7.0 kV, b=1.0.)
The impact of polarization and ponderomotive forces on the total pressure is also shown. The dashed horizontal line represents the threshold
pressure for cavitation of water.

Figure 6. Center line distribution of fluid density and axial velocity at different time instances for the linear ramp (a), (b) and pulsed case
(c), (d). (Vmax=7.0 kV, b=1.0.).
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For both the driving voltage profiles, the fluid density
increases by ∼10%. However, the decrease in the density
hence the degree of rarefaction is distinctively different
between the two. In case of the pulsed voltage, the density
decreases by ∼2% unlike the linear ramp where it does not
even approach a percentage. In addition, a sharp gradient in
the rarefaction is not observed under linear ramp condition
rather the density decreases in a gradual fashion. The axial
velocity evolution clearly shows that electrical forces drive
the flow towards the electrodes. Under pulsed condition when
the driving voltage starts to decrease an outward flow is
established due to the formation of a high-pressure wave
(figure 4(c)). For a maximum driving voltage of 7 kV the fluid
velocity is found to remain in the subsonic regime.

To assess if the resulting pressure field is conducive of
cavitation and possible rupture of the fluid, the evolution of
the total pressure along the center line was analyzed. The

center line profiles of ptotal at different time instances are
presented in figure 7. Simulations were also conducted with
and without the inclusion of polarization forces to investigate
the relative influence of polarization and ponderomotive for-
ces. The predicted ptotal for those conditions are also sum-
marized in figure 7. The threshold pressure limit for water to
rupture and cavitate is dependent upon a number of para-
meters, including the presence of dissolved gases, the degree
of purity of the fluid, possible debris particles. Experiments
[38] have demonstrated that at nominal ambient conditions
(i.e. room temperature and atmospheric pressure) −0.15MPa
is sufficient to rupture the water under slower tension.
However, under rapid stretching the threshold pressure limit
increases significantly. The comprehensive experimental
study of Herbert et al [39] reports that the threshold pressure
limit for cavitation monotonically varies between −26 and
−17MPa for a temperature range of 0.1 °C–80 °C. Under

Figure 8. Spatio-temporal contour plots of electron number density for different values of fraction of ionizable species, b under linear ramp
condition, Vmax=7 kV.
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room temperature condition the threshold value was experi-
mentally determined to be approximately −24MPa. For our
study, following Shneider and Pekker [24] we consider the
threshold pressure limit for cavitation to be −30MPa. The
spatio-temporal evolution of ptot clearly shows that for both
voltage profiles when the maximum voltage is attained within
2.5–5 ns, conditions favorable for cavitation occur. However,
for the linear ramp case (figure 7(a)) the threshold pressure
condition is surpassed at 2.5 ns; before the maximum driving
voltage condition (i.e. 5 ns figure 1(c)). Additionally, the
negative pressure region is formed gradually and is observed
to have lower spatial gradients. In contrast, the negative
pressure region for the pulsed voltage has sharper gradients
spatially with smaller region of influence. The comparison
between the voltages suggest that the cavitation size is
strongly dictated by the driving voltage profiles and nano
voids can be formed with sharp voltage rise. The total

pressure distribution further shows that the polarization force
which has a slower response to change in electric field does
not have an effect initially but becomes important later.
Polarization force is directly dependent on the gradient of the
dielectric permittivity and fluid density. As a result, its impact
only becomes significant when a density gradient is estab-
lished. Interestingly, it can be seen that due to the absence of
polarization forces a pulsed voltage forms a stronger com-
pressive pressure wave.

The evolution of electron number density, ne for the two
different voltage profiles are summarized in figures 8 and 9.
The impact of b, fraction of ionizable species on ne dis-
tribution is also shown. The b term denotes the fraction of
neutral species that can undergo field dependent ionization i.e.
ionization through Zener tunneling process. A higher b
denotes that a higher fraction of the neutral species is avail-
able for field dependent ionization and vice versa. Since the

Figure 9. Spatio-temporal contour plots of electron number density for different values of fraction of ionizable species, b under pulsed
condition, Vmax=7 kV.
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field dependent ionization is directly related to b, an increase
in the b value results in higher electron number density. For
both the voltage profiles the ne are concentrated near the
powered electrode. The peak ne associated with b = 1.0 is
found to be 2.2×1023 m−3 and 1.5×1023 m−3 for the
pulsed and linearly ramped voltage profile respectively. The
maximum ionization degree is ∼5×10−6. The ionization is
predominantly driven by field dependent ionization. As dis-
cussed by Kolb et al [40], due to the higher density of liquid,
the scattering rates are high and mean free paths are low. As a
result, the probability of mobile charges reaching ionization
energy threshold is low unless a very high external electric
field is introduced. However, the lack of strong lattice struc-
ture in liquids, allows ionization through Zener tunneling

process possible at lower threshold values. For a peak voltage
of 7 kV the electron impact ionization is insignificant due to
low |E|/N values. The peak |E|/N (not shown here) remains
around ∼22 Td and ∼25 Td respectively for the linear ramp
and pulsed case. For the electron impact ionization channel to
be effective, |E|/N values need to exceed ∼70 Td.

Simulations were also conducted with a higher maximum
driving voltage to determine its impact on the overall char-
acteristics of the system. For these cases the Vmax was set at
15 kV with identical rise time and profiles as that of the 7 kV
cases. The spatial contours of the electron number density,
total pressure and velocity magnitude for the linear voltage
ramp is presented in figure 10. It is evident that for a higher
temporal gradient of the voltage (i.e. 3 kV ns−1) a traveling

Figure 10. Spatio-temporal contour plots of electron number density, total pressure and velocity magnitude for a linearly increasing voltage
Vmax=15 kV and b = 1.
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ionization and pressure wave is formed and the bulk fluid
velocity is increased significantly. The velocity magnitude is
observed to reach a maximum value of ∼145 m s−1 but still
maintains subsonic conditions. The fluid velocity is directed
towards the electrode till 2.50 ns after which there is a
reversal in the flow direction (figure 11(b)). Unlike the 7 kV
case where a compression in the total pressure is completely
absent, for the 15 kV linear ramp a positive ptotal is present.
The lowest ptotal is ∼−650MPa which is well below the
cavitation threshold limit and differs by a factor of ∼6 than
that of the 7 kV case. The peak ne is ∼4.0×1024 m−3 and
the electron formation route is predominantly driven by the
field dependent ionization (figure 11(d)). The field dependent
ionization overlaps with the maximum reduced electric field
location. The reduced electric field profiles suggest that under
these conditions the electron impact ionization process still
remains insignificant as the maximum |E|/N is ∼25 Td
(figure 11(c)). The variation in the center line density profiles
presented in figure 11 shows that the density undergoes
sharp variations. The compression and expansion regions are

initiated at 3.50 ns with a sub-micron low-density region
near the electrode surface followed by a high-density region.
The density increases and decreases by ∼15% and 8%
respectively. The alternating low-high density region propa-
gates further downstream at 5 ns and has a larger spatial
influence. The decrease in |E|/N overlaps with the region of
high density. Despite the formation of the low-density region
the electric field across this region is not sufficient for electron
impact ionization of water to be dominant. The ionization
at this stage is still driven by field dependent ionization
process.

The contour plots of electron number density, total
pressure and velocity magnitude for the pulsed 15 kV voltage
for identical time instances as the linear ramp is presented in
figure 12. The peak ne under pulsed condition is a factor of
∼6 higher than the linear case reaching a value of
∼2.4×1025 m−3. As the voltage rise time is further reduced
in the exponential growth, the peak electron number density
increases compared to the linear ramp and at the same time
they are advected further downstream from the powered

Figure 11. Temporal evolution of the center line (a) density, (b) axial velocity, (c) reduced electric field and (d) field dependent ionization for
a linearly increasing voltage Vmax=15 kV and b = 1.
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electrode. The downstream advection however takes place
during the voltage relaxation (i.e. the linear decay in
figure 1(c)). The bulk fluid velocity magnitude also reaches its
peak value after the driving voltage starts to decrease due to
the slower response of the liquid medium to electrical forces
and the pressure variations. The predicted peak fluid velocity
of ∼200 m s−1 is 12% of the peak electron drift velocity (e.g.
vd ∼1550 m s−1 for 30 Td) and is comparable to the negative
and positive ion drift velocities. In comparison to the linear
ramp of 15 kV, the exponential rise generates a stronger
compressive wave in the total pressure distribution but at the
same time forms a negative pressure that is well below the
threshold cavitation pressure limit.

Figure 13 presents the center line distribution of density,
axial velocity, reduced electric field and the field dependent
ionization rate at different time instances for the pulsed
voltage profile. The time instances are so chosen to show the
temporal evolution right before the peak voltage, during the
peak voltage and as the voltage starts decreasing. We can see
that the decrease in the density happens before the peak
voltage but is confined to a very small region near the elec-
trode surface. The density variation propagates with the var-
iation in the voltage and extends to ∼15 μm region along the
centerline at 5 ns. In comparison to the linear ramp case, the
density perturbation is lower. The bulk fluid velocity in
general is found to travel away from the electrode in the low-

Figure 12. Spatio-temporal contour plots of electron number density, total pressure and velocity magnitude for a pulsed voltage
Vmax=15 kV and b = 1.
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density region and is directed towards the powered electrode
when the density increases (figure 13(b)). The maximum
reduced electric field |E|/N under a pulsed voltage is slightly
higher (i.e. ∼30 Td) but still not sufficient to allow significant
electron impact ionization to occur. The ionization is dictated
by the field dependent Zener tunneling and is an order of
magnitude higher than the linear ramp case (figure 13(d)).

5. Conclusions

A multi-dimensional multi-physics model considering liquid
phase compressibility has been developed to simulate the
early stage of plasma initiation in a liquid medium and obtain
insight on the coupled physicochemical process occurring
during these extremely short time durations. The simulations
were conducted for a powered needle-like electrode where the
peak voltage and driving voltage profile was varied to assess
its impact on the plasma initiation characteristics. The results
show that the electrical body forces—electrostatic, polariza-
tion and electrostrictive ponderomotive, play a key role in
generating strong density variation during the initial stage.
Among the three electrical forces, electrostrictive ponder-
omotive force which is directly dependent on the gradient of

the electric field has the strongest contribution. The polar-
ization force only becomes effective when a density variation
is established and in general has a slower response time.
However, for a pulsed profile an earlier onset of strong
polarization forces is observed resulting from fast and sharper
variation in the fluid density. The model further shows that
the fluid medium exposed to these electrical forces can easily
reach cavitation threshold condition and forms a lower den-
sity region near the vicinity of the powered electrode. These
low- density regions initiate on a sub-micron scale and then
extends to a few microns during the course of complete
voltage rise time.

Parametric study on the driving voltage profiles show
that for an exponential voltage rise, the slow response of the
fluid results in continuing variation in the fluid phase density
and pressure during the voltage decay time. For a linear
voltage rise (i.e. slower voltage rise), the resulting fluid
velocity is directed towards the powered electrode which
undergoes a reversal in direction as the voltage rise time is
shortened via an exponential profile. The predicted peak
electron number density ranges between ∼1023 and 1025 m−3

for the peak voltage values and profiles considered. The major
electron formation route was found to be field dependent—
Zener tunneling based ionization process even though

Figure 13. Temporal evolution of the center line (a) density, (b) axial velocity, (c) reduced electric field and (d) field dependent ionization for
a pulsed voltage Vmax=15 kV and b = 1.
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possible low-density fluid region is formed due to cavitation
like conditions. The electric field across the low-density
region, due to the small spatial and temporal scales, do not
reach conditions that allow electron impact ionizations to be
significant and prominent. For higher values of peak driving
voltages for both linear and exponential profiles the initial
dynamics changes significantly. The fluid undergoes larger
variation in density and the formation of stronger compres-
sion pressure waves are prevalent. The peak fluid velocity
increases to hundreds of meters per second but still maintains
subsonic conditions.
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