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Abstract

In this paper, we propose a framework of Inexact Proximal Stochastic Second-order (IPSS)
methods for solving nonconvex optimization problems, whose objective function consists of an
average of finitely many, possibly weakly, smooth functions and a convex but possibly nonsmooth
function. At each iteration, IPSS inexactly solves a proximal subproblem constructed by us-
ing some positive definite matrix which could capture the second-order information of original
problem. Proper tolerances are given for the subproblem solution in order to maintain global
convergence and the desired overall complexity of the algorithm. Under mild conditions, we
analyze the computational complexity related to the evaluations on the component gradient of
the smooth function. We also investigate the number of evaluations of subgradient when using
an iterative subgradient method to solve the subproblem. In addition, based on IPSS, we pro-
pose a linearly convergent algorithm under the proximal Polyak-Lojasiewicz condition. Finally,
we extend the analysis to problems with weakly smooth function and obtain the computational
complexity accordingly.
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1 Introduction

In this paper, we consider the following nonconvex optimization problem:

i’Ielerb F(z) = f(z) + h(z). (1.1)

Here, h : R* — R is a proper, convex function but possibly nonsmooth, function and f is an average
of many, but a finite number of, smooth component functions, i.e.,

f@) = > filo) (12

where f; : R - R, i =1,...,n, is first-order continuously differentiable, but possibly nonconvex. We
will also consider the case that the component functions are only weakly smooth. We assume that
the optimal objective function value F** of (1.1) is finite and the number n of component functions is
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very large or even huge such that it is very expensive or even impossible to evaluate the gradient of
f at each iteration. To deal with this challenge, stochastic methods, utilizing stochastic gradient to
approximate the exact gradient of f, have attracted more and more attention. There are mainly two
type of stochastic methods for solving (1.1): proximal stochastic first-order methods and proximal
stochastic second-order methods.

Proximal stochastic first-order methods, also known as proximal stochastic gradient methods,
normally solve the following type of subproblem based on stochastic gradient of f at each iteration:

. 1
min (g, x — ) + 5 [lz — 23 + h(z)
R4 2

where gr € R? is a stochastic gradient of f at x. Xiao and Zhang [29] proposed a proximal SVRG
(Prox-SVRG) method for solving (1.1)-(1.2). Their method has O(nlog(1/€)) component gradient
complexity when f is strongly convex and (n 4+ 1/)O(log(1/€)) complexity when f is only convex.
Prox-SVRG extends the original SVRG method proposed for solving smooth problem by Johnson
and Zhang [11], where an unbiased stochastic gradient is constructed by combining the the exact
gradient of f at certain particularly chosen points. Later, [23] extends proximal SVRG method
to solve nonconvex problems, with complexity O(n + n?/3 /€). Other related works include Prox-
SAGA [23] and prox-SARAH [21], RSPG [25]. However, all the above algorithms need solving the
subproblems exactly at each iteration. Wang et al. [27] proposed an inexact proximal stochastic
gradient (IPSG) method for convex composite optimization. At each iteration, the subproblem is
solved up to some pre-given tolerance. Although the subproblems are solved inexactly, IPSG can still
keep global convergence with desirable computational complexity. Inspired by this work, in this paper
we propose an algorithm, which not only allows to solve the proximal subproblem inexactly but also
has the ability to explore the second-order information of the objective function of (1.1). Due to the
difference of proximal subproblems, we will generalize the original definition of inexact subproblem
solutions proposed in [27]. And more importantly, our method proposed in this paper is designed for
nonconvex composite optimization.

Proximal Second-order Method (PSM) is another type of popular methods for solving (1.1). At
each iteration of PSM, the following type of subproblem is solved to update its iterates:

. 1
min  gg(z) := (gk,x—xw—}—f”z—xkﬂék + h(x), (1.3)
rcRd 2

where By, € R%*? is a positive definite matrix often carrying some second-order information of f
at x, and gp € R? is still a stochastic gradient of f at xj. Literatures on deterministic proximal
second-order methods for solving (1.1) include [2,8,17,18]. For particular h with simple structure, e.g.
h(z) = A||z||1, several proximal second-order methods were proposed to explore the problem structure,
such as [4,5,7,9,12]. However, all these previous work focuses on (1.1) when its objective is convex or
strongly convex. Recently, exploring the summation structure of f as (1.2), Wang et al. [28] proposed
a proximal stochastic quasi-Newton method for (1.1)-(1.2), where the subproblem (1.3) was solved
using By = (1/m)B, but with a fixed B, at each iteration. With proper choice of stepsize parameter
Nk, Wang et al. [28] proved the theoretical convergence as well as the computational complexity of
their proposed algorithm. However, each subproblem in [28] is also required be solved exactly, which
in many scenarios will be very time consuming or even theoretically impossible, for example, when A
is a general nonsmooth function and/or B is a complicated matrix such that there is no closed-form
subproblem solution. In this paper, we will extend this algorithm to an inexact proximal stochastic
second-order algorithm which allows to solve the subproblems inexactly and has more flexibilities for
choosing the matrix By.

In the literature, deterministic algorithms have been also proposed to solve problem (1.1) under
the assumption that Vf : R — R? is Holder continuous, i.e. there exist v > 0 and v € (0,1]
such that |V f(z) — Vf(y)| < %Hx — y||¥ for any x,y, where || - ||« is the dual norm of || - ||, such
as [1,6,10,11,16,19,20,26]. When v < 1, f is usually called weakly smooth. Recently, Ghadimi
[24] proposes a conditional gradient method for solving (1.1) under stochastic setting, where the
information of f is obtained through a stochastic oracle. However, the summation structure of f



as (1.2) is not explored in [24]. Our IPSS algorithm proposed in this paper is based on stochastic
variance reduced gradient (SVRG) [11] by taking advantage of the summation structure of f. We will
also study the theoretical properties of IPSS for solving (1.1)-(1.2) when f is only weakly smooth.

Contributions

This paper proposes a framework of inexact proximal stochastic second-order (IPSS) algorithm for
solving general nonconvex composite optimization problems. Moreover, IPSS allows inexact solution
for each proximal subproblem and also allows to explore the second-order information of the objective
function. Wang et al. [27] first studied inexact proximal stochastic gradient method for solving convex
and strongly convex composite optimization by inexactly solving subproblems. But the algorithm pro-
posed in this paper differs from [27] in generalizing the definition of inexact subproblem solution, since
the subproblem of IPSS is in a more general setting for possibly using the second-order information.
More importantly, the new algorithm IPSS is designed for solving nonconvex composite optimization
(1.1) with function f being smooth or weakly smooth settings, while the algorithm in [27] can only
be applied for solving convex composite optimization.

We explore the theoretical properties of IPSS for solving (1.1) under different smooth assumptions
of the objective function. Although Wang et al. [28] studied proximal stochastic quasi-Newton methods
for nonconvex composite optimization, this paper differs and generalizes the analysis in [28] in the
following aspects. Firstly, IPSS allows to solve the subproblems inexactly which is often critical when
the subproblem becomes more difficult in the second-order methods. Secondly, the smoothness of
function f is more generally defined with respect to a symmetric positive definite matrix M (See
assumptions Al and A3) and more general theoretical requirements on second-order approximation
matrix B are derived connected with this matrix M. Thirdly, for analyzing IPSS in this paper, we
propose a new operator G (defined in (2.11)) to measure the first-order optimality of the optimization
problem. This operator G also relies on the matrix M, which inherits the smooth information of
f. In addition, an iterative subgradient method is proposed to solve subproblems to the required
accuracy at each iteration and the complexity with respect to evaluations of subgradients of function
h is analyzed. Furthermore, based on IPSS, we propose a linearly convergent algorithm when the
objective function satisfies the so-called proximal Polyak-Lojasiewicz (PPL) inequality. Finally, we
explore theoretical properties of IPSS for solving optimization problems (1.1) when f is only weakly
smooth. Our analysis shows that under mild conditions the theoretical properties of IPSS for (1.1)
with smooth f can be properly extended to the case when f is weakly smooth.

Notations and Organizations

The gradient of f at a point x is denoted by V f(z) and df(x) represents the subdifferential of f at
x when f is a proper convex function. Given z,y € R%, (x,y) = 27y is the standard Euclidean inner
product in R™. Sf‘ﬁ . denotes the set of all d x d symmetric positive definite matrices. For two matrices
A, B € R4 A = B means A — B is positive semidefinite. Given B € S¢, and z € R, ||z|% is
defined to be T Bz. Given a real number a, |a| means the largest integer less than or equal to a. For
a random variable or vector X, its expectation is denoted as E[X], while its expectation conditioned
on another random variable or vector Y is denoted as E[X|Y].

The remainder of this paper is organized as follows. In Section 2, we propose the framework
of an inexact proximal stochastic second-order (IPSS) algorithm and give some preliminary results
and backgrounds. The Section 3 is divided to three subsections. In Subsection 3.1, we discuss the
convergence properties of IPSS in details for solving (1.1) with smooth f. In Subsection 3.2, we propose
a particular subgradient method to solve the subproblems of IPSS inexactly and discuss the overall
algorithm complexity. A linearly convergent algorithm, called PPL-IPSS, is proposed in Subsection 3.3
to solve (1.1) under the proximal PL-inequality. In Section 4, we analyze the convergence properties of
IPSS for solving (1.1) when f in the objective function is only weakly smooth. We finally summarizes
the paper in the last Section 5.



2 Framework of IPSS algorithm

In this section, we propose a framework of inexact proximal stochastic second-order (IPSS) algorithm
to solve (1.1)-(1.2). The key subproblem to solve in each iteration is the following type of proximal
subproblem

. 1 2
min g(z) := h(z) + 5 |& — wll5. (2.1)

Here, B € Sjir 4 could be used to capture certain second-order curvature information of f. Due to
the introduction of B matrix and the existence of possibly nonsmooth function A, it might be too
expensive or impossible to find the exact solution of (2.1). Under this circumstance, inexact solutions
of (2.1) will be necessary in practice to solve the problem (1.1)-(1.2). In this paper, we will propose
proper criteria for inexact solutions of subproblem (2.1) while still maintain global convergence of the
algorithm with the desired computational complexity.

Before defining the inexact solution of (2.1), we first recall the concept of the e-subdifferential of
a convex function [3].

DEFINITION 2.1. Given a convex function ¢ : RY — R, its e-subdifferential at x, denoted as O.¢(x),
is defined as

0-p(x) = {2 : d(y) — d(2) = (z,y —x) —¢ for ally € R},

We now give our definition of inexact solution of (2.1). Notice that this definition is a generalization
of that in [27], since the definition of inexact solution in [27] simply corresponds to the case that B is
an identify matrix.

DEFINITION 2.2. Given & > 0 and £ > 0, we call z to be an (&,€)-solution of the problem (2.1), if
there exists u € R? such that

lullz < V2& and B(w—z—u) € d:h(z).
According to Definition 2.1, we can have the following lemma.

LEMMA 2.1. Let [(z) == i||z — w||% where B € S¢,. Given e > 0,

Ol(x) ={z:2 =Bz —w+u) with 3|ull} <e}.
Proof. Following from Definition 2.1, we have that z € d.l(z) if and only if
1 > 1 2 d
e> e —wl} — Slw -y} +(zy—2), VR’ (22)
Notice that
1 2 Lo 1 2
Sl = yl% — (zy —2) = 2 Iollh — (0 Bu+2) + S lllh + (z.2)
1 _ 1 _ 1
= lly — (w4 B2} — sl + B + 2 lly + (2,2
Then, (2.2) is equivalent to
1 _ 1 _
e> o~ (0t B2)E— gly— (w+ B, vy e R

Hence, we obtain

Ol(z) = {z : %Hx —(w+ B 12)|% < 5} = {z iz = B(x — w + u) with %||u||23 < 5}.



Algorithm 2.1  IPSS(Zo, B}, &,¢,S,m)

Input: Maximum outer iteration number S and inner iteration number m, batch sizes {by}, inexact-
ness tolerances & = {&F}, é = {¢F}, initial iterate 7o € R? and B} € Sﬁlr+; Randomly generate a
vector R = (Ry, R;) according to certain probabilistic distribution P.

1: fork=1,...,5do
2 Set :E’(‘j = Tp_1.
3:  Calculate 0 = V f(Tx_1).
4: fort=1,2,...,mdo
5: If (k,t) = (Rg, Ry), stop the algorithm and return xg = =¥ .
6 Randomly choose a sample set K C [1,2,...,n] with size by, such that the probability of each
index being picked is by /n.
7: Calculate
vy = Vik(@ty) = V(@) + 0

with V fie (1) = é iek V().
=k 2

8: Compute (&7, éF)-solution z¥ of subproblem
. 1
min g} (z) = {uf1,2) + 3l — oy [ + h() (2.3

9: Generate B, € ST .
10:  end for
11:  Set ), = ak.
12: end for
Output: Return zg.

By Definition 2.2, given € > 0 and € > 0, if z is an (&, €)-solution of (2.1), it follows from Lemma
2.1 that
0e 8€—l(z) + aéh(Z) - 3€—+5~q(z)

which implies that for any = € R? we have
q(z) —q(2) 2 (0,2 —2) = (€ +€),

or equivalently, for any z € R?
q(z) <q(x) + (E+€). (2.4)
Now, supposing R = (R, R;) is a random vector supported on {(k,t) : k = 1,...,5 and t =
1,...,m}, our IPSS algorithm is presented in Algorithm IPSS. One difference of IPSS from the
algorithm proposed by Wang et al. [28] is that the subproblem (2.3) is designed without introducing
another stepsize parameter 7. The second difference is that the subproblem (2.3) is allowed to be
solved inexactly, which not only saves the computation for finding subproblem solution but also gives
more flexibility of choosing the matrix BF. To ensure global convergence, we only require BF satisfies
certain upper and lower bounds (See Assumptions A2 and A4). By specifying proper probabilistic
distribution P for returning the output iterate, we also analyze the theoretical performance of IPSS
when the objective function is only weakly smooth. The detailed analysis is given in Section 4.
We want to mention that similar sampling strategy for choosing sample sets K in Step 5 has been
also considered in the literature, such as Wang et al. [27] and Zhang et al. [31]. According to the
computation of the stochastic gradient vf_; in Step 6, one can obtain that

Elvy_yley_y] = Vf@t),  Elllviiy = V(i) Plei] < iE[llvfi(wfq) = Vfil@r—1)|zs 4 |°)-

(Interested readers are referred to Lemma 2.1 in [27] for more details.) Moreover, since z¥ is an

(g%, k)-solution of subproblem (2.3), by Definition 2.2 there exists an u¥ such that

||Uf||Bf <y/2eF and Bf(ef, —af —uf) —vf € aéfh@?f)-



Let
eb =gk 1 ek, (2.5)
Then, (2.4) indicates
g7 () < ming; (v) + &7 (2:6)

For the following analysis, let us define ZF be the exact solution of proximal full gradient step, namely,
_ . 1
zy = arg min (Vf(2i_1),) + Sl — 2t + h(w). (2.7)

Then, the following lemma shows the relationship between xF and ZF. The proof is a generalization
of that for Lemma 2.2 in [27].

LEMMA 2.2. Let ¥ be the exact solution of (2.7), i.e., the evact solution of (2.3) with v | replaced
by Vf(zk_|). Then

ot — 2Fl|pr < \/2eF + lloi_y = VF(@_1) | (5r)-1- (2.8)

Proof. Let ¥ be the exact solution of (2.3). Then due to the strong convexity of ¢F, we have
b (ab) — ab @) > Lk — a3,
which together with (2.6) yields that
ot — ¢l gy < y/ 26 (2.9)
Note that Zf and &F satisfy
B (a4 — @y) = Vf(zy_y) € Oh(zf) and  Bf(xy_y — &) — vy € Oh(dp),
which imply
h(@f) — (@) > (B (xf_y — 7f) — Vf(afy), & — 7F)

and

h(@t) = h(i) > (Bf (wi_y = #7) = vi_y, T} — &f).
Summing up the above two inequalities yields

0> (Vf(2y_y) = viiy, @ — &) + (B (@} — &7), 7f — 7).
Then if follows that
128 — ¢ B < iy — VF(ei_y), 28 — 2F) < &7 — &l prlloiy — V(@) | sr) -1

which indicates
128 = 2¢ I gx < ooy = VF(@t1)ll sy (2.10)
Therefore, we obtain (2.8) by adding (2.9) and (2.10). O
To characterize the computational complexity of IPSS in later analysis, we define the operator

gh('7g’B) by
Gn(z,g9,B) = B(x — T), (2.11)

where

_ . 1
Z =argmin (g,y — x) + =|ly — =% + h(y).
y€ERd 2

For the operator Gy, we first give an important lemma.



LEMMA 2.3. For any given B € SiJr, x* is a stationary point of f + h if and only if
Gr(z*,Vf(z*),B) =0.

Moreover, when h vanishes,
gO(xagaB):gv VgERd.

Proof. On the one hand, if z* is a stationary point of f + h, there exists p* € dh(z*) such that
Vf(x*) 4+ p* = 0. Define Z* by

_x . * * 1 *
z* :=arg min (Vf(z*),y — 2*) + = |ly — 2*(|5 + h(y). (2.12)
y€eRd 2

Then, we have
h(z*) > (Vf(z¥),z" — ™) + %HE* — 2% + h(z).
By the convexity of h, we have
hZ*) > h(z*) + (p*, " — x™).

Summing up above two inequalities yields ||Z* — *||p = 0, which by the positive definiteness of B
implies * = z*. Hence, G (z*,Vf(2*), B) = B(z* — z*) = 0.

On the other hand, if Gy (z*, Vf(2*), B) = B(z* — z*) = 0, we have z* = Z*, where z* is defined
by (2.12). Then, we have from the first-order optimality condition that

0€ Vf(z*) + B(x* — 2*) + 0h(z*) = Vf(z*) + Oh(z"),

which indicates that x* is a stationary point of f + h.
Moreover, it is straightforward to verify that when h vanishes Go(x, g, B) = g for any g € R%. [

For notation simplicity, in the following we simply use G(z¥_,) to denote Gy, (zF_1, Vf(zF_,), BF).
By Lemma 2.3 and the Lipschitz continuity assumption of Vf, it is appropriate to use [|G(-)||3,-:
as an operator to measure the first-order optimality condition at the iterate, where M € Sj_ | is the
matrix associated with the smoothness assumption of f (see assumptions A1l and A3.) Given € > 0
and z g returned through a random process, we call x an e-solution of (1.1)-(1.2), if

E(IG(@r)l3-] <,

where the expectation is taken with respect to all the random variables generated in this random
process. To discuss the computational complexity, we use SFO and PO complexity to mean the
maximum number of component gradients of f and proximal subproblem solutions need to be com-
puted by the algorithm, respectively, to obtain an e-solution.

In the following two sections, we will analyze theoretical properties of IPSS in two cases separately.
In the first case we consider (1.1)-(1.2) when each f; is smooth, while in the second case we consider
the case that f; is only weakly smooth.

3 IPSS for solving (1.1)-(1.2) with smooth f

In this section, we investigate the convergence properties of IPSS under the assumption that that f;,
i=1,...,n, is smooth. To continue, we first give two assumptions that will be used throughout this
section.

A1l The function f;, ¢ = 1,...,n, is 1/y-smooth with respect to a matrix M € Sf‘f_+, that is,
fi € CYRH! and Vf; satisfies

1
IVFi@) = VWl < Zlle =yl Vg € R,

Lf € C1(R?) means that f: R — R is continuously differentiable.




A2 There exist two positive constants £ and & such that
RI = M~ 2BFM~7 = kI
forall k=1,...,Sand t =1,...,m, where M is the matrix in A1l.

Notice that under the assumption A1, we have
1
@) < fly) + (V). z—y) + lex —yllis Vo,yeR™ (3.1)

Under assumption A2, it is easy to obtain that
kU= M3(BF)'M? = 5T and &' = (B 2M(BF)": = R
Furthermore, it implies that for any z € R?, we have

el < m el and fl2lPp0 < 5 el

3.1 Theoretical properties

In this subsection, we discuss the convergence properties of IPSS. We denote in the following analysis
that
RY = E[F(xy) + cf |y — Zr-134]

for k =1,...,5 and t = 1,...,m, where the expectation is taken with respect to all the random
variables generated by IPSS. The following Lemma 3.2 provides recursive relationship between RF
and RF |, which plays a key role in our convergence analysis. To prepare it, we first introduce the
following operator:

. (0%
Dn(@,9,B,a) = —2a min {(g,y =)+ 5lly =2l + hly) - h(fﬂ)} , Va>0. (3.2)

ye
This operator was first given in [13,14]. The lemma below shows its two important properties [28].
LEMMA 3.1. (Lemma 3 in [28]) The following properties hold.
(a) For any fized B € S¢. , we have
Di(x,9,B,0a) > o®|z — ||}, Vo eRY a >0,
where T = argmin, (g,y — =) + §ly — z||% + h(y).
(b) For any fized x,g and B € Sjir+, Di (-, @) is non-decreasing with respect to o > 0, i.e.,

Dh(m7g7B7a2) ZDh(xmng?al)a anZal > 0.

LEMMA 3.2. Suppose that assumptions A1 and A2 hold. By setting ck, =0, we have

1 1 1
RE<RE (o +ob (14 5) ) Bllot - o IR - 3Ellet - o112
Y B ‘
1

(3.3)
1
~ (5 2 ) Palaba, VA BE 1) 4 of 2otk

2

foranyk=1,....S andt=1,...,m, where cf_; = ’VY%bk +c¥(14 B) and B > 0 is any constant.



Proof. By Definition 2.2, we have that for any z € R?,

1
h(z) + §||Z - %"f—1||235

2h(xf)—|—<Bf(xf_1—xf—uf) ”t 15% > 5 Jif_l“%f
=h(xy) — (Bfuf,z —a;) — (vf_1, 2 —af) — éF + *IIZ*Z}IIBk+*||If*xf_1ll235,

which implies that
h(eb) < h(z) + {Blub 2 — o) + (ofy, 2 — o)+ glle — ol
1 1 (3.4)
—5llz - AP §||$f — |5 +EF
By (3.1), we have
F@) < flab )+ (VS )t = ok ) + ollf - ab s
and for any z € RY,
F@E) < £G)+ (Vb )k =)+ 5k = s
Summing up above two inequalities yields that
F@) < 1)+ (VG )t = 2) & oollof — s+ ooleb —elh @)
Summing up (3.4) and (3.5) gives
F(@k) < F() + (af = 2 9 fab 1) = vb0) + 5 llof = bl — ok =l
o llzby = 2l + Gz — 2l — 5llz = 2l + (Bhul, 2 — k) + b
Setting 2z = ZF with zF being defined in (2.7), we have

_ 1 1
F(z) < F(xp) + (2 — 2, Vf(2_y) —viy) + gﬂxf —af 3 - §||fvf — a5
(3.6)
1 1 1 N
+ Q*Hfffq — &[5+ §||;vf,1 -z |15 - 5” - X ||2Bk + (Bfuf, zf — af) + ;.
f}/ t
Now, according to the definition of Z§ and smooth property (3.1), we have
F(zf) = f(£) + h(zf)
_ 1, _
< F(op_y) +(Vf(at1),2f —afy) + glle — a3 + (@) — h(at_y)
1, _ _
< F(aop_y) +(Vf(at1),2f —ofy) + §||£vf — @ty + (@) — h(zry)
+ %Hf,’f —at |3 - §||fic — ot

1 1, 1,
= Flaf1) = 5Paleby, VA1), B 1) + ool — ol — et — iy,



which together with (3.6) gives that
1 1 1
F(af) < Flap )+ Ti+To + gﬂxf —aiolli = gllet = 2i 5 + ;Hl“fq

1 1, R
- §’Dh($f,1,Vf($itl),Bf, 1) - 5”‘%? - xf”?gf + 5?7
where
Ty = (xf — &, Vf(x;_) —viy) and Tp = (Bfuf,zf — ).
Notice that
Ty = (xf — 27, Vf(xf_q) —vi_q)

o = 281 e IV F (1) = viall sy
1 _
§||$f - l’f”gf + §||Vf(xf—1) - Uf-l”?gf)—v

IN

IN

And by Lemma 2.2 and ||u1’f||Bk < \/2&F, we have
= (Bfuf, 7y — zy)
<y ”Bk |2¢ — ||B’c

< gl g oy = V@t )l g1 + 3/ 2eF [0 || s

ez 11
<
-2

1 _ _
5““571 - Vf@fﬂ)”?gf)—l +&p +24/efef.

1
ol = VG By + 26 ek o

IA

Then, we can derive
1 _ . _
T+ T < Sllag = 2l + IV F@io0) = v fpe - + & +2y/eler

In addition, it follows from A1l and Lemma 3.1 that
1 1

1
k —k |2 k —k|2 k k k
;”xt—l — Iy 3 < %”‘rt—l — Iy HBf < %Dh(ﬁt—u Vf(xt—l)a By, 1).

It thus follows from (3.7) that

- 7|l

1 1
F(zy) < F(zy_y) + |V f(2_1) = vfqllEpey - + ﬂlle — |3~ ille =iy |5y

1 _ 1
+ ;fo—l - xf”?w - §Dh(xf—1,vf(fcf—1),Bfa 1)+ 5t +2 5t 5t

1 1
k k_ k
< Flafy) + IVF(@iy) = viallfpry -+ + ﬂlle —atalis = S llad = 2l

1 1
- (2 - W) Dy(af_y, Vf(xi_y), BF, 1) +ef + 24/eket,

where the second inequality is due to (3.8). Consequently, it follows from

- 1
ot = 31l < (1 Bk s = ucalB+ (145 ) lok = ol
where 8 > 0 is any constant, and

1 -
E[llvg_1 — Vf($f—1)||?Bf)*1} = QE[HVJQ(@”:]&C—D - Vfi(xk—l)H(?B;c)fl]

LRV fi () — ViEr) ]3]

IA

IN

Eflaf s = Zr-1ll3]

Ky2bg,

10

(3.8)



that
Ry = E[F(zf) + ¢ |=f — &1l

<E[F(} )] + (jbk L +/a>> Elllet , — &1 [%]

1 1 1
b (o + ek (1 5) ) Ellok = at a8 - GEllet - ot I

1 1

~ (5 ox ) Eaeh 1, Ve ). BE D] 4 42

which completes the proof by the definition of RF and the relation of cf_; with cF.

We are now ready to state the main theorem of this subsection as follows.

THEOREM 3.1. Under the conditions in Lemma 3.2, if P has a uniform distribution, that is

1
T7
where T =mS, by, = b for any k, and v& > max{4,1 + 2m/v/b}, then

* S,m —
4g2 F(T0) — F* + X500, (eh +2¢/ef)
EG(wr) 3] < — - .

Proof. Recall that cf | = ﬁ +cf(1+ B) and ¢k, = 0. Then it is easy to obtain

o 1 (1+p)mt-1 < m(e—1)
t k2D B kY2

with 8 = % Then, by v > 4 and

1 1 1
(35 +<t (1+5) ) Bllet - ot 113 - FEllok —at 4] <0,

we have from (3.3) that

Prob(Ry =k and Ry =t) =

1
ZE[Dh(arf,l,Vf(xf,l)7Bf, D] < Ry — Ry +ef +2y/efer.

By Lemma 3.1, we have
IGn (271, V f(at 1), BY)3g— = (af -y — 27)T By M~ By (a4 — 77)
1M=2 BM 72 | ||of_, — 2|13,

IN

IN

KWk k2
|zt — af]

=2
K
—Dy(af-y, VF(i), BY, D).
Hence, we have from (3.10) that
I:CQ
BlIGn (ot 1, V(e 1), BB ] < 0 (R — B+ of 2otk )

So, by summation of the above inequality for k=1,...,S and t =1,...,m, we have

11

(3.10)

(3.11)

Zm _ 4R 472 F(30) — F* + 2 (hz 1t B (f +2\/5t5t

E[|Gn(xf_1. V f(2(_1), By )l[3-1] < . T

Then, (3.9) follows from the uniform distribution of P.
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The corollary bellow shows the complexity property of IPSS to achieve an e-solution zpg, i.e.
E[|G(zr)l3-1] <e.

Corollary 3.2. Under the conditions of Theorem 3.1, if we choose b = |[n%|, m = |[n%| and
ng "{)t 1 el < +oo, then to achieve an e-solution, the SFO and PO complexity of IPSS is of

order 273 72
o (n L . ) and O (K) , (3.12)
€

RE

respectively.

Proof. Since k > 4/7, by Theorem 3.1 and £ being summable, we have

E(IG(@r)l3-] <

4R F(&) — F* +37 (313)
- .

T )
where 7 = ng nz)t 1) el < +00. Hence, to achieve an e-solution, we need 7' to be large enough such
that

4R2F(§70)—F*+3T
K € '

T>

Thus the total maximum number of component gradients and proximal subproblem solutions com-
puted, i.e., the SFO and PO complexity, are n+ (b+n/m)T and T, respectively, which are of order
(3.12). O

Remark 3.1. Besides summable tolerances €¥, we could also obtain the complexity property related

with some nonsummable €¥. For example, it follows from Theorem 3.1 that

2 %)7 if5f:m’with0<5<l,
B3] = Sl
o ?T) ) ifef = e—Dym+i*

Then, similar to the analysis in Corollary 3.2, to achieve e-solution, we have that the SFO complexity
is of order

O(nJr%n%/e%), ifs,’f:mwith0<5<l,
@) (n+ ’_‘1’2% log(l/e)) , if ef = m;
and the PO complexity is of order
10 ij/e%), if e = i with 0 <8 <1,
@ E—ilog(l/e)) , if eff = m

3.2 Subgradient method for solving subproblem (2.3)

There is often a tradeoff between using the matrix B and the difficulty of solving subproblem (2.3).
We expect the matrix B to capture some second-order curvature information of function f. But,
introduction of a complicated matrix B other than using an identity matrix in (2.3) may increase the
difficulty of solving subproblem (2.3). Depending on the specific structures of matrix B and function
h, there may exist highly efficient algorithms to solve the subproblem (2.3) to the required accuracy.
One practical example on the CUR-like factorization optimization can be found in [27], where the
function h is complicated so that subproblem (2.3) does not have a closed form solution. In this
subsection, we would like to introduce an iterative subgradient method for solving the subproblem
(2.3) in its general form ignoring the problem structures.
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From (3.9) we can see that the computational complexity of Algorithm 2.1 depends very much on

the subproblem tolerance eF. As a matter of fact, for ¢ defined in (2.1) and € > 0, following from

Theorem 2.8.7 in [30], we have

0.t = U{o: {31 - i}

Therefore, in particular if 0 € d-¢q(z), there exist &, > 0 such that € = £ + € and

1
oeo. {5l - ul ]

So, we do not specify the choice of £f and &F. Tt suffices to obtain an inexact solution zf of (2.3)
satisfying

—+&h@):aé20,5+é:€}.

=

+ 0:h(2).

r=z

gf (xf) < mingf (x) + e, (3.14)

where eF is given in (2.5). We now state a subgradient method as follows to solve (2.3).

Algorithm 3.1 Subgradient method for solving (2.3)

Input: TF, yo, o
1: fori=1,...,TF do
2y =yio1 4+ a;(vfy + BF(yio1 — xf_1) + pi—1), where p;_1 € Oh(y;—1),
3: end for rh_y
. 2 -

Notice that under assumption A2, it is easy to obtain that || BF|l2 > &/|[M ~{]2. So, ¢ is strongly
convex with modulus no smaller than x/||M ~!||o. Hence, we can have the following theorem, from
which an explicit bound on the number of iterations by Algorithm 3.1 to achieve (3.14) can be derived.
For detailed proof of this algorithm, one may refer to Section 3.2 in [15].

THEOREM 3.3. Suppose that assumption A2 holds and Algorithm 3.1 is applied to solve subproblem
2[|[M 12

2.3). If there exists a x > 0 such that ||pi_1|| < x for any i =1,...,TF, by choosing o;; = , s
t r(i+1)

we have i
TF—1
2 < . 23| M|z
k k

—_— i | —ming(z) < ———7—=.
A\ TR ) ; Y ing (v) < = R )

Hence, to achieve (3.14), by Theorem 3.3 we can set x¥ as
TF-1
‘ ﬂk(Ttk + 1) i=0 b

and choose T} large enough such that

23| Mt
X ||k ||2 §€f>
w(TF +1)

which equivalently requires
L 23M

- k

k
T;
KEy
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Therefore, under same conditions as Theorem 3.1, with particular settings of Ef, the total number of

subgradient evaluations of h, that is Zgﬁ)t:n Tk, is of order

9 1446 I L .
o (%/6> )7 lfft menh5>l7

146 1 146 . k 1 .
O(T ): O (%/63) s 1f€t:mwmh0<5<l,

_ 146
o((2ws/0) ™). ifel = b

3.3 Complexity under PPL inequality

In this subsection, we propose a globally linearly convergent algorithm to solve a class of noncon-
vex composite optimization problems satisfying the proximal Polyak-Lojasiewicz inequality. Polyak-
Lojasiewicz inequality was first proposed by Polyak [22] to show the linear convergence rate of gradient
methods for solving unconstrained smooth optimization problems. For a continuously differentiable
function f with f* as its minimum value, it is called to satisfy the Polyak-Lojasiewicz inequality if
there exists p > 0 such that

SIVF@I? > u(7@) — ).

For nonsmooth problems, in order to analyze proximal-type algorithms, a generalization of Polyak-
Lojasiewicz inequality, called proximal Polyak-Lojasiewicz inequality with definition given below, was
studied in [12,13], where relevant examples satisfying this inequality are also discussed. Interested
readers are referred to these two papers for details.

DEeFINITION 3.1. Consider (1.1) with f satisfying assumption Al. We say F satisfies proximal
Polyak-Lojasiewicz (PPL) inequality if there exists pn > 0 such that

5o, V(@) M,1/2) > p(F(a) — F*)

where Dy, is defined in (3.2) and F* is the optimal objective function value of (1.1).

We now present our PPL-IPSS algorithm and analyze its convergent properties.

Algorithm 3.2 PPL-IPSS algorithm

Input: Initial point 2° € R?, initial matrix B® € 8¢, inexact tolerances £, ¢, parameters S and m
1: fors=1,...,N do
2. a® =IPSS(x*~ 1, Bs~1 &5~ g5=1 S m);
3: end for

Output: z'V.

In this subsection, to emphasize the relationship of the inexactness tolerance ¥ in Step 2 of

Algorithm 3.2 with iteration index s, we refer €} as ef ; and &F as eF .

THEOREM 3.4. Under the conditions of Theorem 3.1, if the PPL-inequality holds for the objective
function F, then

Ay, s=1,...,N, (3.15)

where T = Sm and A; = ngfi)t:n e +24/ek EF .
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Proof. In the s-th iteration of PPL-IPSS, it follows from Lemma 3.1(b) that
. K
Di(ef 1, V(b 1), B, 1) = =2min {(VF @ 1),9) + 5 Iy — 2ll3 + h(y) = h(=)}

1
= %Dh(‘rfﬁl? Vf(l‘f,l),M, R)

1 1
> —Dy(x_y, V(1) M, =)
I Y
20 *
> ?(F(ﬂff—l) - F).

Hence, it implies from (3.10) that

T E[F(zf_,) — F*] < R, — Bf +<f, +2y/eb .2k

Summing up the above inequality for t =1,...,m and k =1,...,5 yields

(S,m) (S,m)

1% *

% Z E[F(z;_;) — F*] < Z (R_; — RY) + As.
(k=1,t=1) (k=1,t=1)

Notice that
Ry = E[F(a)] = E[F(Z3-1)], and Ry, = E[F(a},)] = E[F(Z)],

where the second equality is due to c¥, = 0. Therefore, by Algorithm 3.2, it yields that

(S,m)
= > (F(af,) - F*) <E[F(%)] - F* + A,.
(k=1,t=1)

Thus, from F(Zo) = F(2*~1) we have

E[F(z*) - F*] < “CE[F(@®) - F*] + 2

—A,.
wr wl

Hence, (3.15) holds. O

We now analyze the computational complexity of PPL-IPSS. Given an € > 0, in the following we
study the total number of gradient evaluations of f as well as the number of subgradient evaluations
of h to obtain zV such that E[F(z") — F*] < e. Since the computational complexity relies on the
settings of inexactness tolerance eﬁs, we next classify the analysis into several cases with different
specifications of Ef’s.

Case 1. In this case, we set

1

ko a(1+9)s .
((k—1)m+1t)%’

€t s 60>0,6>0,1>a>0.

Depending on the value of §, we further specify the analysis into three subcases.

Subcase 1. § > 1. Then

(8,m) 3
A, <3 Z 51];5 < ja(l-‘r@)s’
(k=1,t=1)
which yields
2K 6K
E[F(z°) — F*] < —E[F(z° ") — F*] 4+ ————a1+0s,
[F(2*) ]_uT [F(2*77) J PG A
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Subcase 2. § = 1. Then
(S,m)

As <3 Z Eﬁs < 30195 1og T,
(k=1,t=1)
which yields

2R 6k logT
E[F(z°) — F*] < Z=E[F(z° ') — F*] 4+ —==q+0)s,
[F(a") = ') < ZEF@ ) - P4 2
Subcase 3. § < 1. Then
(S;m) 3 1-06
As =3 Z ?,s =9_5 a(l—&-@)s’
(k=1,t=1)
which yields
2K 6RT0
IE F s\ _ F* < 7E F s—1y * (1+0)s
[F(a") = F') < ZB[P(™) = P+ oo

In all the above three subcases, we can always choose T sufficiently large such that
E[F(2°) — F*] < aB[F(z*71) — F*] + aa*9% < B, - o*,

where B, is a positive constant depending on «. Hence E[F(z®) — F*] converges to zero linearly.
Therefore, to achieve E[F(z) — F*] < ¢, the outer iteration number N should satisfy that o¥ < e,
namely,
N = O(log(1/¢)).

Hence, the SFO complexity is in the order of O(N(n + n?/3T)), same as O((n + n*/3T)log(1/e)),
where T'=m.S.

We now consider the total number of subgradient evaluations of h when Algorithm 3.1 is applied to
solve the subproblem (2.3). Notice that in the s-th iteration of applying IPSS algorithm in Algorithm
3.2, we have the total number of subgradient evaluations of h is

w1 (k—1)m+1t)°

t,s ko 1460
Et,s a( )s

Consequently, the total number of subgradient evaluations of h is

N (S,m) (S,m)

N
Z Z Tt’fs = Z o~ (140)s Z (k—1)m+1t)° = O(TH‘SOF(HQ)N) = O(T'H0 /),
s=1

s=1 (k=1,t=1) (k=1,t=1)

Noticing that T'= O(1). Therefore, we obtain the number of component gradient evaluations of
f and the number of subgradient evaluations of h are in the order of

O(nlog(1/e)) and O(1/e+?),

respectively.
Case 2. In this case, we set

ek :a8~;, §>0,1>a>0,
s (k—1)m+1t)°

then similar to Case 1, we can choose T sufficiently large such that
E[F(z°) — F*] < aB[F(z°7 ") — F*] + aA, < B, - sa”.

Hence, to achieve E[F(zV) — F*] < ¢, it should have Na¥ = O(e). By defining p = o=, we have
N =logp and p~'logp = O(e). Then it is sufficient to require p = O (¢~'log(1/e)) , which yields

N = O(log(1/€) + loglog(1/e€)).
Hence, the SFO complexity and the total number of subgradient evaluations of h are in the order of
O (nlog (1/€) + nloglog (1/€)) and O (¢ 'log(1/e)),

respectively.
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4 IPSS for (1.1)-(1.2) with weakly smooth f

In this section, we assume that f;, ¢« = 1,...,n, is only weakly smooth and study the theoretical
properties of IPSS in this case. To be clear, we first make the following assumptions.

A3 The function f;, i =1,...,n, is 1/y-weakly smooth with respect to a matrix M € S++, that is
fi € CY(RY) and Vf; satlsﬁes
1 14
IV fi(z) = Vi)l < ;Ill‘ —ylh, Va,y R

where v € (0,1).
A4 There exist two positive constants x¥ and &F such that
RET = M~ 2BFM~3 = kb1
forall k=1,...,Sand t =1,...,m, where M is the matrix in A3.

It follows from assumption A3 that for any x and y,

1

< fla)+ (Vfa),y —z) + ——|jy — =5+,
10) < @) + (V1@)y =) &~y =l
Notice that different from the assumption A2, A4 assumes that the lower and upper bounds vary
along with k£ and ¢.

We now give the main theorem in this section.

THEOREM 4 1. Suppose assumptions A3 and A4 hold, by, = b for any k, there exists a constant C
such that k¥ < CkF with

=max ésk v Lo 2—mm e—
—max {268, 26t B+ 1(e - 1)} (1)

where s¥ = (k+ (1 —v)S—1)m+t and e is the Euler’s number, and P has the probabilistic distribution

ky—1
Prob(Ry = k and R, = t) = (1)

Then, we have

(S;m)

~ 16 4ym?
BllG ] < 0120t 3 ) (o M), 2)
(k=1,i=1) v v
where C = 4C2(F (&) — F*) + *C0) 1og 22w 4 6€°0=0),

Proof. Similar to (3.5), we have
1

kY < Y F (2 k_ _ 1+v i 43
f@y) < f(2) + (Vf(2q), 2 Z>+’y(1+1/) |} — ay_ Ly +’Y(1+V)th 1= 2llar (4.3)
Then, summing up (4.3) and (3.4) with z = Zf provides that
i i} 1 o1
F(zy) < F(z}) + (af — 37, Vf(af_y) —vi_q) + m”xt zi 1|t — 5”%’5 - xfﬂ”?gf
1 _ L1 _ 1 _ .
+ m”ff—l ot ar” + 5”505—1 — 2t || B — §|| ||Bk +(Bfuf, &} — xf) + &

(4.4)



18

Following from the definition of Z¥, we have that

_ 1 , 1, _ 1 _
F(z}) < F(zy_y) + m”% — 2ty — 5”%~C — a5 — 5”%’? — 2y (4.5)

So, summing up (4.5) with (4.4) gives that

1 L1
F(zf) SF(UL’f—ﬂﬂLTlJrTermH?ﬁic ot 1l *§||xf*$f—1||%§
2 | ) 1
+m||$f—1 it —§||$f—1 _foQBf —§H ||Bk +éf,

where T7 and T» are defined in (3.7). Then, it follows from the bounds on T} and T right after (3.7)
that

1 L1
F(ay) < F(af_q) + i, — vf(mf—l)H?Bf)—l + m” R ATy inf - $f_1||23tk
(4.6)
2 k 1+ k k|2 k ko
+ m”xtﬂ il = 5”%4 — T HB;@ +ep +24/efEY.

Taking expectation on both sides of (4.6) yields that

1 1
E[F (a1)] < E[F(z;_1)] + Ellof_y — V(@) e + 0T B[z} — w1l ] — SElled — 27-1[1%5]
2 a1 ) -
AT Elllzy_y — 2 lI3"] — §E[||»Tff1 = @f |[Ge] + eF +24/efer
Since ) .
Elllvg_y — Vf(wiil)ll]?B;)-l < m”ﬁq — a3y = m”qu — 37,
we have
1 1
k k k =, 2v 1+v k k 2
E[F(zf)] < E[F(zi,)] + WE[H%A — Zp-allar] + WE[H% AR Fyad iE[th — 2 [
2 v _ _
+ mE[H@il ¢ ]— Ellzy_y — @y [5] + ef + 24/ efef.
By the inequality ab < a?/p + b7/q with p = H%7 q=+%,a=|af —af Y (s 5)7(1“);17”) and

(142)(1—v)
2 , we have

b=(st)”

1— 1+v —(1 1—v
ok — ok I < Nk —ab 3 (s)' T ()
and 1+ )
v _ 1—v 1% —(14v) — UV
||331]:g 1 foH < ||xf_1 - xf”?w : (Sf) o (Sf) 2

Similarly, from ab < a? /p+b%/q with p =1, ¢ = -1 a = |la}_; — &,_1]134(kF)” and b = (kF)~ 17,

it yields that

oty — a3 < kg = Fxald v+ (65) T (1= ),

Then, we have

1 - 1—v _ 1
EIF(xf)) < ELP(ef)] + —gpvBlet — ) + 5 ()77
L ko2 o kyimY l-v o —(14v) L k ko2
il _ -7 v) _ "R _
+ 27”% o1 |l (s7) + 271+ v) (s¢) B [l xtflan]
Lok —k)2 (k1Y 1-v o —(4v) k —k |2
+ — - e V) — _E -
ek =R 68 s ) Bl — a3
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Therefore,
Rf =E[F(z}) + ¢ |} — Zx-1]l3]
1 -
< BRG]+ cf (14 5 ) Bllat — o 2B + cb0 + BBty — Bual]
14 ~
<BIFGh )+ (g ch+ ) Blok - aual
1 1—v 1 1
(gt ek (14 5) ) ok = b1y — 5Bl — ok 1)
1ol—v & _ =ky2 —E]E ko =ky2
+ ’Y(St) lzi_1 — ¢ 9 oty — ||B§]
L—v, o 3(=v) (), k k =k
R 1—v _ v 2 .
+ ~2b (kt) +27(1+V)(5t) +ep+ €t €t
Let

By setting c¥ = 0, we obtain that
k k k
G < <cgg=——-—"7——
t t—1 0 ’72b B
Furthermore, by setting 5 = 1/m, we have

14
It thus yields

1 1—v 1 1
(0" et (14 5) ) ek = ok ale < gEllat - 112
and
Loel=vy ok —k 2 1 k —k 2 1 —k 2
—(s{) oy — @y — SEllletoy — 2l ] < —SElllwe—1 — Z¢ ] i)
v 2 t 4 t
So, we have
1 1—v _ 1 3(1 - l/)
SRk — g2 <R R 2 Yy L 20TV
[[|oy_1 — =y ||B§] <R_,-R+ ~2b (k7) + 2 (1 + )

1 (s§)~ ) 4 3¢
Following from (3.11) and the condition that &f < Ck¥, we have

(58)El|Gn (251, VF(@t_1), BY)3—1] < C?Elllot_y — 27 [

Now, summing up the above inequality for t =1,...,m and k= 1,...,S yields that

(S,m)
> (6D TEG (w1, V(1) B3]
(k=1,t=1)
(S,m) 2 (S,m) (S,m)
1- 6C2(1 —
<AC(F(io) — F*) +4C*—; Y ST+ 6”1 -v) do(shHp1ec? Y &
7*b (k=1,t=1) v(1+v) (k=1,t=1) (k=1,t=1)
(S,m) (S,m)
- " 4C?*(1 —v _ 6C?(1 —v
<4C*(F(%9) — F )+% > (sh) 1+¥+1202 > &
v (k=1,t=1) v (k=1,t=1)
_ (Svm)
<C+120% > ef, (4.7)
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where the last inequality follows from

(5,m) (2-1)S,m) 50
dYooshT< > (km+t)7 <log —
(k=1,t=1) (k=(1—v)S,t=1)

Notice that by the IPSS algorithm and the probability distribution of P, we have

(k)"

S,m _
Sy (RE)

forallt=1,...,m; and k =1,..., N. Hence, we have

Prob(zg = zf ) =

(S,m) (S,m)
Yo GOTENGRIT = Y (55 TEGn @ty VI (@), B3] (4.8)
(k=1,t=1) (k=1,t=1)
Notice that
(S>m) T2
Y W) TENGRIG -] 2 <y BUIG@R) 7] (4.9)
(k=1,t=1) Z(k:l,t:l) ki
It is easy to obtain from (4.1) that
k< 4 ko, dvm?
Ht — ;(St) ’72b
Hence,
(8,m) 2-v 2 2
4(2 — 4 1 4
Y wb< 42— e ’”27; 7 < Opv ”ZZ T. (4.10)
it v v v v
By combining the inequalities (4.7)-(4.10), we have (4.2). O

Corollary 4.2. Under the same assumptions as Theorem 4.1, if e¥ is summable, m = L(n/u)ﬁj
and b = |n/m], then to achieve an e-solution of (1.1)-(1.2), the SFO and PO complexity of IPSS
are

(’)(n—kné%/e%) and O(l/e%), (4.11)
respectively.

Proof. Tt is easy to obtain from the setting of m that bT~" > vm?T !, which together with (4.2)
gives
6 N (- Sm)
Bllgtenlt-l< (24 5) [erner Y )
(k=1,t=1)
Therefore, to achieve an e-solution, we have T'= O(1/ev) if eF is summable, which implies that the
SFO and PO complexity are those given in (4.11), respectively. O

Remark 4.1. We would like to compare the complexity proved in Theorem 4.1 with that given in

[24]. With the same settings as those in our paper, when f is nonconvex and h is convex, the PO
1+3v k

computational complexity given in [24] is O(1)e > ), while in our paper it is only O(1/ev) when &}
s summable.
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5 Summary

In this paper, we proposed a framework and studied the theoretical properties of an inexact prox-
imal stochastic second-order (IPSS) algorithm for solving nonconvex composite optimization. The
objective function of such an optimization problem consists of an average of many, possibly weakly,
smooth nonconvex functions and a possibly nonsmooth convex function. This IPSS algorithm allows
to incorporate second-order information through a positive-definite matrix in the proximal subprob-
lem to accelerate the convergence. In addition, IPSS allows to solve the subproblem inexactly while
still keeping desired computational complexity. We also give an iterative subgradient method to solve
the subproblem to the required accuracy and discuss its overall computational complexity. When the
objective function satisfies the PL inequality, based on the IPSS algorithm, we propose an algorithm,
called PPL-IPSS, which has been shown to have linear convergence rate. Furthermore, we have inves-
tigated the convergence properties of IPSS when f in the objective function is only weakly smooth. In
this paper, we have focused on the theoretical properties of a framework of IPSS algorithm. Extensive
numerical experiments will be performed in the following work to verify the practical performance of
IPSS by investigating proper strategies of setting the algorithm parameters.
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