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ABSTRACT: Using a simulation protocol that mimics ultrafast scanning tunneling microscopy (STM) experiments, we
demonstrate how pump−probe ultrafast STM may be used to image electron migration in molecules. Two pulses are applied to
a model system, and the time-integrated current through the tip is calculated versus the delay time and tip position to generate
STM images. With suitable pump and probe parameters, the images can track charge migration with atomistic spatial and
femtosecond temporal resolutions.
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Imaging electron hopping among atoms in real time has
been a long-time dream. The advancement of ultrafast

pulses has made it possible to directly probe electron
dynamics,1−4 which typically occur on attosecond to femto-
second (10−18 to 10−15) time scales, by time-resolved pump−
probe spectroscopy. Electronic motion in molecules,5,6

electron transfer,7 and light-induced electron tunneling8 have
been reported. However, these experiments lack direct spatial
resolution.
In a separate development, scanning tunneling microscopy

(STM) techniques have been widely used for visualizing
samples with precise atomistic spatial resolution. A combina-
tion of STM and optical pump−probe techniques can provide
both atomic spatial and ultrafast temporal resolutions.9−16

Recently, the ultrafast terahertz STM (THz-STM) technique
has been used to visualize the picosecond vibrational motion of
a single pentacene molecule.17 In the experiment, pump and
probe single-cycle laser pulses are focused onto the STM
junction to create ultrafast transient modulation of the bias
voltage. This induces a transient tunneling current through the
molecular orbital of the molecule, which is recorded by the tip
to produce an image of the orbital. By varying the time delay
between pump and probe pulses, imaging the molecular orbital
variation with the molecular vibration becomes feasible,

leading to a direct probe of molecular vibrations. These
experiments represent an exciting step toward imaging single
molecules and their nuclear dynamics in real time.17−20

Imaging electronic dynamics has not been reported yet.
In this paper, we demonstrate how the ultrafast pump−

probe STM technique can be used to image electron migration
processes in molecules. Using a state-of-the-art time-dependent
simulation protocol for open quantum systems, we carry out a
real time simulation of a model system subjected to ultrafast
pump−probe pulses underneath an STM tip. The integrated
current measured at the STM tip for different pump−probe
delays provides femtosecond snapshots of the dynamics,
whereas its location at different atomic sites gives a fine spatial
resolution, generating direct and intuitive images of the charge
migration process.
We model the STM junction as an open electronic system

which consists of a central region coupled to two semi-infinite
electrodes (tip and substrate), as shown in Figure 1. The
central region is a 10-site tight binding model system where
each site has a single HOMO and LUMO orbital. The
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Liouville−von Neumann equation for the reduced single-
electron density matrix of the central region is propagated
numerically.21,22 Making the dipole approximation for the
matter/light interaction, the time-dependent Hamiltonian of
the system is written as h(t) = h(0) + μ·E(t), where h(0) is the
initial Hamiltonian without the electric field and μ is the dipole
operator. ω ω= +E t t t t t( ) ( )cos( ) ( )cos( )1 1 2 2 is the pump
and probe electric field, where t( )1 and ω1 denote the
Gaussian envelope and frequency of the pump pulse, and t( )2
and ω2 denote the corresponding quantities of the probe. The
laser pulses affect the system in two ways. First, they can
resonantly excite electrons from HOMO to LUMO. Second,
when the polarization of the electric field has a component in
the tip−substrate direction, a transient bias voltage can be
induced due to field enhancement, which can cause an
injection of electrons from the electrodes. In the THz-STM
experiments,9,16,17 asymmetric single-cycle pulses have been
used to induce an asymmetric transient voltage that drives the
tunneling of electrons in or out of the system. In our
simulations, the pump selectively excites a particular site,
creating a localized charge, and the probe tracks the electron
populations of the sites. We use multicycle Gaussian pulses
whereby the electric field is perpendicular to the tip−substrate
axis. This is designed to excite the molecule, which lies flat
approximately on the substrate, and eliminate the induced
transient bias across the junction and the tunneling current due
to the field emission. The current through the STM is caused
mainly by the electron population change at the site. This
configuration is similar to that in shaken pulse-pair-excited
STM.23,24 We also consider the case where the electric field is
parallel to the tip−substrate axis and estimate the electron
injection by taking into account the induced transient voltage.
Simulation results presented in the Supporting Information
reveal that the technique can still track the charge migration in
that case. The pump−probe STM signal depends on the
fourth-order current response that scales as O( )1

2
2
2 , in which

the pump pulse first interacts with the molecule twice to create
a population followed by probe pulse that detects it. Unlike
typical pump−probe experiments which measure the change in
the reflectivity, we directly measure the current. Figure 2 shows
the two ladder diagrams for the signal in a two-level model
system. The left diagram describes the stimulated emission, in
which the probe stimulates the excited populations back to
ground state with the emission of a photon. The right diagram
describes the reduction of absorption and current signal due to
the smaller ground-state populations, known as ground-state
bleaching. These two processes contribute to the current signal
with the same sign, and the diagrams are similar to those in

two-dimensional photocurrent spectroscopy25,26 but with T1 =
T3 = 0.
To obtain the current response in the desired order and

phase-matching condition, we follow the phase-matching
approach.27,28 Details are presented in the Methods section.
STM electronics is too slow to resolve the fast current

dynamics, and the time-integrated current ∫ −∞
∞ J(t)dt, also

known as rectified component, is measured. Nevertheless,
ultrafast time resolution is achieved by varying the delays
between femtosecond pulses. In the following, we show how
the integrated current can be used to track the time-resolved
charge migration.
In the 10-site tight binding model system, each site has a

single HOMO and LUMO orbital below and above the Fermi
level of entire system, respectively. The substrate is assumed to
couple with all orbitals, whereas the tip couples only to the
LUMO of a single site, selected by the tip position, as sketched
in Figure 1. The energy of the LUMO of all sites are 1.5 eV
above the Fermi level, whereas the HOMO values of the 10
sites are 4.1, 3.7, 3.3, 2.9, 2.5, 2.1, 1.7, 1.3, 0.9, and 0.5 eV
below the Fermi level. The LUMO energies are assumed to be
the same for simplicity. In the Supporting Information, we also
consider a system with varying LUMO energies. The Fermi
level of the system is related to the work function of the
electrodes and is taken to be −5.1 eV, mimicking gold. The
work function does not affect the signals because we do not
apply the electric field along the tip−substrate direction, and
thus tunneling field emission is excluded. The hopping
elements among the LUMO are taken to be 0.05 eV to
allow charge migration. Transition dipole moments between
the HOMO and LUMO of each site are 1 eÅ. The tunneling
current is sensitive to the distance between the molecule and

Figure 1. Model system used in this study. The system has 10 sites with varying HOMO−LUMO gaps (marked by the red horizontal lines). Blue
arrows indicate hopping among sites. Orange arrows indicate possible optical excitations (with nonzero transition dipole).

Figure 2. Ladder diagrams for the simulated emission (SE) and
ground-state bleaching (GSB) processes in pump−probe STM. The
left diagram describes stimulated emission, in which the probe
stimulates the excited populations back to the ground state with the
emission of a photon. The right diagram describes the reduction of
absorption and current signal due to the lower ground-state
populations, known as ground-state bleaching.
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electrodes, typically 3−10 Å. We assume a tip−substrate
distance of 1 nm, and the coupling between the molecule and
the electrodes enters through the line width matrix. The line
width matrix of the substrate is diagonal with a value equal to
0.08 eV for the HOMO of sites and 0.02 eV for the LUMO of
sites. The substrate thus couples to all sites identically, but
holes will leave the system faster than electrons, resulting in a
charged site after excitation. The line width matrix of the tip is
equal to 0.001 eV for the LUMO of the site selected by the tip
and zero otherwise. The line width matrices determine the
dissipation rate of the excited-state populations. In our model,
the line width due to the substrate is comparable to the
hopping among sites, thus these events occurs in a similar tens
of femtoseconds time scale. In practice, the molecule may be
placed on a thin decoupling layer to avoid strong coupling with
the substrate. In the Supporting Information, we present the
simulation results for that configuration, where coupling to the
substrate is reduced, and show that this technique can still
track the charge migration.
We tune the central frequency of the pump to be resonant

with the 5.6 eV HOMO−LUMO gap of site 1, with a
maximum strength of 0.01 V/Å and full width at half-
maximum (fwhm) equal to 20 fs, such that the pump pulse
only excites the first site. The central frequency of the probe,
ω2, is chosen to be resonant with the HOMO−LUMO gap of
the site under the STM tip, and the width of the probe is the
same as that of the pump. The electric field is assumed to be
perpendicular to the tip direction. Therefore, electron injection
or field emission due to induced transient voltage across the
junction is not possible. By placing the STM tip at different

positions and varying the probe pulse, we are able to track the
charge migration via the integrated current by varying the
pump−probe delay. For instance, to track the population on
site 3, we position the STM tip at that site so that it couples to
its LUMO. We further tune the central frequency of the probe
ω2 to be resonant with the HOMO−LUMO gap of site 3 so
that the probe will mainly detect the population of that site.
This reduces noise due to current created by the excitation of
nearby sites. All simulations assume 300 K temperature and 0
DC bias voltage. A DC bias voltage would produce a static
electric field across the junction that affects the tendency of
electrons to tunnel to the tip or substrate as well as the
magnitude of the current. Nevertheless, as long as the
integrated current is proportional to the time-dependent
populations, it can be used to track the charge migration.
The simulation results are summarized in Figure 3. Figure 3a

shows the time-dependent populations of the LUMO of sites
1−6 induced by the pump located at site 1 and centered at
time zero. The total population is fractional because it is the
expectation value. The population at site 1 increases first.
Excited populations then gradually migrate to other sites. At
the same time, some electrons on the LUMO leak into the
substrate, thus causing population decay. Figure 3a is produced
by the simulation in which the tip is located at site 2, but the
results are similar for the tip at the other sites. Afterward, the
probe pulse arrives after a pulse delay T, and the integrated
current induced is measured. Figure 3b shows the integrated
current versus the pulse delay when the tip is located at
different sites (ω2 is also adjusted accordingly). Except for site
1, the signal generally resembles the population curves. On a

Figure 3. (a) LUMO populations of sites 1−6 after the arrival of the pump. (b) Integrated current versus pump−probe delay when the tip is
located at sites 1−6. For the tip located at site 1, the magnitude is reduced by a factor of 3. In (c) and (d), the tip is placed at site 3, with a pulse
delay of 20 fs. (c) Fourth-order occupation changes of LUMO of sites 1−6 after arrival of the probe pulse. (d) Fourth-order tip current (red curve,
magnified by 10 times) and substrate current contribution from the LUMO of sites 1−4 after arrival of the probe.
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closer look, we see that the integrated current peaks occur
slightly earlier than the corresponding populations. This is due
to the current from nearby sites which can also be excited by
the probe pulse, and the electrons can then migrate to the site
under the tip, resulting in a current. To reduce this undesired
effect, we can use a narrower bandwidth probe at the expense
of the temporal resolution. Further discussion of the effect of
pulse width and frequency can be found in the Supporting
Information, where we compare results with different pulse
widths and quantify the current contributed by unwanted
excitations of nearby sites. In Figure 3c,d, the tip is located at
site 3 and pulse delay is 20 fs. These will be discussed later.
The current generation process for this model is represented

by the ladder diagrams shown in Figure 4. Here, |0⟩ and |1⟩

denote the HOMO and LUMO of the first site, respectively.
The pump excites electrons from HOMO to LUMO at this
site, creating a population on its LUMO. Depending on the
pulse delay, the electrons may then migrate to the LUMO of
the next site |1′⟩ or remain on the LUMO of the original site,
as shown in Figure 4a,b, respectively. This electron migration
leads to the time-dependent populations shown in Figure 3a.
After the pulse delay T, we probe the time-dependent
populations with the probe pulse and measure the induced
time-integrated current signal. The induced current may pass
through either the tip or the substrate depending on the tip
position. Significant current will pass through the tip when the
electron resides on the LUMO of the STM tip-probing site.
Otherwise, electrons will leak through the substrate, which

results in a zero net current (because holes also move this
way). The time-integrated current signal is therefore propor-
tional to the population of the tip-probing site at the probe
arrival time. It is also possible that, after repopulation by the
probe, the electron could migrate to the tip-probing site from
nearby sites and exit through the tip. This also results in net-
induced current, making the induced current deviate from the
LUMO population of the tip-probing site. This process can be
minimized by tuning the probe frequency to be resonant with
the HOMO−LUMO gap of the tip-probing site so that
repopulation of nearby sites is suppressed. Figure 3c shows the
fourth-order occupation change (diagonal elements of fourth-
order reduced single-electron density matrix) of the LUMO of
sites 1−6 after the probe when the tip is located at site 3 and
pulse delay is equal to 20 fs. The induced change of population
at site 3 is largest due to matching frequency with the
HOMO−LUMO gap; however, the repopulation of nearby
sites is also significant. The induced population on site 3 will
then move to the tip or the substrate, creating a transient
current which lasts for tens of femtoseconds, as shown in
Figure 3d (red and cyan curves). The transient current passing
through the tip creates a net-integrated current that reflects the
site 3 population. The induced populations on the other sites
will either leave to the substrate (also shown in Figure 3d) or
migrate to site 3 and leave to the tip.
Assuming a spherical localized orbital for the LUMO at each

site and projecting the integrated current signal in real space,
we can calculate the corresponding ultrafast STM images. The
resulting series of images versus pulse delay produce an
animation of the charge migration across the system. The left
panel of Figure 5 depicts the snapshots of animation generated
in this way with pulse delays of 0, 16, 32, and 48 fs. For
comparison, we also project the LUMO’s occupation of the
sites onto real space to obtain the time-dependent electron
density images, and the results are shown in the right panel of
Figure 5. It is evident that the pump−probe ultrafast STM can
track charge migration in this model system.
The development of ultrafast pump−probe STM has made

it possible to image single-molecule dynamics with atomic
resolution because the temporal resolution is no longer limited
by electronics but rather determined by applied laser pulses.
We have shown how it can be used to produce a movie of
electron migration in our model system. Our model assumes a
molecular structure with units of varying HOMO−LUMO
gaps, which is required for selectively exciting and probing the
populations at different sites. The gradually decreasing
HOMO−LUMO gaps used here are not required for our
technique to work. In reality, we can construct an oligomer
from molecular units of different length or substituted with
different functional groups, so that each unit has a different
HOMO−LUMO gap. One example is an oligomer constructed
with phenylacetylene units. Different lengths of para-linked
phenylacetylene oligomer segments were shown to have
different HOMO−LUMO gaps from around 3 to 4 eV.29

We can connect such segments at the meta-position to create a
conjugated system in which each segment has a different
HOMO−LUMO gap and the electron can migrate among
them. Given the wide range of potential applications of pump−
probe spectroscopy, it can be envisioned that ultrafast pump−
probe STM will also find applications in tracking various
electronic dynamic processes. Technical challenges to be
solved include how to apply it to complex systems and how to
make the excitations as local as possible.

Figure 4. Ladder diagrams for the pump−probe STM current
generation. |0⟩ and |1⟩ denote HOMO and LUMO of the first site. |
0′⟩ and |1′⟩ denote HOMO and LUMO of the site to which the
electron migrated. The pump excites electrons from HOMO to
LUMO of the first site, creating a population on its LUMO.
Depending on the pulse delay, the electrons may then migrate to the
LUMO of the next site |1′⟩ or remain on the LUMO of the original
site. After the pulse delay T, we probe the time-dependent
populations with the probe pulse and measure the induced time-
integrated current signal. Diagrams (a) and (b) correspond to the
generation of electron current from the LUMO of the first site and the
other site, respectively, whereas diagrams (c) and (d) correspond to
the generation of a hole current from the HOMOs.
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Methods. We modeled the STM junction as an open
electronic system which consists of a central region of interest
D coupled to two semi-infinite electrodes (tip and substrate),
as shown in Figure 1. Assuming that the tip and substrate do
not couple directly to each other, the Liouville−von Neumann
equation for the reduced single-electron density matrix
(RSDM) of the central region σD is given by21,22

∑σ σ φ φ= [ ] − [ − ]
α

α α
†i

d
dt

t t th( ) , ( ) ( )D D D
(1)

where hD(t) is the Hamiltonian for the central region and

∫φ τ τ τ τ τΣ Σ= [ − ]α α α
−∞

< > > <t i t t t tG G( ) d ( , ) ( , ) ( , ) ( , )
t

D D

(2)

is the dissipative matrix between the system and α, which
denotes tip or substrate. GD

>,< and ΣD
>,< denote the greater and

lesser Green’s function of device and self-energy due to
electrode α, respectively. The dissipative term represents the
interactions, including the exchange of electrons and energy,
between the device and electrodes. Its trace results in the time-
dependent electric current passing from electrode α into the
device region.

φ φ= [ − ]α α α
†J t i t t( ) Tr ( ) ( ) (3)

We have employed the wide band limit approximation,30

which assumes that the electrodes have infinitely large band
widths and energy-independent broadening matrix. The
dissipative matrix can then be decomposed into a sum of
auxiliary matrices by expanding the Fermi−Dirac distribution
with Pade ́ spectrum decomposition:31,32

i

k
jjjjjj

y

{
zzzzzz∑ε

ε ε
≈ −

+
+

−
f

R

iz

R

iz
( )

1
2 p

p

p

p

p (4)

∑φ σ φΓ= [ − ] +α α αt
i

t tI( )
4
2 ( ) ( )D

p
,p

(5)

where Γα is the line width matrix due to coupling to electrode
α and I is the identity matrix. φα,p(t) are decomposed
dissipative matrices that sum up to the dissipative term,
defined by

i
k
jjjj

y
{
zzz∫ ∫φ τ τ εΓ= − − ′ ′α α

τ

α
−∞

t iR t i t tG( ) d ( , ) exp d ( )
t

r

t,p p D ,p

(6)

These dissipative matrices satisfy the equations of motion
(EOM)

Ä

Ç
ÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑ

φ φεΓ Γ= − + − −α α α αi
d
dt

t iR h
i

t t( )
2

( ) ( ),p p D ,p ,p (7)

where εα,p(t) = μα + izp + Δα(t) and Γ = Γtip + Γsubstrate. μα and
Δα(t) are the equilibrium chemical potential and time-
dependent bias voltage of lead α. Equations 1, 5, and 7 form
a closed set. The time-dependent RSDM can be obtained by
propagating these EOM with proper initial conditions. We
assume that the system is initially at equilibrium. The initial
values of RSDM and auxiliary matrices can therefore be
obtained by standard non-equilibrium Green’s function
calculations.
The interaction between the electronic system and the laser

pulses is described by the dipole approximation, thus the time-
dependent device Hamiltonian is written as

μ= + ·t E th h( ) (0) ( )D D

where hD(0) is the initial device Hamiltonian where an electric
field is absent, μ is the dipole matrix, E(t) is the time-
dependent electric field due to the pump and probe, given by

ω ω= +E t t t t t( ) ( )cos( ) ( )cos( )1 1 2 2

Figure 5. Left panel: computed pump−probe STM images with various pulse delays as indicated. Color reflects the magnitude of integrated current
on a log scale (projected on real space). Right panel: electron density images (obtained by projecting occupation of LUMOs on real space) at the
same times. Color reflects the magnitude of electron density on a log scale.
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in which t( )1 and ω1 denote the Gaussian envelope and
frequency of the pump pulse and t( )2 and ω2 denote the
corresponding quantities of the probe. Propagating the EOM
described above results in the total time-dependent response to
all orders. In simulating pump−probe STM, we retain the
fourth-order current response that scales as O( )1

2
2
2 .

To extract the current response in the desired order and
phase-matching condition, we follow the phase-matching
approach,27,28 originally applied to simulate two-dimensional
optical spectra with time-domain propagation. Removal of
lower-order responses is possible by running several simu-
lations with each of the pulses being switched on or off. The
fourth-order current response is calculated by

∑= −
=

+ + +J t J t( ) ( 1) ( )
p q r s

p q r s
p q r s

(4)

, , , 0

1

, , ,
(8)

where Jp,q,r,s(t) is the time-dependent current obtained from a
simulation with the following incident field:

ω ω

ω ω

= − + +

+ − + +

E t
p

t i t
q

t i t

r
t i t

s
t i t

( )
2

( )exp( )
2

( )exp( )

2
( )exp( )

2
( )exp( )

1 1 1 1

2 2 2 2 (9)

in which p, q, r, and s are either 1 or 0, indicating the pulse is
present or not in that particular simulation. One can show that
by the summation given in eq 8, the lowest-order response
with respect to the incident field will be O( )1

2
2
2 with the

desired phase-matching condition of k = k1 − k1 + k2 − k2. Any
responses that are of lower order or same total order, such as
O( )1

3
2 , will be canceled out by the summation.

Besides the phase-matching approach, we can alternatively
expand the EOM in previous section, eqs 1 and 7,
perturbatively. We verified that two approaches agree as long
as the amplitudes of pulses are not strong. Our simulations
were carried out using the phase-matching approach.
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Effect of pulse-width and frequency 

The choices of pulse-width and frequency are important to obtain a good agreement between the 

time-dependent populations and the integrated current signals. Figure S1 shows the excited 

populations of site 1-6 after the illumination of a single laser pulse with central frequency   and 

full-width at half-maximum (FWHM) = 20 fs. The peak positions correspond to the HOMO-

LUMO gaps of the corresponding sites while the peak widths are determined by the pulse-width 

and the line width due to the electrodes. 

 

 

Figure S1. Excited populations on site 1-6 after a single laser pulse with frequency   and 

FWHM = 20fs. 
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The time-resolution of a pump-probe experiment is limited by the width of the pulses. Therefore 

the pulse-width has to be comparable to or shorter than the timescale of phenomenon of interest. 

On the other hand, a short pulse also means a wide bandwidth in the energy domain and this will 

cause unwanted excitation of the other sites even though the frequency of the pulse is not in 

resonant with them. This unwanted excitation will finally lead to unwanted current signal. Here, 

we compare simulation results with FWHM being set to 12fs and 20fs (both pump and probe 

pulse have the same FWHM), which are shown in Figure S2. Other parameters remain the same 

as given in the main text. We can see that even for FWHM = 12fs, the integrated current curves 

still follow the time-dependent populations. But we will see that the larger bandwidth does cause 

more unwanted current due to excitations of nearby sites.  
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Figure S2. (a) Populations versus real time for sites 1-6 with FWHM = 12fs. (b) Integrated 

current versus pump-probe pulse delay for tip located at site 1-6 with FWHM = 12fs. For the tip 

located at site 1, the magnitude is reduced by 3 times. (c) Populations versus real time for sites 1-

6 with FWHM = 20fs. (d) Integrated current versus pump-probe pulse delay for tip located at site 

1-6 with FWHM = 20fs. For the tip located at site 1, the magnitude is reduced by 3 times. 

 

The integrated current resulting from unwanted excitation can be estimated by modifying the 

dipole matrix 𝝁 such that the pump can only excite site 1 while the probe can only excite the site 

under tip. This would give the current free from unwanted excitation, which is shown as point 

curves in Figure S3. The original integrated currents are plotted as line curves for reference. The 

difference between the line curves and point curves corresponds to the unwanted current. The 

unwanted current is significant and contributes to the total current for a large portion when the 

pulse delay is short. This is due to the large population of site 1 just after the pump pulse arrives, 

therefore unwanted excitation of site 1 by the probe will cause a significant additional current. 

Also, the additional current with FWHM = 12fs is more significant than that with FWHM = 20fs, 

which is expected due to the larger energy bandwidth of the pulses. 
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Figure S3. Integrated current versus pulse delay for tip at site 1-6 respectively with (a) FWHM = 

12fs and (b) FWHM = 20fs. Solid line curves are integrated current with unwanted excitation. 

Point curves are integrated current free from unwanted excitation (obtained by modifying dipole 

matrix so that pump pulse only excites site 1 and probe pulse only excites the tip-probing site). 

For the tip located at site 1, the magnitude is reduced by 3 times.  

 

 

Effect of coupling with substrate 

The coupling between the system and the substrate leads to dissipative effect which drives the 

excited system back to equilibrium gradually. Such effect is quantified by the linewidth matrix. 

The larger the linewidth, the faster the dissipation occurs and the excited populations decay 

faster. In the manuscript, the linewidth matrix due to coupling with the substrate is diagonal with 

value equal to 0.02eV for the LUMO. This value is comparable to the choice of hopping among 

sites, which is 0.05eV, and the excited electrons in the LUMO dissipate in the timescale of 

around tens of femtoseconds. In reality, the molecule may be placed on a thin decoupling layer to 

avoid strong coupling with the substrate. To simulate that situation, we reduce the linewidth of 

the LUMO due to the substrate by 10 times, from 0.02eV to 0.002eV, which would lead to a 

much slower decay of the populations. All the other parameters are kept the same. Fig. S4(a) 

shows the time-dependent populations in this case. We can see that the populations decay much 

slower. Figure S4(b) shows the integrated current versus pulse delay.  We can see that the curves 

still follow with the time-dependent populations. 
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Figure S4. Simulation results with reduced linewidth. (a) LUMO populations of sites 1-6 induced 

by the pump. (b) Integrated current versus pulse delay for tip at site 1-6 respectively. For the tip 

located at site 1, the magnitude is reduced by 3 times. 

 

 
Charge injection and the effect of asymmetric pulses 

As mentioned in the main content, the laser pulses can affect the system in two ways. First, the 

laser pulses can excite electrons from HOMO to LUMO when the frequency is resonant with the 

HOMO-LUMO gap. Second, when the polarization of the electric field is parallel to the tip-

substrate direction, a significant transient bias voltage can be induced due to field enhancement. 

The induced transient voltage can cause the injection of electrons from the electrodes.  

Here, we attempt to estimate the effect of electron injection when the field is polarized along tip-

substrate direction. Let us recall that the incident electric field is of the form 

2 21 1( ) ( )cos( ) ( )cos( ).E t t t t t    

We assume that after field-enhancement, a transient voltage of the same form, with peak voltage 

equals to 2.0V, is induced across the junction. This value is large but possible in experiments 
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considering the fact that the field enhancement factor can be over thousands
1,2

. Since the LUMO 

of the sites are 1.5 eV above the Fermi level while HOMO are 0.7 – 2.5 eV below, for 

temperature at 300K, this induced voltage in principle allows electron injection into or out of the 

system.  

The actual distribution of the enhanced field depends on the actual system of interest. Here, we 

still treat the enhanced field by the dipole approximation. And we assume the tip-substrate 

distance is 10Å so that the enhanced field would be 0.2 V/Å. The transition dipole matrix 

elements for all sites are assumed to be 0.2 eÅ. This value is smaller than that when the field is 

perpendicular to the tip-substrate direction because we assume the molecule under study is lying 

approximately flat on the substrate. Other parameters, such as the line width, pulse width and the 

DC voltage, remain the same as given in the main text. The transient bias voltage ( )V t is taken 

into account in our equation of motion for the dissipative matrices. 

 , ,( ) ( , ) exp ' ( ') .
t

p p
r
D tpt iR d t i dt V t



    


    ΓGφ
 

, , ,( ) ( ) ( ),
2Dp p p p

d ii t iR h V t t
dt     

 
     

 
φ Γ Γ φ

 

Figure S5 shows the results with effect of transient bias taken into account. First of all, figure 

S5(a) shows the time-dependent populations for the LUMO of sites 1-6 due to the pump. The 

arrival time of the center of the pump pulse is set to zero. The transient voltage causes electron 

injection from the electrodes occurs when the pump pulse arrives and contributes to additional 

populations on the LUMO of the sites. Such additional populations are plotted versus time in 

figure S5(b). The populations gradually increase during the pump but are highly oscillatory due 

to the highly oscillating transient voltage which drives the current in and out the system. This 

approximated cancellation of positive and negative transient currents make the net electrons 
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injected small compared to the populations due to resonant excitation. After the pump, the 

injected populations gradually leave through the electrodes. Figure S5(c) shows the summation 

of such additional populations again for sites 1-6 but with different phase-shifted pump pulse. 

1 1( ) ( )cos( )E t t t    

Such phase shift can introduce significant asymmetry for single-cycle THz pulses2,3. But since 

we are using multi-cycles pulse that last for tens of periods, shifting the phase only has little 

effect on the symmetry. Thus the results are similar. Figure S5(d) shows the integrated current 

versus pulse delay for tip at site 1-6. Electron injection due to transient bias also affects the 

integrated current signal, contributing to additional integrated current for short pulse delay. 

Nevertheless, the integrated current signals still follow the populations.  

 

Finally, it is remarked that the electric field (0.2V/Å) we are considering here is indeed large and 

it may cause tunneling field emission. We simulate this situation in order to demonstrate that the 

electron injection would not cause a problem even at such induced transient voltage. In reality, 

we can of course reduce the incident field strength according to the field enhancement factor to 

avoid field emission. 
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Figure S5. Simulation results with transient bias effect. (a) LUMO occupations of sites 1-6 

induced by the pump. (b) LUMO occupation changes of sites 1-6 due to the induced transient 

voltage (c) summation of the occupation changes for sites 1-6 due to the induced transient 

voltage for different phase for the pump pulse. (d) Integrated current versus pulse delay for tip at 

site 1-6 respectively. For the tip located at site 1, the magnitude is reduced by 3 times. 

 

 

System with varying LUMO energies 

In the model presented in the main content, we assume the same LUMO energies (1.5eV above 

the Fermi level) for all sites for simplicity. Here, we consider a system with gradually decreasing 

LUMO energies. The LUMO energies of the 10 sites are 1.5, 1.47, 1.44, 1.41, 1.38, 1.35, 1.32, 

1.29, 1.26 and 1.23 eV respectively. The difference between LUMO energies of neighboring 
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sites is comparable to the hopping (0.05 eV), so the charge migration still occurs smoothly. 

Again, the central frequency of the pump is 5.6 eV and the central frequency of the probe is 

chosen to be resonant with the HOMO-LUMO gap of the site under the STM tip. All the other 

parameters are kept the same. Figure S6(a) shows the time-dependent populations in this case 

and figure S6(b) shows the integrated current versus pulse delay.  Compared to the original 

model, the time-dependent populations in this case show additional peaks at later time due to the 

varying LUMO energies. Still, the integrated current curves follow the time-dependent 

populations. 

 

 

 

Figure S6. Simulation results with varying LUMO energies. (a) LUMO populations of sites 1-6 

induced by the pump. (b) Integrated current versus pulse delay for tip at site 1-6 respectively. 

The magnitude is reduced by 4 times for tip at site 1 and 1.5 times for tip at site 2. 
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