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ABSTRACT
We give the first fully dynamic algorithm which maintains a (1−𝜖)-
approximate densest subgraph in worst-case time poly(log𝑛, 𝜖−1)
per update. Dense subgraph discovery is an important primitive

for many real-world applications such as community detection,

link spam detection, distance query indexing, and computational

biology. We approach the densest subgraph problem by framing

its dual as a graph orientation problem, which we solve using an

augmenting path-like adjustment technique. Our result improves

upon the previous best approximation factor of (1/4 − 𝜖) for fully
dynamic densest subgraph [Bhattacharya et. al., STOC ‘15]. We also

extend our techniques to solving the problem on vertex-weighted

graphs with similar runtimes.

Additionally, we reduce the (1 − 𝜖)-approximate densest sub-

graph problem on directed graphs to𝑂 (log𝑛/𝜖) instances of (1−𝜖)-
approximate densest subgraph on vertex-weighted graphs. This

reduction, together with our algorithm for vertex-weighted graphs,

gives the first fully-dynamic algorithm for directed densest sub-

graph in worst-case time poly(log𝑛, 𝜖−1) per update. Moreover,

combined with a near-linear time algorithm for densest subgraph

[Bahmani et. al., WAW ‘14], this gives the first near-linear time

algorithm for directed densest subgraph.
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1 INTRODUCTION
A majority of real-world networks are very large in size, and a

significant fraction of them are known to change rather rapidly
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[58]. This has necessitated the study of efficient dynamic graph

algorithms - algorithms which use the existing solution to quickly

find an updated solution for the new graph. Due to the size of these

graphs, it is imperative that each update be processed in sub-linear

time.

Data structures which efficiently maintain solutions to combi-

natorial optimization problems have shot into prominence over

the last few decades [27, 61]. Many fundamental graph problems

such as graph connectivity [36, 37, 42], maximal and maximum

matchings [11, 12, 14, 15, 33], maximum flows and minimum cuts

[32, 39, 64] have been shown to have efficient dynamic algorithms

which only require sub-linear runtime per update. On the other

hand, lower bounds exist for the update times for a number of these

problems [1–4, 35]. [34] contains a comprehensive survey of many

graph problems and their state-of-the-art dynamic algorithms.

In this paper, we consider the densest subgraph problem. Given

an undirected graph𝐺 = ⟨𝑉 , 𝐸⟩, the density of a subgraph induced

by 𝑆 ⊆ 𝑉 is defined as 𝜌𝐺 (𝑆) = |𝐸 (𝑆) |/|𝑆 |, where 𝐸 (𝑆) is the set
of all edges within 𝑆 . The densest subgraph problem (DSP) asks to

find a a set 𝑆 ∈ 𝑉 such that

𝜌∗𝐺
def

= 𝜌𝐺 (𝑆) = max

𝑈 ⊆𝑉
𝜌𝐺 (𝑈 ) .

We call 𝜌∗
𝐺
the maximum subgraph density of 𝐺 .

The densest subgraph problem has great theoretical relevance

due to its close connection to fundamental graph problems such

as network flow and bipartite matching
1
. While near-linear time

algorithms exist for finding matchings in graphs [24, 28, 51], the

same cannot be said for flows on directed graphs [49]. In this sense,

DSP acts as an indicative middle ground, since it is both a specific

instance of a flow problem [9, 31], as well as a generalization of

bipartite 𝑏-matchings. Interestingly, DSP does allow near-linear

time algorithms [9].

In terms of dynamic algorithms, the state-of-the-art data struc-

ture for maintaining (1 + 𝜖)-approximate maximum matchings

takes 𝑂 (
√
𝑚𝜖−2) time per update [33]. [13] maintain a constant

factor approximation to the 𝑏-matching problem in 𝑂 (log3 𝑛) time.

For flow-problems, algorithms which maintain a constant factor

approximation in sublinear update time have proved to be elusive.

In addition to its theoretical importance, dense subgraph discov-

ery is an important primitive for several real-world applications

such as community detection [21, 23, 46, 47, 54], link spam detec-

tion [30], story identification [6], distance query indexing [5, 22, 40]

and computational biology [38, 56, 57], to name a few. Due to its

practical relevance, many related notions of subgraph density, such

as 𝑘-cores [60], quasi-cliques [19], 𝛼-𝛽-communities [52] have been

studied in the literature. [48, 63, 65] contain several other applica-

tions of dense subgraphs and related problems.

1
We describe this connection explicitly in Sections 2 and 3.1.
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1.1 Background and Related Work
As defined in [16], we say that an algorithm is a fully dynamic 𝛾-

approximation algorithm for the densest subgraph problem if it can

process the following operations: (i) insert/delete an edge into/from

the graph; (ii) query a value which is at least 𝛾 times the maximum

subgraph density of the graph.

Goldberg [31] gave the first polynomial-time algorithm to solve

the densest subgraph problem by reducing it to 𝑂 (log𝑛) instances
of maximum flow. This was subsequently improved to use only

𝑂 (1) instances, using parametric max-flow [29]. Charikar [20] gave

an exact linear programming formulation of the problem, while

at the same time giving a simple greedy algorithm which gives a

1/2-approximate densest subgraph (first studied in [8]). Despite the

approximation factor, this algorithm is popular in practice [22] due

to its simplicity, its efficacy on real-world graphs, and due to the

fact that it runs in linear time and space.

Obtaining fast algorithms for approximation factors better than

1/2, however, has proved to be a harder task. One approach towards

this is to sparsify the graph in a way that maintains subgraph

densities [50, 53] within a factor of 1−𝜖 , and run the exact algorithm
on the sparsifier. However, this algorithm still incurs a term of 𝑛1.5

in the running time, causing it to be super-linear for sparse graphs.

A second approach is via numerical methods to solve positive LPs
2

approximately. Bahmani et al. [9] gave a𝑂 (𝑚 log𝑛 · 𝜖−2) algorithm
by bounding the width of the dual LP for this problem, and using the

multiplicative weights update framework [7, 55] to find an (1 − 𝜖)-
approximate solution. Su and Vu [62] used a similar technique to

obtain an efficient distributed (1 − 𝜖)-approximation algorithm.

Alternately, using accelerated methods to solve positive LPs [17]

gives a 𝑂 (𝑚Δ𝜖−1) algorithm3
, where Δ is the maximum degree in

the input graph.

In terms of dynamic and streaming algorithms for the dens-

est subgraph problem, the first result is by Bahmani et al. [10],

where they modified Charikar’s greedy algorithm to give a (1/2−𝜖)-
approximation using 𝑂 (log1+𝜖 𝑛) passes over the input. Das Sarma

et al. [59] adapted this idea to maintain a (1/2−𝜖) approximate dens-

est subgraph efficiently in the distributed CONGEST model. Using

the same techniques as in the static case, Bahmani et al. [9] obtained

a (1−𝜖)-approximation algorithm that requires𝑂 (log𝑛𝜖−2) passes
over the input.

Subsequently, Bhattacharya et al. [16] developed a more nuanced

data structure to enable a 1-pass streaming algorithm which finds a

(1/2−𝜖) approximation. They also gave the first dynamic algorithm

for DSP - a fully dynamic (1/4 − 𝜖) approximation algorithm using

amortized time 𝑂 (poly(log𝑛, 𝜖−1)) per update. Around the same

time, Epasto et al. [25] gave a fully dynamic (1/2−𝜖)-approximation

algorithm for DSP in amortized time𝑂 (log2 𝑛𝜖−2) per update, with
the caveat that edge deletions can only be random.

Kannan and Vinay [41] defined a notion of density on directed

graphs, and subsequently gave a𝑂 (log𝑛) approximation algorithm

for the problem. Charikar [20] gave a polynomial-time algorithm

for directed DSP by reducing the problem to solving𝑂 (𝑛2) LPs. On
the other hand, Khuller and Saha [43] used parametrized maximum

2
A positive linear program is one in which all coefficients, variables and constraints

are non-negative. They are alternatively known as Mixed Packing and Covering LPs.

3𝑂 hides polylogarithmic factors in 𝑛.

flow to derive a polynomial-time algorithm. In the same paper, the

gave a linear time 2-approximation algorithm for the problem.

1.2 Our Results
We use a “dual" interpretation of the densest subgraph problem to

gain insight on the optimality conditions, as in [9, 20]. Specifically,

we translate it into a problem of assigning edge loads to incident

vertices so as tominimize themaximum load across vertices. Viewed

another way, we want to orient edges in a directed graph so as to

minimize the maximum in-degree of the graph. This view gives a

local condition for near-optimality of the algorithm, which we then

leverage to design a data structure to handle updates efficiently.

As our primary result, we give the first fully dynamic (1 − 𝜖)-
approximation algorithm for DSPwhich runs in𝑂 (poly(log𝑛, 𝜖−1))
worst-case time per update:

Theorem 1.1. Given a graph 𝐺 with 𝑛 vertices, there exists a

deterministic fully dynamic (1 + 𝜖)-approximation algorithm for the

densest subgraph problem using 𝑂 (1) worst-case time per query and

𝑂 (log4 𝑛 · 𝜖−6) worst-case time per edge insertion or deletion.

Moreover, at any point, the algorithm can output the corresponding

approximate densest subgraph in time 𝑂 (𝛽 + log𝑛), where 𝛽 is the

number of vertices in the output.

Charikar [20] gave a reduction from the densest subgraph prob-

lem on directed graphs to solving a number of instances of an

LP. We visualize this LP as DSP on a vertex-weighted graph. We

show that our approach on unweighted graphs extends naturally

to those with vertex weights, thereby also giving a fully dynamic

(1 − 𝜖)-approximation algorithm for directed DSP which runs in

𝑂 (poly(log𝑛, 𝜖−1)) worst-case time per update:

Theorem 1.2. Given a directed graph 𝐺 with 𝑛 vertices, there

exists a deterministic fully dynamic (1− 𝜖)-approximation algorithm

for the densest subgraph problem on 𝐺 using 𝑂 (log𝑛/𝜖) worst-case
query time and worst-case update times of 𝑂 (log5 𝑛 · 𝜖−7) per edge
insertion or deletion.

Moreover, at any point, the algorithm can output the corresponding

approximate densest subgraph in time 𝑂 (𝛽 + log𝑛), where 𝛽 is the

number of vertices in the output.

1.3 Organization
In Section 2, we define essential notation, and formulate DSP as a

linear program. In Section 3, we give our primary result - a fully

dynamic 1 + 𝜖 approximation algorithm for DSP with updates in

worst-case time polylog(𝑛, 𝜖−1). In Section 4, we extend our results

from Section 3 to vertex-weighted graphs. In Section 5, we give a

detailed reduction from directed DSP to undirected vertex-weighted

DSP.

2 PRELIMINARIES
We represent any undirected graph 𝐺 as 𝐺 = ⟨𝑉 , 𝐸⟩, where 𝑉 is

the set of vertices in 𝐺 , 𝐸 is the set of edges in 𝐺 . For any subset of

vertices 𝑆 ⊆ 𝑉 , we denote using 𝐸 (𝑆) the subset of all edges within
𝑆 .
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We define 𝜌𝐺 (𝑆) as the density of subgraph induced by 𝑆 in 𝐺 ,

i.e.,

𝜌𝐺 (𝑆)
def

=
|𝐸 (𝑆) |
|𝑆 | .

The maximum subgraph density of 𝐺 , 𝜌∗
𝐺
, is simply the maximum

among all subgraph densities, i.e.,

𝜌∗𝐺
def

= max

𝑆⊆𝑉
𝜌𝐺 (𝑆) .

2.1 LP Formulation and Dual
The following is a well-known LP formulation of the densest sub-

graph problem, introduced in [20]. Associate each vertex 𝑣 with

a variable 𝑥𝑣 ∈ {0, 1}, where 𝑥𝑣 = 1 signifies 𝑣 being included in

𝑆 . Similarly, for each edge, let 𝑦𝑒 ∈ {0, 1} denote whether or not
it is in 𝐸 (𝑆). Relaxing the variables to be real numbers, we get the

following LP, which we denote by Primal(𝐺), whose optimal is

known to be 𝜌∗
𝐺
.

Primal(𝐺)

maximize

∑
𝑒∈𝐸

𝑦𝑒

subject to 𝑦𝑒 ≤ 𝑥𝑢 , 𝑥𝑣, ∀𝑒 = 𝑢𝑣 ∈ 𝐸∑
𝑣∈𝑉

𝑥𝑣 ≤ 1,

𝑦𝑒 ≥ 0, 𝑥𝑣 ≥ 0, ∀𝑒 ∈ 𝐸,∀𝑣 ∈ 𝑉

As in [9, 62], we take greater interest in the dual of the above

problem. Let 𝑓𝑒 (𝑢) be the dual variable associated with the first

2𝑚 constraints of the form 𝑦𝑒 ≤ 𝑥𝑢 in Primal(𝐺), and let 𝐷 be

associated with the last constraint. We get the following LP, which

we denote by Dual(𝐺).

Dual(𝐺)

minimize 𝐷

subject to 𝑓𝑒 (𝑢)+𝑓𝑒 (𝑣) ≥ 1, ∀𝑒 = 𝑢𝑣 ∈ 𝐸∑
𝑒∋𝑣

𝑓𝑒 (𝑣) ≤ 𝐷, ∀𝑣 ∈ 𝑉

𝑓𝑒 (𝑢) ≥ 0, 𝑓𝑒 (𝑣) ≥ 0, ∀𝑒 = 𝑢𝑣 ∈ 𝐸

This LP can be visualized as follows. Each edge 𝑒 = 𝑢𝑣 has a load of

1, which it wants to assign to its end points: 𝑓𝑒 (𝑢) and 𝑓𝑒 (𝑣) such
that the total load on each vertex is at most 𝐷 . The objective is to

find the minimum 𝐷 for which such a load assignment is feasible.

For a fixed 𝐷 , the above formulation resembles a bipartite graph

between edges and vertices. Then, the problem is similar to a bipar-

tite 𝑏-matching problem [13], where the demands on one side are

at most 𝐷 , and the other side are at least 1.

From strong duality, we know that the optimal objective values

of both linear programs are equal, i.e., exactly 𝜌∗
𝐺
. Let 𝜌𝐺 be the

objective of any feasible solution to Primal(𝐺). Similarly, let 𝜌𝐺
be the objective of any feasible solution to Dual(𝐺). Then, by
optimality of 𝜌∗

𝐺
and weak duality,

𝜌𝐺 ≤ 𝜌∗𝐺 ≤ 𝜌𝐺 . (1)

3 FULLY DYNAMIC ALGORITHM
In this section, we describe the main result of the paper: a de-

terministic fully-dynamic algorithm which maintains a (1 − 𝜖)-
approximation to the densest subgraph problem in poly(log𝑛, 𝜖−1)
worst-case time per update.

3.1 Intuition and Overview
At a high level, our approach is to view the densest subgraph prob-

lem via its dual problem, i.e., “assigning" each edge fractionally to

its endpoints (as we discuss in Section 2). We view this as a load

distribution problem, where each vertex is assigned some load from

its incident edges. Then, the objective of the problem is simply to

find an assignment such that the maximum vertex load is mini-

mized. It is easy to verify that an optimal load assignment in the

dual problem is achieved when no edge is able to reassign its load

such that the maximum load among its two endpoints gets reduced.

In other words, local optimality implies global optimality.

In fact, this property holds even for approximately optimal solu-

tions. We show in Section 3.2 that any solution 𝒇 which satisfies

an 𝜂-additive approximation to local optimality guarantees an ap-

proximate global optimal solution with a multiplicative error of at

most 1 −𝑂 (
√
𝜂 log𝑛/𝜌𝐺 ), where 𝜌𝐺 denotes the maximum vertex

load in 𝒇 . Here, an 𝜂-additive approximation implies that for any

edge, the maximum among its endpoint loads can only be reduced

by at most 𝜂 by reassigning the edge. So, given an estimate of 𝜌𝐺
and a desired approximation factor 𝜖 , we can deduce the required

slack parameter 𝜂, which we will alternatively denote as a function

𝜂 (𝜌𝐺 , 𝜖).
To do away with fractional edge assignments, in Section 3.3

we scale up the graph by duplicating each edge an appropriate

number of times. When 𝜂 is an integer, one can always achieve

an 𝜂-additive approximation to local optimality by assigning each

edge completely to one of its endpoints. We visualize such a load

assignment via a directed graph, by orienting each edge towards

the vertex to which it is assigned. Now, the load on every vertex 𝑣 is

simply its in-degree 𝒅in (𝑣). Then, an 𝜂-approximate local optimal

solution is achieved by orienting each edge such that there is no

edge
−→𝑢𝑣 with 𝒅in (𝑣) − 𝒅in (𝑢) > 𝜂, because otherwise, we can flip

the edge to achieve a better local solution. Let us call this a locally

𝜂-stable oriented graph.

This leaves the following challenges in extending this idea to a

fully dynamic algorithm:

(1) How can we maintain a locally 𝜂-stable oriented graph under

insertion/deletion operations efficiently?

(2) How do we maintain an accurate estimate of 𝜂 while the

graph (and particularly 𝜌𝐺 ) undergoes changes?

In Sections 3.4 and 3.5, we solve the first issue using a technique

similar to that used by Kopelowitz et al. [44] for the graph orien-

tation problem. When an edge is inserted or deleted, it causes a

vertex to change its in-degree, which might cause an incident edge

to break the invariant for local 𝜂-stability. If we flip the edge to fix

this instability, it might cause further instabilities. To avoid this

cascading of unstable edges, we first identify a maximal chain of

“tight" edges - edges that are close to breaking the local stability

constraint, and flip all edges in such a chain. This way, we only

increment the degree of the last vertex in the chain. Since the chain
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was maximal, this increment maintains the stability condition. By

defining a “tight" edge appropriately, and applying the same argu-

ment to the deletion operation, we show that each update incurs at

most 𝑂 (𝜌𝐺/𝜂) flips. This chain of tight edges closely relates to the

concept of augmenting paths in network flows [26] and matchings

[24, 51], which seems fitting, considering our intuition that densest

subgraph relates closely to these problems.

In Section 3.6, we solve the second issue - by simply running

the algorithm for 𝑂 (log𝑛) values of 𝜂, and using the appropriate

version of the algorithm to query the solution.

3.2 Sufficiency of Local Approximation
From Equation 1, we know that the optimal solution to Dual(𝐺)
gives the exactmaximum subgraph density of𝐺 , 𝜌∗

𝐺
. Let us interpret

the variables of Dual(𝐺) as follows:
• Every edge 𝑒 = 𝑢𝑣 assigns itself fractionally to one of its two

endpoints. 𝑓𝑒 (𝑢) and 𝑓𝑒 (𝑣) denote these fractional loads.
• ∑

𝑒∋𝑣 𝑓𝑒 (𝑣) is the total load assigned to 𝑣 . We denote this

using ℓ𝑣 .

• The objective is simply max𝑣∈𝑉 ℓ𝑣 .

If there is any edge 𝑒 = 𝑢𝑣 such that 𝑓𝑒 (𝑢) > 0 and ℓ𝑢 > ℓ𝑣 . Then

𝑒 can transfer an infinitesimal amount of load from 𝑢 to 𝑣 while

not increasing the objective. Hence, there always exists an optimal

solution where for any edge 𝑒 = 𝑢𝑣 , 𝑓𝑒 (𝑢) > 0 =⇒ ℓ𝑢 ≤ ℓ𝑣 . Using

this intuition, we write the approximate version of Dual(𝐺) by
providing a slack of 𝜂 to the above condition. We call this relaxed

LP as Dual(𝐺,𝜂).

Dual(𝐺,𝜂)

ℓ𝑣=
∑
𝑒∋𝑣

𝑓𝑒 (𝑣) ∀𝑢 ∈ 𝑉

𝑓𝑒 (𝑢) + 𝑓𝑒 (𝑣)= 1, ∀𝑒 = 𝑢𝑣 ∈ 𝐸
𝑓𝑒 (𝑢), 𝑓𝑒 (𝑣)≥ 0, ∀𝑒 = 𝑢𝑣 ∈ 𝐸

ℓ𝑢≤ ℓ𝑣 + 𝜂, ∀𝑒 = 𝑢𝑣 ∈ 𝐸, 𝑓𝑒 (𝑢) > 0

Theorem 3.1 states that this local condition is, in fact, also suffi-

cient to achieve global near-optimality. Specifically, it shows that

Dual(𝐺,𝜂) provides a 1/(1−𝜖)-approximation to 𝜌∗
𝐺
, where 𝜂 is a

parameter depending on 𝜖 described later. Kopelowitz et al. [44] use

an identical argument to show the sufficiency of local optimality

for the graph orientation problem.

Theorem 3.1. Given an undirected graph𝐺 with 𝑛 vertices, let 𝒇 , ℓ̂

denote any feasible solution to Dual(𝐺,𝜂), and let 𝜌𝐺
def

= max𝑣∈𝑉 ℓ̂𝑣 .

Then, (
1 − 3

√
𝜂 log𝑛

𝜌𝐺

)
· 𝜌𝐺 ≤ 𝜌∗𝐺 ≤ 𝜌𝐺 .

Proof. Any feasible solution of Dual(𝐺,𝜂) is also a feasible

solution of Dual(𝐺), and so we have 𝜌∗
𝐺
≤ 𝜌𝐺 .

Denote by 𝑇𝑖 the set of vertices with load at least 𝜌𝐺 − 𝜂𝑖 , i.e.,
𝑇𝑖

def

=
{
𝑣 ∈ 𝑉 | ℓ̂𝑣 ≥ 𝜌𝐺 − 𝜂𝑖

}
. Let 0 < 𝑟 < 1 be some adjustable

parameter we will fix later. We define 𝑘 to be the maximal integer

such that for any 1 ≤ 𝑖 ≤ 𝑘 , |𝑇𝑖 | ≥ |𝑇𝑖−1 | (1 + 𝑟 ) . Note that such a

maximal integer 𝑘 always exists because there are finite number

of vertices in 𝐺 and the size of 𝑇𝑖 grows exponentially. By the

maximality of 𝑘 , |𝑇𝑘+1 | < |𝑇𝑘 | (1 + 𝑟 ) . In order to bound the density

of this set 𝑇𝑘+1, we compute the total load on all vertices in 𝑇𝑘 . For

any 𝑢 ∈ 𝑇𝑘 , the load on 𝑢 is given by

ℓ̂𝑢 =
∑
𝑢𝑣∈𝐸

ˆ𝑓𝑢𝑣 (𝑢) .

However, we know that 𝑓𝑢𝑣 (𝑢) > 0 =⇒ ℓ̂𝑣 ≥ ℓ̂𝑢 − 𝜂, and hence

we only need to count for 𝑣 ∈ 𝑇𝑘+1. Summing over all vertices in

𝑇𝑘+1, we get∑
𝑢∈𝑇𝑘

ℓ̂𝑢 =
∑

𝑢∈𝑇𝑘 ,𝑣∈𝑇𝑘+1

ˆ𝑓𝑢𝑣 (𝑢) ≤
∑

𝑢∈𝑇𝑘+1,𝑣∈𝑇𝑘+1

ˆ𝑓𝑢𝑣 (𝑢) = |𝐸 (𝑇𝑘+1) |.

Consider the density of set 𝑇𝑘+1,

𝜌𝐺 (𝑇𝑘+1) =
|𝐸 (𝑇𝑘+1) |
|𝑇𝑘+1 |

≥
∑
𝑢∈𝑇𝑘 ℓ̂𝑢
|𝑇𝑘+1 |

≥ |𝑇𝑘 | · (𝜌𝐺 − 𝜂𝑘)|𝑇𝑘+1 |
,

where the last inequality follows from the definition of 𝑇𝑘 .

Using the fact that |𝑇𝑘 |/|𝑇𝑘+1 | > 1/(1 + 𝑟 ) ≥ 1 − 𝑟 ,

𝜌𝐺 (𝑇𝑘+1) ≥ (1 − 𝑟 ) (𝜌𝐺 − 𝜂𝑘) ≥ 𝜌𝐺 (1 − 𝑟 )
(
1 − 2𝜂 log𝑛

𝑟 · 𝜌𝐺

)
,

where the last inequality comes from the fact that 𝑛 ≥ |𝑇𝑘 | ≥
(1 + 𝑟 )𝑘 , which implies that 𝑘 ≤ log1+𝑟 𝑛 ≤ 2 log𝑛/𝑟 .

Now, we can set our parameter 𝑟 to maximize the term on the

RHS. By symmetry, the maximum is achieved when both terms in

the product are equal and hence we set

𝑟 =

√
2𝜂 log𝑛

𝜌𝐺
.

This gives

𝜌𝐺 (𝑇𝑘+1) ≥ 𝜌𝐺 ·
(
1 −

√
2𝜂 log𝑛

𝜌𝐺

)2
≥ 𝜌𝐺 ·

(
1 − 2

√
2𝜂 log𝑛

𝜌𝐺

)
≥ 𝜌𝐺 ·

(
1 − 3

√
𝜂 log𝑛

𝜌𝐺

)
.

Lastly, since 𝜌𝐺 (𝑇𝑘+1) can be at most the maximum subgraph

density 𝜌∗
𝐺
, the theorem follows. □

The set𝑇𝑘+1, in the above proof, is actually a subgraph of𝐺 with

density at least 𝜌∗
𝐺
(1− 3

√
𝜂 log𝑛/𝜌𝐺 ). However, we need the exact

value of 𝜌𝐺 to find this set. As we will see in later sections, we will

only have access to an estimate 𝜌est of the form: 𝜌est ≤ 𝜌𝐺 ≤ 2𝜌est .

So, if we instead set

𝑟 =

√
2𝜂 log𝑛

𝜌est
, (2)

we get

𝜌𝐺 (𝑇𝑘+1) ≥ 𝜌𝐺 ·
(
1 −

√
2𝜂 log𝑛

𝜌𝐺

) (
1 − 2

√
𝜂 log𝑛

𝜌𝐺

)
≥ 𝜌𝐺 ·

(
1 − 4

√
𝜂 log𝑛

𝜌𝐺

)
.
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Using the fact that 𝜌𝐺 ≥ 𝜌∗
𝐺
, 𝜌est gives us the following corollary.

Corollary 3.2.

𝜌𝐺 (𝑇𝑘+1) ≥ 𝜌∗𝐺 ·
(
1 − 4

√
𝜂 log𝑛

𝜌est

)
,

where 𝑇𝑘+1 is as defined in the proof of Theorem 3.1, using the value

of 𝑟 as defined in (2).

We can now set 𝜂 corresponding to the desired error 𝜖 and the

estimate 𝜌est.

3.3 Equivalence to the Graph Orientation
Problem

To obtain an 𝜖 approximation, we need to set 𝜂 =
𝜖2𝜌est

16 log𝑛
. For

simpler analysis and to avoid working with fractional loads, we

duplicate each edge 𝛼
def

=
64 log𝑛

𝜖2
times. By doing this, we ensure

that 𝜌est ≥ 𝜌𝐺/2 ≥ 𝜌∗
𝐺
/2 ≥ 𝛼/4, and thus, 𝜂 ≥ 1. This means we

can do away with fractional assignments of edges and so each edge

𝑢, 𝑣 is now assigned to either𝑢 or 𝑣 . We can now frame the question

as follows:

Given an undirected graph𝐺 and an integer 𝜂, we want to

assign directions to edges in such a way that for any edge

−→𝑢𝑣 ,
𝒅in (𝑣) ≤ 𝒅in (𝑢) + 𝜂.

The above graph orientation problem, i.e., dynamically orienting

edges of a graph tominimize themaximum in-degree, is well studied

[18, 44, 45]. Kopelowitz et al. give an efficient dynamic algorithm for

the problem, where the update time depends on the arboricity
4
of

the graph with worst-case time bounds. Our technique for inserting

and deleting edges mimics the algorithm by Kopelowitz et al. [44].

However, for our problem, the slack parameter 𝜂 grows linearly

with themaximum vertex load. Hence, we can exploit this additional

power to arrive at worst-case times independent of any measure

of actual density in the graph. Additionally, to bound the cost of a

vertex informing its updated degree to its neighbors, we use a lazy

round-robin informing technique, in which not all neighbors are

always informed of the latest updates. We expand on these details

in the rest of the section.

3.4 Data Structure for Edge Flipping in
Directed Graphs

At the lowest level, we want to build a data structure that maintains

a directed graph undergoing changes. Ideally, we want each vertex

to know its neighbors’ labels, so that we can quickly find any edge

violating or exactly satisfying the approximation condition. We

refer to the latter as a tight edge. However, this property is expensive

because each vertex could possibly have too many neighbors to

inform. Specifically, each vertex could have up to 𝜌𝐺 in-neighbors

and as many as 𝑛 − 1 out-neighbors.

4
Arboricity is an alternate measure of density defined as 𝛼𝐺 (𝑉 ) = |𝐸 (𝑉 ) |/( |𝑉 | − 1) ,
and is within𝑂 (1) of our density measure.

We deal with this issue in the following way. Since a vertex can

have Ω(𝑛) out-neighbors, it does not inform its changes to its out-

neighbors, but only its in-neighbors. So, any vertex remembers the

labels of its out-neighbors. Hence, it is easy to find a tight outgoing

edge; however, to find a tight incoming edge, we need to query the

labels of all its in-neighbors. Hence, both the update subroutines

and finding a tight incoming edge - use as many as 𝜌𝐺 operations.

However, 𝜌𝐺 can also get prohibitively large when the graph

sees many insertions, and can reach Ω(𝑛) (e.g. in a clique). To tackle
this, we relax the requirement for tightness of an edge: we say that

an edge
−→𝑢𝑣 is tight if 𝒅in (𝑣) ≥ 𝒅in (𝑢) + 𝜂/2. Now, finding a tight

edge becomes less strict - importantly it now suffices to update

one’s in-neighbors (or query one’s in-neighbors) once every 𝜂/4
iterations. So, in each update, a vertex 𝑣 only informs 4𝒅in (𝑣)/𝜂 of

its neighbors in round-robin fashion. This reduces the number of

operations to 𝑂 (𝛼) per update, as desired.

Lemma 3.3. There exists a data structure

LazyDirectedLabels(𝐺,𝜂) which can maintain a directed

graph 𝐺 (𝑉 , 𝐸), appended with vertex labels 𝑑 : 𝑉 ↦→ Z+ while

undergoing the following operations:

• add
(−→𝑢𝑣) : add an edge into 𝐺 ,

• remove
(−→𝑢𝑣) : remove an edge from 𝐺 ,

• increment(𝑢): increment 𝑑 (𝑢) by 1,

• decrement(𝑢): decrement 𝑑 (𝑢) by 1,

• flip
(−→𝑢𝑣) : flip the direction of an edge in 𝐺 ,

• tight_in_nbr(𝑢): find an in-neighbor 𝑣 with 𝑑 (𝑣) ≤ 𝑑 (𝑢) −
𝜂/2, and
• tight_out_nbr(𝑢): find an out-neighbor 𝑣 with 𝑑 (𝑣) ≥
𝑑 (𝑢) + 𝜂/2.
• label(𝑢): output 𝑑 (𝑢).
• max_label(): output max𝑣∈𝑉 𝑑 (𝑣).
• maximal_label_set(𝑟 ): Output all elements with labels ≥
max_label() − 𝜂 · 𝑖 , where 𝑖 is the smallest integer such that

|labels ≥ 𝜂 · (𝑖 + 1) | < (1 + 𝑟 ) |labels ≥ 𝜂 · 𝑖 |.
Moreover, the operations add, remove and flip can be processed in

𝑂 (log𝑛) time; tight_in_nbr, increment and decrement can be

processed in 𝑂 (𝛼) time; and tight_out_nbr and max_label can

be processed in 𝑂 (1) time. maximal_label_set can be processed in

time in the order of the output size.

The pseudocode for this data structure is in Algorithm 1.

Proof. The correctness of the data structure follows from the

description in Algorithm 1. The operation add involves inserting
an element into a list and a priority queue - giving a worst-case

runtime of 𝑂 (log𝑛). The runtimes for remove and flip follow

similarly. The operations increment and decrement involve 1 up-

date to a balanced BST and 𝑂 (𝛼) priority-queue updates, giving a
worst-case runtime of 𝑂 (𝛼 log𝑛) per call. tight_in_nbr queries

𝑂 (𝛼) neighbors, resulting in a worst-case runtime of 𝑂 (𝛼) per call.
tight_out_nbr, label and max_label simply check an element

pointer, resulting in a 𝑂 (1) runtime. Lastly, maximal_label_set
traverses a balanced BST, until it exceeds the desired threshold. The

time taken is 𝑂 (𝛽 + log𝑛) where 𝛽 is the number of elements read,

which is also the size of the output. □
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We maintain the following global data structure:

• Labels: Balanced binary search tree with all labels. We store the max element separately.

Each vertex 𝑢 maintains the following data structures:

• 𝑑 (𝑢): 𝑢’s label, initialized to 0.

• InNbrs𝑢 : List of 𝑢’s in-neighbors, initialized to ∅.
• OutNbrs𝑢 : Max-priority queue of 𝑢’s out-neighbors indexed using 𝑑𝑢 , initialized to ∅.

Operation add(−→𝑢𝑣)
Add 𝑢 to InNbrs𝑣

Add 𝑣 to OutNbrs𝑢 with key 𝑑𝑢 (𝑣) ← 𝑑 (𝑣)

Operation remove(−→𝑢𝑣)
Remove 𝑢 from InNbrs𝑣

Remove 𝑣 from OutNbrs𝑢

Operation flip(−→𝑢𝑣)
remove(−→𝑢𝑣)
add(−→𝑣𝑢)

Operation increment(𝑢)
𝑑 (𝑢) ← 𝑑 (𝑢) + 1
Update 𝑑 (𝑢) in Labels

for 𝑣 ∈ the next 4𝒅in (𝑢)
𝜂 InNbrs𝑢 do

Update 𝑑𝑣 (𝑢) ← 𝑑 (𝑢) in OutNbrs𝑣

Operation decrement(𝑢)
𝑑 (𝑢) ← 𝑑 (𝑢) − 1
Update 𝑑 (𝑢) in Labels

for 𝑣 ∈ the next 4𝒅in (𝑢)
𝜂 InNbrs𝑢 do

Update 𝑑𝑣 (𝑢) ← 𝑑 (𝑢) in OutNbrs𝑣

Operation tight_in_nbr(𝑢)

for 𝑣 ∈ the next 4𝒅in (𝑢)
𝜂 InNbrs𝑢 do

if 𝑑 (𝑣) ≤ 𝑑 (𝑢) − 𝜂/2 then return 𝑣

return null
Operation tight_out_nbr(𝑢)

𝑡 ← OutNbrs[𝑢] .max
if 𝑑𝑢 (𝑣) ≥ 𝑑 (𝑢) + 𝜂/2 then return 𝑣

else return null

Operation label()
return 𝑑 (𝑢)

Operation max_label()
return Labels.max

Operation maximal_label_set(𝑟)
𝑚 ← max_label()
do

𝐴← elements ≥ 𝑚 − 𝜂 in Labels

𝐵 ← elements ≥ 𝑚 − 2𝜂 in Labels

𝑚 ←𝑚 − 𝜂
while |𝐵 |/|𝐴| ≥ 1 + 𝑟
return 𝐵

Algorithm 1: LazyDirectedLabels(𝐺,𝜂): A data structure to maintain a directed graph with vertex labels. 𝑉 and 𝜂 are known.

3.5 Fully Dynamic Algorithm for a Given
Density Estimate

Here, we assume that an estimate of 𝜌∗
𝐺

(equivalently, an esti-

mate of 𝜌𝐺 ) is known. We denote this estimate as 𝜌est, where

𝜌est ≤ 𝜌𝐺 ≤ 2𝜌est . Using this, we can compute the appropri-

ate 𝜂 (𝜌est, 𝜖) def

= 2𝜌est/𝛼 . Recall that 𝛼 was defined as 𝛼
def

=

64 log𝑛 · 𝜖−2. From Section 3.4, we have an efficient data struc-

ture to maintain a directed graph, which we will use to maintain

a locally 𝜂-stable orientation. This in turn gives a fully dynamic

algorithm which processes updates efficiently, as we explain below.

We first define a tight edge in a locally stable oriented graph:

Definition 3.4. An edge
−→𝑢𝑣 is said to be tight if 𝒅in (𝑣) ≥ 𝒅in (𝑢) +

𝜂/2.

Now, consider inserting an edge
−→𝑥𝑦 into a locally 𝜂-stable ori-

ented graph. Since 𝑦’s in-degree increases, it could potentially have

an in-neighbor 𝑧 such that 𝒅in (𝑧) < 𝒅in (𝑦) − 𝜂. Note that for this
to happen,

−→𝑧𝑦 was necessarily a tight edge. To “fix" this break in

stability, we flip the edge 𝑦𝑧; however, this causes 𝑤 ’s in-degree

to increase, which we now possibly need to fix. Before explaining

how we circumvent this issue, let us define a maximal tight chain.

Definition 3.5. A maximal tight chain from a vertex 𝑣 is a path of

tight edges
−−→𝑢𝑣1,−−−→𝑣1𝑣2, . . . ,−−→𝑣𝑘𝑤 , such that 𝑤 has no tight outgoing

edges.

A maximal tight chain to a vertex 𝑣 is a path of tight edges

−−→𝑤𝑣1,
−−−→𝑣1𝑣2, . . . ,−−→𝑣𝑘𝑣 , such that𝑤 has no tight incoming edges.

Now, instead of fixing the “unstable" edge caused by the increase

in 𝑦’s in-degree right away, we instead find a maximal tight chain

to 𝑦 and flip all the edges in the chain. This way, the in-degrees of

all vertices in the chain except the start remain the same. Due to

the maximality of the chain, the start of the chain has no incoming

tight edges, and hence increasing its in-degree by 1 will not break

local stability. The same argument holds when we delete
−→𝑥𝑦, except

we find a maximal tight chain from 𝑦.

The approximate density is nothing but the highest load in the

graph. For querying the actual subgraph itself, we use the observa-

tion from Section 3.2, where the required subgraph can be found by:

(i) finding sets of vertices with load at most 𝜂 · 𝑖 less than the maxi-

mum (𝑇𝑖 ), and (ii) returning the first𝑇𝑖+1 such that |𝑇𝑖+1 |/|𝑇𝑖 | < 1+𝑟 ,
where 𝑟 is an appropriate function of 𝜂.

Lemma 3.6. There exists a data structure Threshold(𝐺,𝜂) which
can maintain an undirected graph 𝐺 (𝑉 , 𝐸) while undergoing the

following operations:
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• insert(𝑢, 𝑣): insert an edge into 𝐺 ,

• delete(𝑢, 𝑣): delete an edge from𝐺 , and report the vertex with

decreased load

• query_load(𝑢): output the current load of 𝑢.
• query_density(): output a value 𝜌out such that (1−𝜖)𝜌∗𝐺 ≤
𝜌out ≤ 𝜌∗

𝐺
.

• query_subgraph(): output a subgraph with density at least

(1 − 𝜖)𝜌∗
𝐺
.

Moreover, the operation insert takes 𝑂 (𝛼2) time, delete takes

𝑂 (𝛼 log𝑛) time, query takes𝑂 (1) time, and query_subgraph takes
𝑂 (𝛽 + log𝑛) time, where 𝛽 is the size of the output.

The pseudocode for this data structure is in Algorithm 2.

Let us denote by 𝑑𝑢 (𝑣), the apparent label of 𝑣 as seen by 𝑢.

This concept is needed because when the label of a vertex changes,

it doesn’t relay this change to all its in-neighbors immediately.

However, we can claim the following:

Lemma 3.7. The local gap constraint is always maintained, i.e., for

any edge
−→𝑢𝑣 , 𝑑 (𝑣) ≤ 𝑑 (𝑢) + 𝜂.

Proof. There are two ways that this invariant could become

unsatisfied: via a decrement to 𝑢 or an increment to 𝑣 .

Recall that 𝑣 informs each in-neighbor its label once every 𝜂/4
updates, hence |𝑑𝑢 (𝑣) − 𝑑 (𝑣) | cannot be larger than 𝜂/4. 𝑢 only

decrements if it cannot find a tight out-neighbor, which means that

𝑑𝑢 (𝑣) < 𝑑 (𝑢) +𝜂/2. Hence, at any instant that 𝑑 (𝑢) is decremented,

𝑑 (𝑣) ≤ 𝑑 (𝑢) + 3𝜂/4.
On the other hand, 𝑑 (𝑣) is only incremented if 𝑣 cannot find a

tight in-neighbor. Consider the last time that 𝑑 (𝑢) is decremented

before this instant. At this point, 𝑑 (𝑣) ≤ 𝑑 (𝑢) + 3𝜂/4. After this,
there can only be less than 𝜂/4 increments of 𝑑 (𝑣) before it queries
𝑑 (𝑢) and flips. Hence, 𝑑 (𝑣) ≤ 𝑑 (𝑢) + 𝜂. □

Using Lemma 3.7 and Corollary 3.2, we get the following corol-

lary, which shows the correctness of Lemma 3.6.

Corollary 3.8. Let 𝜌out = (1− 𝜖)max𝑣∈𝑉 𝑑 (𝑣). Then, (1− 𝜖)𝜌∗
𝐺
≤

𝜌out ≤ 𝜌∗
𝐺
.

Proof of Lemma 3.6. Corollary 3.8 gives the correctness proof.

It remains to show the time bounds. Note that in both insert
and delete operations, the maximum chain of tight edges can

only be of length at most 2𝜌𝐺/𝜂 = 𝑂 (𝛼). The insert oper-

ation calls add and increment once, flip and tight_in_nbr
𝑂 (𝛼) times. From Lemma 3.3, this results in a worst-case run-

time of 𝑂 (𝛼2) per insertion. The delete operation calls remove
and decrement once, flip and tight_out_nbr 𝑂 (𝛼) times. From

Lemma 3.3, this results in a worst-case runtime of 𝑂 (𝛼 · log𝑛) per
deletion. query_density only needs one max_label call which is

𝑂 (1) worst-case. query_load also needs one label call which is

𝑂 (1) worst-case. Lastly, query_subgraph’s runtime follows from

Lemma 3.3. □

3.6 Overall Algorithm
Now, we have a sufficient basis to show our main theorem, which

we restate:

Theorem 1.1. Given a graph 𝐺 with 𝑛 vertices, there exists a

deterministic fully dynamic (1 + 𝜖)-approximation algorithm for the

densest subgraph problem using 𝑂 (1) worst-case time per query and

𝑂 (log4 𝑛 · 𝜖−6) worst-case time per edge insertion or deletion.

Moreover, at any point, the algorithm can output the corresponding

approximate densest subgraph in time 𝑂 (𝛽 + log𝑛), where 𝛽 is the

number of vertices in the output.

From Section 3.5, we now have an efficient fully dynamic data

structure Threshold(𝐺, 𝜌est, 𝜖) to maintain a 1 − 𝜖 approxima-

tion to the maximum subgraph density, provided the optimum

remains within a constant factor of some estimate 𝜌est. Particularly,

Threshold(𝐺, 𝜌est, 𝜖) requires 𝜌𝐺/𝜂 to be small to work efficiently.

On the other hand, too small an 𝜂 results in a bad approximation

factor.

To ensure that we always work with the right estimate 𝜌est,

we will construct log2 𝑛 copies of Threshold, one copy for each

possible 𝜌est, or equivalently each possible value of 𝜂. In the

𝑖th copy of the data structure, we set 𝜌est
𝑖
← 2𝑖−2𝛼 , and so

𝜂𝑖 ← 2𝑖−1. Let us call this 𝑖th copy of the data structure as

T𝑖 ← Threshold(𝐺, 𝜌est
𝑖

, 𝜖). We also define 𝜂0 = 0 for the sake of

the empty graph.

We say that T𝑖 is accurate if 𝜌est𝑖
≤ 𝜌𝐺 , or equivalently 𝜂𝑖 ≤

2𝜌𝐺/𝛼. Note that we will never use a copy that is not accurate to

deduce the approximate solution. On the other hand, we say that

T𝑖 is affordable if the maximum possible chain length is less than

2𝛼 , i.e., 𝜂𝑖 > 𝜌𝐺/𝛼. On copies that are not affordable, if there are

any additions which can cause the maximum load in that copy to

increase, we hold these off until a later time.

Lastly, note that for any value of 𝜌𝐺 , there is exactly one copy

which is both accurate and affordable. We call this the active copy.

The solution is extracted at any point from this copy. Suppose the

index of the current active copy is 𝑖 . Then, after an insertion, this

can be either 𝑖 or 𝑖 + 1. We first test this by querying the maximum

density in T𝑖+1, and accordingly update the active index. Similarly,

after a deletion, this can be 𝑖 or 𝑖 − 1. For insertions which are

not affordable, we store the edges in a pending list. Consider an

insertion (𝑢, 𝑣) which is not affordable in T𝑖 . This means that the

loads on both 𝑢 and 𝑣 are at the limit (𝜂𝑖𝛼). We save (𝑢, 𝑣) in the

pending list. For T𝑖 to become affordable, one of 𝑢’s or 𝑣 ’s load must

decrease. At this point, we insert (𝑢, 𝑣). The pseudocode for the
overall algorithm is in Algorithm 3.

Notice, importantly, that insertions are made into T𝑖 only when it
is affordable. However, we always allow deletions because these are

either deletions from the pending edges or from the graph currently

stored in T𝑖 , which is still affordable.

Proof of Theorem 1.1. To show the correctness of Algorithm 3,

we need to prove that at all times, 𝜌𝐺/2 ≤ 𝜌estactive < 𝜌𝐺 . We know

that this is true at the start of the algorithm. Assume this property is

true at some instant before an update. When an edge is inserted, the

first inequality might break. So, we test this after every addition and

increment active accordingly. The argument follows similarly for

deletions. However, we also need to make sure that when some T𝑖
is queried, there are no edges remaining in pending𝑖 , otherwise the
queried density could possibly be incorrect. Consider an edge (𝑢, 𝑣)
inserted into pending𝑖 at some point during the algorithm. For T𝑖
to be queried, it must be active, which means that at some point, the

load of either 𝑢 or 𝑣 decreased, causing (𝑢, 𝑣) to be inserted. Even

when there are multiple such edges adjacent to the same high-load
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• Initialize data structure L ← LazyDirectedLabels(𝐺,𝜂) with:
𝐺 = (𝑉 , ∅), 𝛼 ← 64 log𝑛 · 𝜖−2, 𝜂 ← 2𝜌est/𝛼

Operation insert((𝑢, 𝑣))
if 𝑑 (𝑢) ≥ 𝑑 (𝑣) then
L .add

(−→𝑢𝑣)
𝑤 ← 𝑣

else
L .add

(−→𝑣𝑢)
𝑤 ← 𝑢

while L .tight_in_nbr(𝑤) ≠ null do
𝑤 ′ ← L .tight_in_nbr(𝑤)
L .flip

(−−−→
𝑤 ′𝑤

)
𝑤 ← 𝑤 ′

L .increment(𝑤)
Operation query_subgraph()

𝑟 ←
√
2𝜂 log𝑛/𝜌est

return L .maximal_label_set(𝑟 );

Operation delete((𝑢, 𝑣))
if 𝑢 ∈ InNbrs𝑣 then
L .remove

(−→𝑢𝑣)
𝑤 ← 𝑣

else
L .remove

(−→𝑣𝑢)
𝑤 ← 𝑢

while L .tight_out_nbr(𝑤) ≠ null do
𝑤 ′ ← L .tight_out_nbr(𝑤)
L .flip

(−−−→
𝑤𝑤 ′

)
𝑤 ← 𝑤 ′

L .decrement(𝑤)
return(𝑤)

Operation query_density()
return L .max_label × (1 − 𝜖);

Operation query_load(𝑢)
return L .label(𝑢);

Algorithm 2: Threshold(𝐺, 𝜌est, 𝜖): Update routines on𝐺 when an estimate to its maximum load is known. Additionally𝑉 , 𝑛 = |𝑉 |,
and 𝜖 are known.

vertex, we are assured to see at least that many decrements at that

vertex.

From Lemma 3.6, it follows that a query takes 𝑂 (1) worst-case
time, and finding the subgraph takes 𝑂 (𝛽 + log𝑛) time, where 𝛽 is

the size of the output subgraph. Each insert or delete operation is

first duplicated 𝛼 times. Secondly, the updates are made individually

in log2 𝑛 copies of the data structure.

First, note that any insert or delete operation in pending can be

processed in 𝑂 (log𝑛) time. This is also true for searching using a

single end point of an edge owing to the manner in which pending
is defined.

When an edge is added, it makes two load queries and then

possibly inserts in T𝑖 . From Lemma 3.6, this gives a worst-case

runtime of 𝑂 (𝛼3 log𝑛) time per insertion.

As for deleting an edge, it sometimes also requires an insertion

into T𝑖 . Again, plugging in runtimes from Lemma 3.6 gives a worst-

case runtime of 𝑂 (𝛼3 log𝑛) time per deletion. □

4 VERTEX-WEIGHTED DENSEST SUBGRAPH
In this section, we extend the ideas from Section 3 to extend to

graphs with vertex weights. As we will see in Section 5, this exten-

sion is crucial in arriving at efficient dynamic algorithms for DSP

on directed graphs.

Let us first formally define the concept of density in vertex-

weighted graphs. Given a graph𝐺 = ⟨𝑉 , 𝐸,𝑤⟩, where𝑤 : 𝑉 ↦→ Q≥1,
the density of a subgraph induced by a vertex subset 𝑆 ⊆ 𝑉 is

𝜌𝐺 (𝑆)
def

=
|𝐸 (𝑆) |∑
𝑣∈𝑆 𝜔 (𝑣)

.

For ease of notation we denote 𝜔 (𝑆) def= ∑
𝑣∈𝑆 𝜔 (𝑣). Constructing

the approximate dual like in Sections 2 and 3, we get the same

conditions except the load on a vertex 𝑣 is now defined as

ℓ𝑣 =
1

𝜔 (𝑣)
∑
𝑒∋𝑣

𝑓𝑒 (𝑣) .

Let𝜔min and𝜔max denote the smallest and largest vertex weight

in 𝐺 . We multiply all the weights by 1/𝜔min and later divide the

answer by the same amount. This ensures that all weights are at

least 1, and the maximumweight is now given by𝑊
def

= 𝜔max/𝜔min.

We first show that local approximations also suffice for vertex-

weighted DSP. We reuse the notation used in Section 3 for the

exact and approximate dual LP – Dual(𝐺) and Dual(𝐺,𝜂), but
with vertex weights included.

Theorem 4.1. Given an undirected vertex-weighted graph𝐺 with

𝑛 vertices, with maximum vertex weight𝑊 , let
ˆ𝑓 , ℓ̂ denote any feasible

solution to Dual(𝐺,𝜂), and let 𝜌𝐺
def

= max𝑣∈𝑉 ℓ̂𝑣 . Then,(
1 − 3

√
𝜂 log(𝑛𝑊 )

𝜌𝐺

)
· 𝜌𝐺 ≤ 𝜌∗𝐺 ≤ 𝜌𝐺 .

Proof. The proof follows the proof of Theorem 3.1 almost iden-

tically.

Any feasible solution of Dual(𝐺,𝜂) is also a feasible solution of

Dual(𝐺), and so we have 𝜌∗
𝐺
≤ 𝜌𝐺 .

Denote by 𝑇𝑖 the set of vertices with load at least 𝜌𝐺 − 𝜂𝑖 , i.e.,
𝑇𝑖

def

=
{
𝑣 ∈ 𝑉 | ℓ̂𝑣 ≥ 𝜌𝐺 − 𝜂𝑖

}
. Let 0 < 𝛼 < 1 be some adjustable

parameter we will fix later. We define 𝑘 to be the maximal integer

such that for any 1 ≤ 𝑖 ≤ 𝑘 , 𝜔 (𝑇𝑖 ) ≥ 𝜔 (𝑇𝑖−1) · (1 + 𝛼) . Note that
such a maximal integer 𝑘 always exists because there are finite

number of vertices in 𝐺 and the size of 𝑇𝑖 grows exponentially. By

the maximality of 𝑘 , 𝜔 (𝑇𝑘+1) < 𝜔 (𝑇𝑘 ) · (1 + 𝛼) . In order to bound
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• for 𝑖 ← 1 to log2 𝑛 do
𝛼 ← 64 log𝑛 · 𝜖−2; 𝜌est

𝑖
← 2𝑖−2𝛼

Initialize T𝑖 ← Threshold(𝐺, 𝜌est
𝑖

, 𝜖)
Initialize a sorted list of edges pending𝑖 ← ∅ using two balanced BSTs (one sorted using the first vertex of the edge, and another

using the second)

Set active← 0

Operation query()
return Tactive .query()

Operation query_subgraph()
return Tactive .query_subgraph()

Operation insert((𝑢, 𝑣))
for 𝑘 ← 1 to 𝛼 do // duplicating (𝑢, 𝑣) 𝛼 times

for 𝑖 ← log2 𝑛 to active + 1 do T𝑖 .insert((𝑢, 𝑣)) // affordable copies

𝜌 ← Tactive+1 .query()
if 𝜌 ≥ 2𝜌estactive then active← active + 1
else Tactive .insert((𝑢, 𝑣))
for 𝑖 ← active − 1 to 1 do // unaffordable copies

ℓ𝑢 ← T𝑖 .query_load(𝑢); ℓ𝑣 ← T𝑖 .query_load(𝑣)
if both ℓ𝑢 , ℓ𝑣 ≥ 2𝜌est then add (𝑢, 𝑣) to pending𝑖
else T𝑖 .insert((𝑢, 𝑣)) // edge is still insertable

Operation delete((𝑢, 𝑣))
for 𝑘 ← 1 to 𝛼 do // duplicating (𝑢, 𝑣) 𝛼 times

for 𝑖 ← log2 𝑛 to active + 1 do T𝑖 .delete((𝑢, 𝑣)) // affordable copies

𝜌 ← Tactive .query()
if 𝜌 < 𝜌est then

active← active − 1
Tactive .delete((𝑢, 𝑣))

for 𝑖 ← active − 1 to 1 do // unaffordable copies
if (𝑢, 𝑣) ∈ pending𝑖 then remove one copy of (𝑢, 𝑣) from pending𝑖
else

𝑤 ← T𝑖 .delete((𝑢, 𝑣)) // 𝑤’s load was decremented

if (𝑤,𝑤 ′) ∈ pending𝑖 for any𝑤 ′ then
T𝑖 .insert((𝑤,𝑤 ′))
Remove (𝑤,𝑤 ′) from pending𝑖

Algorithm 3:Main update algorithm. 𝑉 , 𝑛 = |𝑉 |, and 𝜖 are known quantities.

the density of this set𝑇𝑘+1, we compute the total load on all vertices

in 𝑇𝑘 . For any 𝑢 ∈ 𝑇𝑘 , the load on 𝑢 is given by

ℓ̂𝑢 =
1

𝜔 (𝑢)
∑
𝑢𝑣∈𝐸

ˆ𝑓𝑢𝑣 (𝑢)

However, we know that

𝑓𝑢𝑣 (𝑢) > 0 =⇒ ℓ̂𝑣 ≥ ℓ̂𝑢 − 𝜂
and hence we only need to count for 𝑣 ∈ 𝑇𝑘+1. Summing over all

vertices in 𝑇𝑘+1, we get∑
𝑢∈𝑇𝑘

𝜔 (𝑢)ℓ̂𝑢 =
∑

𝑢∈𝑇𝑘 ,𝑣∈𝑇𝑘+1

ˆ𝑓𝑢𝑣 (𝑢) ≤
∑

𝑢∈𝑇𝑘+1,𝑣∈𝑇𝑘+1

ˆ𝑓𝑢𝑣 (𝑢) = |𝐸 (𝑇𝑘+1) |.

Consider the density of set 𝑇𝑘+1,

𝜌 (𝑇𝑘+1) =
|𝐸 (𝑇𝑘+1) |
𝜔 (𝑇𝑘+1)

≥
∑
𝑢∈𝑇𝑘 ℓ̂𝑢

𝜔 (𝑇𝑘+1)
≥ 𝜔 (𝑇𝑘 ) · (𝜌𝐺 − 𝜂𝑘)

𝜔 (𝑇𝑘+1)
,

where the last inequality follows from the definition of 𝑇𝑘 .

Since 𝜌 (𝑇𝑘+1) can be at most the maximum subgraph density

𝜌∗
𝐺
, and using the fact that 𝜔 (𝑇𝑘 )/𝜔 (𝑇𝑘+1) > 1/(1 + 𝛼) ≥ 1 − 𝛼 ,

𝜌∗𝐺 ≥ (1 − 𝛼) (𝜌𝐺 − 𝜂𝑘) ≥ 𝜌𝐺 (1 − 𝛼)
(
1 − 2𝜂 log(𝑛𝑊 )

𝛼 · 𝜌𝐺

)
,

where the last inequality comes from the fact that 𝑛𝑊 ≥ 𝜔 (𝑇𝑘 ) ≥
(1 + 𝛼)𝑘 , which implies that 𝑘 ≤ log1+𝛼 (𝑛𝑊 ) ≤ 2 log(𝑛𝑊 )/𝛼 .

Now, we can set our parameter 𝛼 to maximize the term on the

RHS. By symmetry, the maximum is achieved when both terms in

the product are equal and hence we set

𝛼 =

√
2𝜂 log(𝑛𝑊 )

𝜌𝐺
.
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This gives

𝜌∗𝐺 ≥ 𝜌𝐺 ·
(
1 −

√
2𝜂 log(𝑛𝑊 )

𝜌𝐺

)2
≥ 𝜌𝐺 ·

(
1 − 2

√
2𝜂 log(𝑛𝑊 )

𝜌𝐺

)
≥ 𝜌𝐺 ·

(
1 − 3

√
𝜂 log(𝑛𝑊 )

𝜌𝐺

)
. □

Once again, scaling the graph up by a factor of 𝛼
def

=
64 log(𝑛𝑊 )

𝜖2
,

we can frame the question as the following graph orientation prob-

lem:

Given an undirected graph𝐺 with vertex-weights𝑤 : 𝑉 ↦→
Q+ and a slack parameter 𝜂, we want to assign directions

to edges in such a way that for any edge 𝑢 → 𝑣 ,

𝒅in (𝑣)
𝜔 (𝑣) ≤

𝒅in (𝑢)
𝜔 (𝑢) + 𝜂.

To adapt the data structure from Algorithm 1, we only need to

make the following change:

• increment(𝑢) and decrement(𝑢) no longer incre-

ment/decrement by 1 but by 1/𝜔 (𝑢).
• Each entry in the Labels data structure is additionally ap-

pended with vertex weights - because instead of comput-

ing |𝐴| and |𝐵 |, we need to compute 𝜔 (𝐴) and 𝜔 (𝐵) in
maximal_label_set.
• Since we assumed that 𝜔 (𝑣) ≥ 1 for all 𝑣 ∈ 𝑉 , we do not

have to adjust the conditions for tight edges.

Once we are provided with an estimate of 𝜌𝐺 , we can use the

data structure from Algorithm 2 without any changes. Similar to

Section 3.6, we now need to guess a value for 𝜌𝐺 . Notice that

the range of values can now be 𝑂 (𝑛𝑊 ). Hence, using 𝑂 (log(𝑛𝑊 ))
values, we can apply Algorithm 3 to also solve the vertex-weighted

version of DSP.

This gives us the following result.

Theorem 4.2. Given a vertex-weighted graph𝐺 with 𝑛 vertices,

and vertex-weights in the range 𝜔min and 𝜔max, there exists a de-

terministic fully dynamic (1 − 𝜖)-approximation algorithm for the

densest subgraph problem on 𝐺 using 𝑂 (1) worst-case query time

and worst-case update times of𝑂 (log4 (𝑛𝑊 ) · 𝜖−6) per edge insertion
or deletion.

Moreover, at any point, the algorithm can output the corresponding

approximate densest subgraph in time 𝑂 (𝛽 + log𝑛), where 𝛽 is the

number of vertices in the output.

5 DIRECTED DENSEST SUBGRAPH
The directed version of the densest subgraph problem was intro-

duced by Kannan and Vinay [41]. In a directed graph𝐺 = ⟨𝑉 , 𝐸⟩, for
a pair of sets 𝑆,𝑇 ⊆ 𝑉 , we denote using 𝐸 (𝑆,𝑇 ) the set of directed
edges going from a vertex in 𝑆 to a vertex in 𝑇 . The density of a

pair of sets 𝑆,𝑇 ⊆ 𝑉 is defined as:

𝜌𝐺 (𝑆,𝑇 )
def

=
|𝐸 (𝑆,𝑇 ) |√
|𝑆 | |𝑇 |

.

The maximum subgraph density of 𝐺 is then defined as:

𝜌∗𝐺
def

= max

𝑆,𝑇 ⊆𝑉
𝜌𝐺 (𝑆,𝑇 ) .

Note that we use the same notation for density for undirected and

directed graphs, as the distinction is clear from the graph in the

subscript.

Charikar [20] reduced directed DSP to𝑂 (𝑛2) instances of solving
an LP, and also observed that only 𝑂 (log𝑛/𝜖) suffice to extract

a (1 − 𝜖) approximation. Khuller and Saha [43] used the same

reduction, but further simplified the algorithm to𝑂 (1) instances of
a parametrized maximum flow problem.

In this section, we recount this reduction, but by visualizing

the problem reduced to as a densest subgraph problem on vertex-

weighted graphs, as defined in Section 4.

5.1 Reduction from Directed DSP to
Vertex-weighted Undirected DSP

Given a directed graph 𝐺 = ⟨𝑉 , 𝐸⟩ and a parameter 𝑡 > 0, we

construct a vertex-weighted undirected graph

𝐺𝑡 = ⟨𝑉𝑡 , 𝐸𝑡 , 𝜔𝑡 ⟩

where,

• 𝑉𝑡
def

= 𝑉
(𝐿)
𝑡 ∪𝑉 (𝑅)𝑡 , in which 𝑉

(𝐿)
𝑡 and 𝑉

(𝑅)
𝑡 are both clones

of the original vertex set 𝑉 ;

• 𝐸𝑡
def

=

{
(𝑢, 𝑣) | 𝑢 ∈ 𝑉 (𝐿)𝑡 , 𝑣 ∈ 𝑉 (𝑅)𝑡 , (𝑢, 𝑣) ∈ 𝐸

}
projects each

original directed edge (𝑢, 𝑣) ∈ 𝐸 into an undirected edge

between 𝑉
(𝐿)
𝑡 and 𝑉

(𝑅)
𝑡 , and

• 𝜔𝑡 (𝑢)
def

=

{
1/2𝑡 𝑢 ∈ 𝑉 (𝐿)𝑡

𝑡/2 𝑢 ∈ 𝑉 (𝑅)𝑡

To understand the intuition behind this reduction, consider a pair

of sets 𝑆,𝑇 ⊆ 𝑉 . Consider the set 𝑆 (𝐿) corresponding to 𝑆 in 𝑉
(𝐿)
𝑡 ,

and the set 𝑇 (𝑅) corresponding to 𝑇 in 𝑉
(𝑅)
𝑡 . 𝜌𝐺 (𝑆,𝑇 ) = |𝐸 (𝑆,𝑇 ) |√

|𝑆 | |𝑇 |
,

whereas 𝜌𝐺𝑡
(𝑆 (𝐿) ∪𝑇 (𝑅) ) = 2 |𝐸 (𝑆,𝑇 ) |

(1/𝑡 ) |𝑆 |+𝑡 |𝑇 | . Picking 𝑡 carefully lets

us relate the two notions, leveraging the AM-GM inequality as

indicated by the two denominators. Lemmas 5.1 and 5.2 show this

relation in detail.

Lemma 5.1. For any directed graph𝐺 = ⟨𝑉 , 𝐸⟩, let𝐺𝑡 be defined as

above. Then for any choice of parameter 𝑡 ,

𝜌∗𝐺 ≥ 𝜌∗𝐺𝑡
.

Proof. Let 𝑆 (𝐿) ∪ 𝑇 (𝑅) denote the densest (vertex-weighted)

subgraph in 𝐺𝑡 , where 𝑆
(𝐿) ∈ 𝑉 (𝐿)𝑡 and 𝑇 (𝑅) ∈ 𝑉 (𝑅)𝑡 . Let 𝑆 and 𝑇

denote the corresponding vertex sets in 𝑉 . Then we have

|𝐸𝑡 (𝑆 (𝐿) ∪𝑇 (𝑅) ) | = 𝜌∗𝐺𝑡
· ( |𝑆 (𝐿) |/𝑡 + 𝑡 |𝑇 (𝑅) |)/2

≥ 𝜌∗𝐺𝑡

√
|𝑆 (𝐿) | · |𝑇 (𝑅) |,
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where the inequality follows from the AM-GM property. Using the

facts |𝐸𝑡 (𝑆 (𝐿) ∪𝑇 (𝑅) ) | = 𝐸 (𝑆,𝑇 ), |𝑆 (𝐿) | = |𝑆 |, and |𝑇 (𝑅) | = |𝑇 |, we
get that

𝐸 (𝑆,𝑇 )√
|𝑆 | · |𝑇 |

≥ 𝜌∗𝐺𝑡
.

Lastly, since the density of the pair of sets 𝑆,𝑇 in the directed graph

𝐺 is at most 𝜌∗
𝐺
, we get that 𝜌∗

𝐺
≥ 𝜌∗

𝐺𝑡
. □

So, 𝐺𝑡 provides a ready lower bound for computing maximum

subgraph density, for any 𝑡 . The next lemma shows that a careful

choice of 𝑡 can give equality between the two optimums.

Lemma 5.2. For any directed graph𝐺 = ⟨𝑉 , 𝐸⟩ and a pair of subsets
𝑆,𝑇 that provides the maximum subset density, i.e., 𝜌∗

𝐺
= 𝜌𝐺 (𝑆,𝑇 ),

we have

𝜌∗𝐺 = 𝜌∗𝐺𝑡
,

where 𝑡 =

√
|𝑆 |
|𝑇 | .

Proof. Now, consider the sets 𝑆 (𝐿) ∈ 𝑉
(𝐿)
𝑡 and 𝑇 (𝑅) ∈ 𝑉

(𝑅)
𝑡

corresponding to 𝑆 and 𝑇 respectively. The density of set 𝑆 ∪𝑇 can

be at most 𝜌∗
𝐺𝑡

:

𝜌∗𝐺𝑡
≥ 2|𝐸 (𝑆,𝑇 ) |
|𝑆 |/𝑡 + |𝑇 | · 𝑡 .

Substituting 𝑡 with |𝑆 |/|𝑇 |,

𝜌∗𝐺𝑡
≥ 2|𝐸 (𝑆,𝑇 ) |

|𝑆 |
√
|𝑇 |
|𝑆 | + |𝑇 |

√
|𝑆 |
|𝑇 |

=
|𝐸 (𝑆,𝑇 ) |√
|𝑆 | · |𝑇 |

= 𝜌∗𝐺 .

Combining this with the bound from Lemma 5.1 gives that 𝜌∗
𝐺

=

𝜌∗
𝐺𝑡

. □

Note, however, that this does not directly give an algorithm for

directed densest subgraph, since we do not know the optimum

value of |𝑆 |/|𝑇 |. Since both |𝑆 | and |𝑇 | are integers between 0 and

𝑛, there can be at most 𝑂 (𝑛2) distinct values of |𝑆 |/|𝑇 |. So, to find

the exact solution, we can simply find 𝜌∗
𝐺𝑡

for all possible 𝑡 values,

and report the maximum.

This connection was first observed by Charikar [20], where he

reduced the directed densest subgraph problem to solving 𝑂 (𝑛2)
linear programs. However, our construction helps view these LPs

as DSP on vertex-weighted graphs, for which there are far more

optimized algorithms than solving generic LPs, in both static and

dynamic paradigms. Charikar [20] also observed that a 1 + 𝜖 ap-

proximate solution could be obtained by only checking 𝑂 (log𝑛/𝜖)
values of 𝑡 . As one would expect, to obtain an approximate solution

for the directed DSP, it is not necessary to obtain an exact solution

to the undirected vertex-weighted DSP. As we show in Lemma 5.3,

we only require𝑂 (log𝑛/𝜖) computations of a 1+𝜖/2 approximation

to the densest subgraph problem.

Lemma 5.3. For any directed graph𝐺 = ⟨𝑉 , 𝐸⟩ and a pair of subsets
𝑆,𝑇 that provides the maximum subset density, i.e., 𝜌𝐺 (𝑆,𝑇 ) = 𝜌∗

𝐺
,

we have

𝜌∗𝐺𝑡
≥ (1 − 𝜖)𝜌∗𝐺 ,

where

√
|𝑆 |
|𝑇 | · (1 − 𝜖) ≤ 𝑡 ≤

√
|𝑆 |
|𝑇 | ·

1
(1−𝜖) .

Proof. Consider the vertices 𝑆 (𝐿) ∈ 𝑉
(𝐿)
𝑡 and 𝑇 (𝑅) ∈ 𝑉

(𝑅)
𝑡

corresponding to 𝑆 and𝑇 respectively. The density of set 𝑆 (𝐿)∪𝑇 (𝑅)
can be at most 𝜌∗

𝐺𝑡
:

𝜌∗𝐺𝑡
≥ 2|𝐸 (𝑆,𝑇 ) |
|𝑆 |/𝑡 + |𝑇 | · 𝑡 .

Substituting the bounds for 𝑡 ,

𝜌∗𝐺𝑡
≥ 2(1 − 𝜖) |𝐸 (𝑆,𝑇 ) |

|𝑆 |
√
|𝑇 |
|𝑆 | + |𝑇 |

√
|𝑆 |
|𝑇 |

= (1 − 𝜖)𝜌𝐺 (𝑆,𝑇 ) = (1 − 𝜖)𝜌∗𝐺 . □

5.2 Implications of the Reduction
The above reduction implies that finding a (1 − 𝜖)-approximate

solution to directed DSP can be reduced to 𝑂 (log𝑛/𝜖) instances of
(1 − 𝜖/2)-approximate vertex-weighted undirected DSP.

Theorem 5.4. Given a directed graph 𝐺 , with 𝑚 edges and 𝑛

vertices, and a 𝑇 (𝑚,𝑛, 𝜖) time algorithm for (1 − 𝜖)-approximate

vertex-weighted undirected densest subgraph, then there exists an

(1 − 𝜖)-approximate algorithm for finding the densest subgraph in 𝐺

in time 𝑇 (𝑚, 2𝑛, 𝜖/2) ·𝑂 (log𝑛/𝜖).

Proof. For each value of 𝑡 in[
1
√
𝑛
,

1

(1 − 𝜖/2)
√
𝑛
,

1

(1 − 𝜖/2)2
√
𝑛
, . . . ,
√
𝑛

]
,

we find an approximate value 𝜌 such that 𝜌 ≥ (1 − 𝜖/2)𝜌∗
𝐺𝑡
, and

output the maximum such value. Using 𝜖/2 as the error parameter

in Lemma 5.3, we get that 𝜌 ≥ (1 − 𝜖)𝜌∗
𝐺
.

The number of values of 𝑡 is log1/(1−𝜖/2) 𝑛 = 𝑂 (log𝑛/𝜖). □

The current fastest algorithms for (1 − 𝜖)-approximate static

densest subgraph [9, 17] rely on approximately solving Dual(𝐺),
which is a positive linear program, and subsequently extracting

a primal solution. Both these parts of the algorithm extend natu-

rally to vertex-weighted graphs. Substituting these runtimes in for

𝑇 (𝑚,𝑛, 𝜖), we get the following corollary.

Corollary 5.5. Let𝐺 be a directed graph with𝑚 edges and𝑛 vertices,

and let Δ be the maximum value among all its in-degrees and out-

degrees. Then, there exists an algorithm to find a (1− 𝜖)-approximate

densest subgraph in 𝐺 in time 𝑂 (𝑚𝜖−2 ·min(Δ, 𝜖−1)).

Here, 𝑂 hides polylogarithmic factors in 𝑛.

The same reduction also applies to fully dynamic algorithm for

directed DSP.

Theorem 5.6. Suppose there exists a fully dynamic (1 − 𝜖)-
approximation algorithm for undirected vertex-weighted DSP on an

𝑛-vertex graph with update time𝑈 (𝑛, 𝜖) and query time𝑄 (𝑛, 𝜖). Then,
there exists a deterministic fully dynamic (1 − 𝜖)-approximation al-

gorithm for directed DSP on an 𝑛-vertex graph using 𝑈 (2𝑛, 𝜖/2) ·
𝑂 (log𝑛/𝜖) query time and 𝑄 (2𝑛, 𝜖/2) ·𝑂 (log𝑛/𝜖) query time.

Substituting the runtimes from Theorem 4.2 in Section 4, we get

our result for dynamic DSP on directed graphs.

Theorem 1.2. Given a directed graph 𝐺 with 𝑛 vertices, there

exists a deterministic fully dynamic (1− 𝜖)-approximation algorithm

for the densest subgraph problem on 𝐺 using 𝑂 (log𝑛/𝜖) worst-case
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query time and worst-case update times of 𝑂 (log5 𝑛 · 𝜖−7) per edge
insertion or deletion.

Moreover, at any point, the algorithm can output the corresponding

approximate densest subgraph in time 𝑂 (𝛽 + log𝑛), where 𝛽 is the

number of vertices in the output.
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