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Abstract

T cell responses to antigen are4 te engagement of the T cell receptor (TCR)', leading to
C

es, including an incompletely defined pathway that triggers

Arpita Upadhyaya®®*

activation of diverse sig
rapid remodeling ofglfc a0 cytoskeleton. Defects in control of actin dynamics and organization
are associated gvith el human immunodeficiency diseases, emphasizing the importance of
cytogkel ing in the functioning of the adaptive immune system. Here, we investigate

the rol daptor protein Bcl10? in the control of actin dynamics. Although Bcl10 is

primarily known as a component of the pathway connecting the TCR to activation of the NF-OB

"'TCR: T cell receptor
2 Bcl10: B cell lymphoma/leukemia 10



! transcription factor, a few studies have implicated Bcl10 in antigen receptor-dependent control
of actin polymerization and F-actin-dependent functional responses. However, the role of Bcl10
in regulation of cytoskeletal dynamics remains largely undefined. To investigate the contribution

of Bcl10 in regulation of TCR-dependent cytoskeletal dynamics, we monitored actin dynamics at

the immune synapse of primary murine CD8 effector T cells. Quantification of tlaese ics

reveals two distinct temporal phases distinguished by differences in speed and d 10 . Our

results indicate that effector CD8 T cells lacking Bcl10 display faster actin f @ d more

dynamic lamellipodia, compared to wild-type cells. These studies d 1 for Bcll0 in

TCR-dependent actin dynamics, emphasizing that Bcl10 has i Ty, cytoskeleton-directed

functions that are likely independent of its role in transmissi -0OB -activating signals.

Keywords: Bcll0; T cell activation; actin @; NF-0OB; immune synapse; TIRF

microscopy &

1. Introduction

T cells are an essential compdfe e adaptive immune system. The T cell receptor (TCR) is

stimulated by cognate und to the appropriate major histocompatibility complex (MHC)

allele on the surfgccQf anvantigen-presenting cell. One consequence of TCR engagement by
specific antige™ys achiWation of a downstream signaling cascade that results in rapid remodeling
of a skeleton [1]. TCR interaction with stimulatory peptide-MHC results in the
formatiorfof signaling microclusters that consist of various downstream signaling molecules

clustered around the cytoplasmic face of the TCR. Targets of TCR activation include the Rho

family GTPases, which activate actin nucleation promoting factors (NPFs) such as WAVE2, HS1,

! NF-0B: Nuclear factor kappa-light-chain-enhancer of activated B cells



and WASP [1-4]. These NPFs in turn activate the Arp2/3 complex, nucleating actin
polymerization, leading to large scale rearrangements of the actin cytoskeleton and force
generation upon T cell activation [5—8]. The actin cytoskeleton and myosin motors subsequently
assemble into a characteristic annular structure [9—11], which is a defining feature of the activated
T cell immune synapse [12,13]. This remodeling of the actin cytoskeleton is a bgll the T
cell response, leading to the formation of the immunological synapse. Dynamic d of the

actin cytoskeleton is a tightly regulated and biologically important process. | @ efects in actin

remodeling are mechanistically involved in several immunodeficiengi as Wiskott-Aldrich
syndrome (WAS) [6]. Defining the molecular mechanisms t te actin organization and
dynamics at the immune synapse following TCR activ , therefore, of fundamental
importance. Notably, the mechanisms linking the of TCR-initiated signaling pathways
to changes in cytoskeletal dynamics remag understood.

B cell lymphoma/leukemia 10 (Bcl10) 1 11, ubiquitously expressed adaptor protein consisting

of an N-terminal caspase recruitrrwnain CARD) and a C-terminal region with no identified

consensus functional domainggor ifS. A large number of T cell studies collectively implicate

Bcll0 as a key const@a TCR-dependent cytoplasmic NF-OB signaling intermediate,
referred to as &sp se recruitment domain family member 11 (Cardll)-Bell0-
mucosaassQgl lygphoid tissue lymphoma translocation gene-1 (Maltl) (CBM) complex [14—

giice of Bcll0 expression, the CBM complex cannot form, and TCR-induced NF-
OB acgivg#on is highly impaired. Consequences include defects in production of the critical T cell

autocrine growth factor, interleukin-2 (IL-2), and several additional activation-associated proteins.
Bcl107" T cells exhibit poor proliferative responses and defective effector differentiation [17,18].

Defects in CBM complex signaling are also mechanistically associated with a growing list of



primary immunodeficiencies [ 19], further emphasizing the importance of Bcl10 and its partners in

normal immune system function.

Interestingly, a few studies have implicated Bcl10 in regulation of the actin cytoskeleton. In one
such study, Rueda et al. [20] showed that, independent of its role in NF-OB activation, Bcl10

regulates actin organization in Jurkat cells and CD4" primary murine T cells. @ they

identified Ser138 as a critical phosphorylation site that affects F-actin organgsgonut does not

impact NF-OB activation. However, these studies primarily employed by ethods, static

imaging and functional assays, leaving the role of Bcll0 in regudgion oskeletal dynamics
largely unaddressed. Moreover, these studies did not a otential role of Bcll0 in
regulation of the actin cytoskeleton in CD8 effector T cel]&ls lled cytotoxic T lymphocytes
(CTLs)), a subset required for the killing of host gel gditedied with intracellular pathogens. In this
work, we define the role of Bcll0 in 1g &

morphology and actin dynamics in primary

murine CDS effector T cells. Wg used ii¥gference reflection microscopy (IRM) to image cell

morphology and total interna ion fluorescence (TIRF) microscopy to examine actin

o

dynamics with high tem kpatial resolution in CD8 T cells. Quantification of these

dynamics using spaight®gpora? image correlation spectroscopy (STICS) reveals two distinct
temporal phases. &ows are fast and directed inward but rapidly slowing down during the
early pha; 0 by a slower phase with steady speeds and more randomly oriented flows.
Our Qalyses indicate that cells lacking Bcl10 display more prominent edge dynamics

comp o wildtype cells. Our results also demonstrate that lack of Bcl10 leads to faster actin

flow speeds at the T cell immune synapse during both temporal phases.



2. Results

2.1. CD8 effector T cells lacking Bcl10 have more dynamic lamellipodia, but normal

spreading Kinetics

In order to probe the role of Bcl10 in the dynamics and organization of the actin cytoskeleton in

primary murine CD8 effector T cells, we purified CD8 T cells from lymph node leens
of wild type (WT) and Bcl10”~ mice [17], followed by in vitro differentiatj pWroximately
seven days of expansion in media supplemented with interleukin-2 ) confirmed by

Western Blot that Bcl107-CD8 T cells do not express Bcll0 but&xp its signaling partner

Q e have previously shown

that Bcl10”- CD8 T cells expand and differenti cientl

Maltl at the same level as wildtype cells (Supplementary Fi8

hen provided with ample

and Bcl107" cells on an anti-TCl{EI coated sM®strate. We then imaged the cells as they responded

to TCR activation using interf@e ection microscopy (IRM) [21]. Figure 1a shows a montage
of time-lapse images frqg a ra@ygesentative WT (top panel) and Bcl107~ (bottom panel) cell. From

the IRM time-la:&es, we quantified the spreading kinetics of WT and Bcl107 cells. The

IRM ima ented to obtain binary masks in order to quantify the change in the contact
area ﬁee Methods). We then fit the spreading area versus time curve to a hyperbolic
tange nh) function to extract a spreading rate, as shown for four representative WT (black)

and Bcl107" (red) cells (Figure 1b). The spreading curves of all WT cells (N = 34) and Bcl10™
cells (N =35 cells) followed this characteristic pattern and were fit with the tanh function to obtain

a spreading rate for each cell, similar to our previous results on Jurkat T cells [21]. Comparison of



the population spreading rates showed that Bcl107" cells exhibited higher variability compared to

WT cells even though the mean spreading rates were not significantly different (Figure 1c¢).

After the initial spreading phase and upon reaching their maximal spread state, cells continue to

display significant protrusions and retractions of the cell edge. These morphological dynamics may

be indicative of the stability of the immune synapse. From the IRM images , We
extracted the contours and quantified the dynamics of the edges using a 1 e orithm to
calculate the edge velocities [9,22]. A representative snapshot of each ¢ own in Figure

1d. The contours are color coded such that blue contours represeﬁﬁ es and red contours
9,

i @ r®ent protrusions (red) and

retractions (blue) (Figure le). The WT cells show larg? dMgreanized protrusion-retraction

represent late times, while the heatmaps of the edge velo

patterns while the Bcl107" cells show sustained cygl p¥ptrusions and retractions along the cell

0

representative cells are shown for each cOWflition in Figure 1e). In order to quantify the dynamics

periphery that are evident from the | Wypes in the heatmaps of edge velocities (2

of the cell boundary motion, we Npatiotemporal spectral decomposition method [23]. This
method decomposes the pro traction cycles along the cell edge into a small set of

HilbertHuang trant HT). We restricted our decomposition to a total of five modes to ensure

component wavefo&a lled®“modes”, using an empirical mode decomposition and the
numerica S e in the calculation of the modes. We also focused our analysis on the later
phase ing (past the 4 min time point), when the cells were fully extended and clear
protraqgigi/retraction dynamics could be observed. We found that the low order modes were
broadly distributed in frequency, representing the stochastic dynamics of the cell edge, whereas

the higher order modes represented very low frequency cell-wide movements (Supplementary Fig.

2). However, Modes 2 and 3 effectively captured the protrusion-retraction dynamics of the cell



edge observed in Figure le. The amplitude distributions of these modes across WT and Bcl107

cells as determined by the HHT differed slightly but significantly, with Bcl107~ cells exhibiting
overall higher amplitudes, indicative of increased oscillatory dynamics of the cell edge, relative to
WT (Figure 1f, g). Thus, we find that Bcl10™" cells display greater variability in their spreading
kinetics as well as more dynamic edges during spreading. Since the TCR indgecd@preading is
actin mediated, we conjectured that these differences may be related to actig orMization and

dynamics at the T cell immune synapse.

2.2. WT and Bcl10”- CD8 effector T cells display a highly dyn chtoskeleton

@ .

cells. In order to study the dynamics of actin flows a un

We next examined whether the organization and dynamics d n ring was altered in Bcl10”
apse, WT and Bcl107 cells
were transduced using a retroviral construct -tractin-EGFP, a reporter that binds
5

anti-TCRO, and we monitored tlggactin d

specifically to F-actin [24]. We activg as described above, using substrate bound

ics at the synapse using Total Internal Reflection

Fluorescence (TIRF) microscog¥- pse TIRF imaging showed dramatic actin reorganization
at the contact zone. For Bcl107" cells, upon activation by contact with the activating
surface, the actin on organized itself into dynamic patterns spreading outwards in

multiple ‘fro»Q es’ (Movie 1), which may be similar to the actin-membrane waves that
ation of signaling clusters, as described in earlier work [9,25]. We also

c aracterlstlc clearance of actin in the cell center (i.e. formation of an actin ring), which

persisted for 1-2 minutes, followed by a recovery of actin over the entire contact zone and a closure
of this ring (as shown for both WT and Bcl107" cells in Figure 2a). This actin clearance is
concurrent with the secretion of granules by CTLs, as described before [26]. The later stages of

spreading were characterized by dynamic actin foci and a network of filaments in the contact zone



(Movie 1), which have been described previously for activated CD4 and Jurkat T cells [27-29].
We found that Bcl10 cells also displayed a qualitatively similar behavior of actin clearance

followed by recovery (Figure 2a). The times required for actin recovery in these cells were largely

similar, 152s + 111s seconds for WT (N=9 cells) and 128s = 58s for Bcl10”" (N = 16 cells).

The formation and closure of the actin ring and the morphological changes gests

modulated by Bcl10 signaling. In order to further characterize these dm

images of F-tractin-EGFP labeled actin in these cells (Figure 2b) w{"

time interval between frames). To quantify actin flows, we u jo®mporal Image Correlation

extensive lamellipodial actin dynamics during T cell activation which we cd may be
btained TIRF

poral resolution (1s

Spectroscopy (STICS) [30], which is a technique that"l orates fluorescence intensity

correlations across spatial and temporal interro t@iows in order to quantify changes in

protein dynamics over time and space, sttive example from STICS analysis is shown in

Figure 2c. The resulting velocity vectors be analyzed in terms of their magnitudes (lengths of

the arrows in Figure 2¢) and thtions (Figure 2c inset), both of which show temporal

evolution. To better study th ependence, we decomposed the velocity vectors resulting
from the STICS an into $eat maps of speeds or magnitudes (Figure 2d) and directional
coherence of veloW tors as described in methods (Figure 2e). Higher speeds correspond to

yellows vﬁ peeds correspond to blues in the representative speed heat map (Figure 2d).

Qualt observe an initial (early) phase of higher speeds distributed peripherally (yellows
in the panel of Figure 2d), while the later stages show a decrease in flow speeds (more blues
in the heat map). From the directional coherence heat maps, we see an early stage of distinct inward

directed peripheral flows (preponderance of yellows in Figure 2e, leftmost panel). Thus, both WT

and Bcl107-CD8 T cells display a highly dynamic actin cytoskeleton, with both genotypes showing



the characteristic clearance and recovery of actin from the contact zone. STICS analysis on WT

cells indicates the presence of two qualitatively different temporal phases in actin dynamics.

2.3.  Spatiotemporal image correlation spectroscopy (STICS) reveals the existence of

novel temporal behavior of actin dynamics in CD8 effector T cells 6
In order to compare the actin dynamics between WT and Bcl107 coho ol®ht to first
quantify the temporal behavior of actin flows in WT cells. Figure 3a s poral evolution

of the probability density function (PDF) of actin flow speeds OQ > with blues indicating
early times, and yellows indicating later times. We observe tM® @ stribution narrows and shifts

leftward over time, indicating that the speeds are slo (nore htly distributed at later times.
To quantify the temporal evolution of the PDF, e@ the system in the phase space of the
W S

eds. Figure 3b shows a scatterplot of mean

O
speed (x-axis) and the standard 1s) of the PDF’s. The scatterplot is color coded so
that blues indicate early time lows indicate later times. As anticipated, the temporal
evolution of the system almost monotonic decrease in both the mean and standard

deviation of the PDRZunti§ gets trapped in the lower left region of the phase space (Figure 3b).

cluggers @

number Q clusters. We choose to classify the data into two clusters because we qualitatively

ns clustering approach [31] to classify the scatterplot into two distinct

¢). A k-means classification can classify any set of datapoints into an arbitrary

observed that the actin dynamics show two distinct types of behavior (Figure 2d, 2e). Figure 3d
shows a plot of the mean actin flow speed over time for the same representative cell as in Figures
3a-c. The shaded error bars indicate 2.576*SEM, which (for a normally distributed dataset, this

would correspond to the 99% confidence interval; in this case, it serves as a measure of the spread



in the data), and the colors correspond to the state assignment obtained from the k-means clustering
shown in Figure 3¢c. We find that these state assignments correspond to two distinct phases: Phase
1 (blue) consists of higher but rapidly decreasing speeds, and Phase 2 (red) consists of slower but

more stable speeds (Figure 3d).

For the rest of the analysis, we divided all the flows into these two phases, whicl@@ve ined

separately for each cell by the same unbiased clustering approach. From the spaigal 8gtribution of

the directional flow vectors, we defined a metric called the second

quantify the spatial distribution of inward flows. A higher SS&

ent (SSM) to
J a more peripheral

distribution of inward flows, while a lower SSM indicates ¢}

e centrally clustered or a
more randomized distribution (see Methods). The two pvs ¥ defined using the mean flow
speed also shows a natural division for the SSM, @on in the mean flow speed coincides
with a reduction in the SSM. We found decreases in the early stages during Phase 1
and becomes roughly constant at laterQPhase 2 (Figure 3e). This lower SSM at late stages
is indicative of a more random distN)n of flow directions concurrent with an overall decrease

in the flow speeds. These obs@indicate that actin forms a ring of fast, centripetal flows at

early times, which be disONganized, and disintegrate into more incoherent flows at later times.

In order to compg tp speeds and directions for the entire population of cells studied, we
constructQ lative distribution function (CDF) of the flow speeds from all the velocity
vecto ells, after binning the data into the two temporal phases as defined above. As
expec he CDF for the actin flow speeds is shifted to the right for Phase 1 as compared to that
for Phase 2 (Figure 3f). This rightward shift indicates that, at the population level, the distribution

of flows is faster in Phase 1 than in Phase 2. We also constructed the probability density function

(PDF) for the directional coherence (Figure 3g). The directional coherence in Phase 1 (blue curve)

10



shows a larger proportion of inward flows (defined as directional coherence larger than 0.8) than
that for Phase 2 (orange curve), as shown in Figure 3g (inset). This observation indicates that actin
retrograde flows are enhanced more in the early spreading phase than in the later phase. We
similarly compared the SSM of inward flow of each phase and found that the flow in Phase 1 is
higher than in Phase 2 indicating more peripheral flows in Phase 1, and more r. do@jmed
flows in Phase 2 (Figure 3h). These data, together with the PDF of directional ¢ e plies
that not only is there a higher proportion of inward flow in Phase 1, but als @ ke distribution

of these flows is more peripheral in Phase 1 than in Phase 2. This consistent with our

observation of a band of retrograde flow in the lamelli d lamellar regions. This

phenomenon has also been described in the context of Jl% 1Is spreading on stimulatory

planar lipid bilayers [32], suggesting that this dyna@vior may be a general feature of actin

flows in TCR-stimulated T cells. &

2.4. Bcl10 modulates actin dynamics 1 effector T cells

We next examined actin flows nN CD8 effector T cells and compared these to our results
using WT cells. Figure 4a sho esentative montage of time-lapse images of spreading F-

tractin—EGFP—expre& 110¥ T cells. As with WT cells, we used STICS analysis to obtain flow

—_—

erence values as shown in the spatial heat maps (Figure 4b, c). The actin

" T cells also exhibit two phases with a faster initial phase and slower late
ed with WT cells. We then applied our classification scheme to compare the actin
dyna in WT and Bcl10™" cells. We found that the actin flows were significantly faster for the
Bcl107" cells as compared to those in WT cells in both phases of activation (Figure 4d). Similar to
WT cells, the directional coherence in Phase 1 for Bcl107~ (blue dashed curve) shows a larger

proportion of inward flows (directional coherence larger than 0.8) than that for Phase 2 (orange

11



curve), as shown in Figure 4e. The directional coherence values were not significantly different
between Bcl107-and WT cells in either temporal phase. We then compared the SSM of

inward flow in each phase for WT and Bcl10™" cells and found that it was lower in Phase 2 than in
Phase 1for each cell type (Figure 4f). Interestingly, the SSM showed a significant difference

between Bcll10 and WT cells for each phase, however the spread in the data is qugsc |g#fec g8 these

differences are not as robust as the differences in speed. The cumulative distribytioNgfuif®tions for

the SSM for each cell type in Phase 1 (Figure 4g) and Phase 2 (Figur lustrate these

differences in the SSM. We speculate that these differences in the cture of retrograde
\

flow are important for T cell activation, and for maintaining &y of the immune synapse.

Our results show that similar to WT cells, Bcl10™" cells sho nward directed actin flows in

the early phase, and slower randomly directed ﬂow@later phase of activation. Importantly,

lack of Bcll0 expression leads to fast &ws during both early and late phases of cell
activation, as compared to WT cells. result indicates that Bcll0 may be important in

regulating actin assembly and dcho maintain optimum actin flows at the immune synapse.

3. Discussion K
In this studi‘ @sed a variety of live cell imaging approaches to define novel connections

betWQgn ptor molecule Bcll10, and TCR-dependent regulation of actin cytoskeletal
dynamics@n CDS effector T cells. Interestingly, although both WT and Bcl10”- T cells formed

actin rings in a similar manner, the distribution of spreading rates in Bcl10”~ CD8 T cells was

significantly different from that for WT cells. Also, the two cell types exhibited distinct

12



protrusion-retraction dynamics at the periphery of the zone of contact with the TCR-stimulating
substrate. To determine whether these morphological differences were correlated with differences
in cytoskeletal dynamics between WT and Bcl107- CDS effector T cells, we used spatiotemporal
image correlation spectroscopy (STICS) analysis to measure actin flows at the cell-substrate
boundary during TCR activation. Through this methodology, we initially defgne istinct
phases of actin flows in WT CD8 effector T cells. The first phase occurs durin iimately the
ra

first two to three minutes of spreading, during which actin flow speeds ar. creasing with

ollowing this early

phase, there is a distinct second phase, characterized by a r

actin flows being preferentially oriented toward the center. Imrghdég
relatively constant actin

flow speeds, with more randomly oriented actin flows. We ¢ pared the behavior of WT

and Bcl10™" T cells, which revealed that actin flo @re substantially accelerated in Bcl107-

the behavior of WT cell

involved in the contr pro€ess or pathway that regulates specific aspects of actin dynamics,
rather than being aggnayransducer that lies upstream of all TCR-dependent signaling to the actin
ecifically, our data are consistent with Bcl10 controlling an actin remodeling

cytoskeleG)
pro% ermines flow rates, without having a clear impact on F-actin distribution and

direct coherence.

We note that our observation of two temporal phases of actin dynamics in primary T cells is unique
compared to prior work which described two spatial components of actin flows corresponding to

distance from the cell periphery in Jurkat T cells [10]. Our qualitative observation of a distinct

13



band of inward directed faster flows in the early phase of spreading suggests an underlying spatial
organization worth exploring. The difference in actin dynamics in these different phases may have
a significant effect on signaling and cytolytic function through the development of forces across
engaged TCR/ligand clusters as well as integrins. In related recent work, we have shown that actin
dynamics directly modulate B cell receptor mobility and signaling [33], raising t p@y that
T cell receptor signaling may also be regulated by dynamic actin networks¥ Qur ing of
differential actin flows over time indicates the need for future studies of til Qm tion of actin
dynamics and their effect on signaling (e.g. microcluster formatiq ctor function (e.g.
regulation of granule secretion in CD8 cells). Our current studj i IRF do not have sufficient

spatial resolution to visualize the formin-nucleated actom cs that have been described

previously with super-resolution imaging in both Ju d primary T cells [11]. While it is likely

r&ut

amics across spatial regions and examine the role

that Bcll10 also modulates the dynamics ¢ work with super-resolution imaging of

myosin and actin will enable us to com

of Bcl10 on myosin, formin, and tige distinc¥actin architectures. Previous studies have published

data showing that upon TCR ¢lig , Bcl10 is recruited to the immune synapse along with its

signaling partner Card

proteins would b .I&l

To our kr@ y two previous studies have investigated connections between Bcl10 and

imultaneous imaging of Bcl10 and actin and actin-regulatory

to further probe direct interactions between the two proteins.

anti 3 dependent actin remodeling. In the earliest publication to address this topic,
Ruedgetd. [20] showed that Bel10 deficiency in Jurkat T cells (by shRNA silencing) and primary
murine naive T cells (by germline gene inactivation) have a reduced F-actin content in response

to stimulation with soluble anti-CD3. Additional experiments with Bcl10-silenced Jurkat T cells

showed that spreading on a glass substrate in response to immobilized anti-CD3 and conjugate

14



formation in response to SEE-presenting Raji cells were deficient. However, their studies were
done with fixed cells and population assays, with significant effects observed at a single time point
in each type of experiment. Notably, we found that Bcl107- CDS effector T cells do not display a

strong defect in cell spreading, in contrast to the spreading defect reported by Rueda et al.

However, primary effector T cells were not examined in that publication and neigher g1 cells
nor Jurkat T cells were examined in our work. Due to the above differences in d&¥n, it is
therefore difficult to directly compare the results of Rueda et al. with o gs regarding

TCRstimulated F-actin dynamics.
In a later study, Marion et al. [36] investigated the role of| &actin polymerization and

membrane remodeling downstream of stimulation of a disyt gen receptor, the Fcy receptor
(FcyR). Their data showed that Bcl10 deficient ges have a defect in FcyR-dependent
phagocytosis, due to the formation of acjg pMagocytic cups that fail to fully extend and close.
Furthermore, these defective phagoc cups had increased N-WASP, Arp3 and Cdc42
accumulation. Based on these obserWations and additional data, the authors concluded that Bcl10

may be important in down g actin assembly via a Rac-mediated pathway, which

ultimately allows p i p closure to proceed to completion. Our data demonstrating
results re arion et al. However, whether Bcll0 regulates a similar or identical
Rac 0

thway downstream of TCR stimulation remains an open question that will need

to be ically addressed by future investigations.

Due to the paucity of data, many questions remain regarding the mechanisms by which Bcl10 is
connected to regulation of actin dynamics. Firstly, it remains unclear whether signaling through

the CBM complex is involved, as the RNA silencing studies of Rueda et al. [20] suggest that

15



neither Card11 nor Maltl are required for TCR-dependent F-actin remodeling in Jurkat T cells.
These authors identified TCR-dependent phosphorylation of Bcl10 on Ser138 as critical for this
activity, and with phosphorylation of Ser138 also being insensitive to Card11 silencing. Thus, the
implications of these findings are that Ser138 phosphorylation of Bcl10 is TCR-dependent but
Cardl1 independent. Interestingly, Marion et al [36] demonstrated that blockinggph orvlation
of Bcl10 at this site via Ser138 Ala mutation results in greatly enhanced bindin gvhich
performs a role functionally similar to Card11 downstream of FcyR in myelot @ Collectively,

these data suggest that phosphorylation of Ser138 may redirect Ppm CBM complex

signaling to regulation of actin cytoskeletal dynamics. As s Ntrength of TCR activation

may determine the amount of Bel10 available for signaling t} OB as a constituent of the CBM

complex vs. control of actin cytoskeleton dynamics echanism that requires
“free” Bcl10. However, such a model w (&1‘3 stantial additional work to validate.
Although we did not investigate CT n in®his study, it is reasonable to postulate that

Bcl10dependent regulation of acﬁml ay influence the efficiency of CTL lysis of target

cells. Specifically, Tamzalit recently reported that WASP and Arp2/3 regulate the

dynamic formation of acigfygh sions in the immunological synapse, which are required for
efficient target cell % hese findings are reminiscent of the above described phagocytic cup
data of

Magon g Q the macrophage system, in which a clear Bcl10-dependency was identified.

AdditioMlly, given the observations of Rueda et al, showing an impact of Bcl10 on TCRdependent
conjugate formation combined with our data showing Bcl10-dependency in regulation of the rate
of TCR-stimulated actin flows, CTL interactions with target cells may be altered in the absence of
Bcl10. Thus, investigation of the relationship between Bcl10 expression, actin dynamics, and CTL

engagement with and killing of targets is an important area for investigation.

16



4. Methods

4.1. Cells and reagents

Lymph nodes (LN) and spleens (SPL) were harvested from age-matched 7 — 12 week old
C57BL/6] (WT) mice or Bcll0” mice [17] (extensively backcrossed onto a CS57BL/6J
background). CD8 T cells were purified from suspensions of mixed LN and ing a
Dynabeads negative selection kit (Invitrogen), followed by differentiation to@f tor T cells
via 48 hr stimulation with plate-bound anti-TCR and anti-CD28 in Q a, followed by
culture in IL-2 supplemented media, as described [38,39]. All anifR@l p ures were performed

in the USU specific pathogen free animal facility in accord the National Research

Council’s Guide for the Care and Use of Laboratory g £ (Th&§lational Academies Press).
All animal experiments were approved by the Unif rvices University (USU) Institutional

Animal Care and Use Committee (IAC &number A3448-01), under protocols MIC-

15575 and MIC-18-575.

pEGFP-C1  F-tractin-EGFP gift from Dyche Mullins (Addgene plasmid

#58473; http:/n2t.net/addge

this plasmid into the rd cctor, pSQZ, consisting of a self-inactivating MSCV backbone, an
internal promoter, &i\ich is an Epstein-Barr virus (EBV) constitutive promoter of modest
strength clectable marker encoding resistance to Zeocin. pSQZ-F-tractin-EGFP was
cotran Qh the pCL-Eco packaging plasmid [41] into HEK293T cells to produce ecotropic
retro ¥ Viral supernatants were then used to infect differentiating cultures of stimulated murine

CDS8 T cells, as described [38,39]. Cells expressing F-tractin-EGFP were selected by at least 5

days of growth in EHAA media supplemented with IL-2 and 50 pg/mL Zeocin. The resulting
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selected populations of CD8 effector T cells were used for imaging experiments in the range of

day 7 to day 12 following initiation of anti-TCR/anti-CD28 stimulation.
4.2. Preparation of stimulatory coverslips

8-well chambers (Cellvis, Mountain View, CA) were incubated with a 0.01% solution of poly-

Llysine in distilled water for 10 minutes at room temperature. The dishes were t @7[@

for 1 hour. Poly-L-lysine coated dishes were then incubated with 100 O g/st nti-TCRO
(clone H57-597, purified from hybridoma supernatant by protein G chirtomatography) in

1X-PBS for either 1 hour at 370C or overnight at 40C. The coate&n s were then washed 5

times with Leibovitz’s L-15 medium (Fisher Scientific). Q
4.3. Microscopy @'
L 0

T cells in L-15 medium without serum n anti-TCRO coated surfaces equilibrated to

370C in a stage-top Okolab Incubator (ORg&ab S. R. L., Pozzuoli, NA, Italy). We chose to perform

experiments without serum in Qggler Wyobtain reproducible quantitative measurements. The large

objectives (Nikon, Melville, NY) using a scientific CMOS camera (Andor, Concord, MA). IRM
timelapse images were acquired every 3 seconds, while the TIRF images were acquired every 1

second.
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4.4. Image Analysis
4.4.1. Area calculation from IRM images

In order to calculate the cell area from the IRM images, we first use the edge function with the
Sobel operator in MATLAB® to detect a threshold based on the intensity gradients. We then tune
the threshold value around this initial estimated threshold to obtain a bi @at is
representative of the contours of the cell. This binary image is then dilated an. pning holes
are filled using the imdilate and imfill functions respectively in MATL nected objects
at the boundary are removed using the imclearborder functiQf. tasets with uneven
backgrounds, this approach produced inconsistent segmentatq esc cases, we used Trainable
Weka Segmentation [42], a machine-learning based %tio lugin in Fiji [43], in order to

segment the IRM images. This approach was valj mparing the Weka segmentation with
Wi

4.4.2. Edge dynamics \

Cell boundaries were extract echniques detailed earlier [21]. Briefly, for each frame in

the MATLAB®-based segmentation oy uniform illumination.

the IRM stack, we firs

non-uniform illu 1&

prominent pealygorrdPonding to the background, a smaller peak corresponding to tightly adhered

s Tiltered the image to remove shot noise and then corrected for

istograms of the resulting pixel intensities typically exhibited a

reg bad tail corresponding to the rest of the cell. Two thresholds were identified by
visual inpection to mark the adhered and background pixels. An expectation-maximization
algorithm using the thresholds as starting points was used to fit log-concave probability

distributions to the background and dark pixels and mark the regions of the image as belonging to

the background or the cell (dark and bright pixels, respectively). Dilation operations were used to
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close the image and obtain a final binary image. An active contour algorithm [44] was applied to
perform curvature-driven smoothing of the perimeter of the binary image and any selfintersections
were removed. The thresholds were iteratively chosen by comparing computed cell areas in
successive images in the time-lapse to minimize large changes. We then used a simplified version

that the computed contours and edge velocities were topologically accurate. Fir: stance

of the Machacek-Danuser algorithm [22] while maintaining the basic level set fraggewgfK tgensure
X

maps, which assign the distance of every grid point from successively sa @- 11 contours at

time ¢ and ¢+dt were computed using the MATLAB® (Mathworks, 3i4 @ A) function bwdist.

A signed distance map was computed from the difference of] o distance functions using

the fast marching method [45]. A reinitialization procedure y ed to ensure that the signed

distance map remained a true distance function. Thgq @" ing distance map is the normal distance

from the contour at time ¢ to that at t+df, i ountthat marker points on the contour at # need

to be advected by in order to lie on the ontour. We ensured that the Frobenius norm 7 of the

difference between the distance fuigion computed from the advected marker points (the computed
contour at /+dt) and the orig@ r at ¢ lay below a fixed threshold. As a cross-check, we
verified that the direct ggluti e level set PDEs using a 4™ order total variation diminishing
Runge-Kutta sch 5] u8ing a speed function computed above yielded similar results to our
simplified proCQgure¥he computed normal velocities along the contour were smoothed with a
mo @ over 10 time points to produce the final velocity maps. The calculated edge
velocities@vere down sampled by averaging along the arc length in blocks of 1 micron (sectors).
This length-scale was chosen as it corresponded to the correlation length of the edge dynamics.

The velocity time series of each sector was subjected to an empirical mode decomposition followed

by a Hilbert-Huang transform in MATLAB® to obtain the instantaneous amplitude and
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instantaneous frequency distribution of each of the component modes. A maximum of 5 modes
were calculated. The instantaneous amplitude values of the second and third modes were pooled
across all sectors and all cells for each condition (WT or Bcl107") and compared using the

Kolmogorov-Smirnov test.

4.4.3. Actin flow speeds 6

In order to quantify actin cytoskeletal dynamics, we used STICS to obtain sp 1 velocity
maps from the fluorescence images. STICS produces a matrix of velocg nts, which we
use to define a speed and a directional coherence (with respect tqthe id of the cell). The

cumulative distribution function of speeds is constructed petds of each interrogation

window in each time point of the phase. The data from all w ccMmis compiled into a cumulative
distribution function. The probability density fu ctional coherence is similarly defined

MATLAB® script to calculate the cumul®gge distribution function of the flow speeds from the

as a normalized histogram of the ing dir&gional coherences. We used a custom-made

velocity maps.

4.4.4. Directional coher

The directional ¢ e& a region of interest (ROI) with flow velocity v is defined as

—_ A~

Vij - Tij

\. O cos Bij=  vij

where rij 1s the unit vector pointing from the ROI to the geometric centroid of the cell, and vijis
the flow velocity for ROI (i,j). A directional coherence of +1 indicates a flow moving radially

inward and a directional coherence of -1 indicates a flow moving radially outward.
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We also defined a metric to quantify the spatial distribution of inward actin flows: the second
spatial moment (SSM). We define a flow vector as being “inward” if the directional coherence is
larger than 0.8. Once we identify the ROI’s classified as having inward flow, the second spatial

moment of the inward flows is defined as:

: <,
SSM = 227‘21’1'- cos 0ij- H(cos 8ij— 0.8) NR
y

J

maximum radius of the cell, ri; is the distance of the ROI ({ e centroid, cos 8ij is the

Where N is the total number of ROI’s with a directional coheﬁ@ than 0.8, R is the

directional coherence, is the Heaviside function that is defr H(x—a)= {O, x<al, x
>a
4.4.5. Identification of two temporal ph, i -means clustering

last time point. In order to pr se outliers from biasing the clustering analysis, we first

We found that the results for the STICS arMg§ysis produced aberrant velocity maps for the first and
Mt
exclude these two time pogats i analyses. We then use the kmeans function in MATLAB®

to identify the optimgPcMNgters."Mathematically, the data could be represented by more than two

clusters, but we reSRgct Mye number of states to two since we qualitatively observe only two distinct

states: o rade flow, and one with more disorganized flow. After the state assignment,
we co ime point whose state assignment differs from that of its two nearest (temporal)
neigh®ws® These corrected points tend to lie at the interface of the two clusters, leading to an

erroneous state assignment. This is the only user intervention in the process to identify the temporal

phases.
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Data Availability: All data supporting the findings of this study are available from the

corresponding author upon reasonable request.
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Figure Captions

Figure 1: Spreading and morphological dynamics of a ? T cells. (a) Time lapse of
interference reflection microscopy (IRM) images of, p panel®) and Bcl107~ (bottom panels)

primary mouse effector T cell spreading on ry coverslip coated with anti-TCRf
antibody. Scale bar: 5 um. (b) Represe p mg curves for WT (black) and Bcl107" (red)
cells. Datapoints are marked as dots, an smooth curves are the tanh fits. (¢) Spreading rates

of WT (N = 34) and Bcl107 5) cellSOK-S test shows that the variances are significantly
different (P <0.05). (d) Cell ¢ S function of time for WT (left panels) and Bcl10™" (right
panels). Contour color sc 1 cale from blue to red with blue contours representing early

times and red represe times. Contours are plotted between 7 — 11 min after spreading

initiation, when the hadmaximally spread. Scale bar: 5 um. (e) Heat maps of edge velocities
calculated frogg con®qurs'in (d) using a level-set algorithm. The colors correspond to the velocity
values as#CPRicN#®the color bar. The two left panels are for WT cells and the two right panels
are cells. Protrusions are in red and retractions are in blue. (f)-(g) Cumulative

distributi@h function of the amplitude of Modes 2 and 3 respectively from the empirical mode

decomposition of edge velocities (calculated between 4 and 11 minutes of spreading) for a
population of WT (black, N=7) and Bcl107" (red, N=9) cells. K-S test shows that the distributions
are significantly different (P < 107).
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Figure 2: Analysis of actin dynamics reveals qualitative temporal differences in actin flows
(a) Time lapse TIRF images of F-tractin-EGFP labeled spreading T cells (top panels: WT cells,
bottom panels: Bcll107" cells) showing the clearance of actin in the central region following
subsequent recovery of actin in the entire contact zone. (b) Time lapse montage of a WT CD8

primary mouse effector T cell expressing F-tractin-EGFP spreading on a stimulatory glass

s Bt the

coverslip coated with anti-TCRp antibody. Scale bar: 5 um. (¢) Spatiotemporal imagcgmprrelation
spectroscopy (STICS) analysis illustrating the spatiotemporal behavior of A% %

immune synapse. Yellow arrows corresponding to velocity vectors over a rggugQ
superimposed on a TIRF snapshot (left panel). The lower panel shows a z&§ n view of the
area enclosed by the red box. (d) Spatial heat map showing the magn actin flows speeds
at three time points. Colors correspond to the speed as indicated #gghe T8 bar. (e) Spatial heat
map showing the directional coherence of actin flows at thre, omts. Colormap is on a scale

such that blue indicates flows away from the center and yellg ates flows towards the center.

Figure 3: Temporal dynamics of actj &ing T cell activation. (a)-(e) Panels show
BluSyj

results for one representative cell ability density functions of speeds obtained from

STICS plotted for several sampleqgmes. ndicate early times and yellows indicate later times.
(b) Scatter plot of mean and stapgardgeviation of the distributions of speeds. Blues indicate early

times and yellows indicate 1 . (¢) Results of k-means clustering into two clusters. (d)
Mean speed as a functi@ ycolor-coded according to the clusters identified in (c). Shaded
6*

error bars indicate dard error. (e) The second spatial moment (SSM) of inward flows of
the same cell as 1 - plotted as a function of time. The SSM is used to quantify the spatial
distributiogga

fundon @ flow speeds obtained from STICS analysis for WT cells (N = 12 cells). Flow

flows (i.e. directional coherence > 0.8). (f) The cumulative distribution

speeds ase 1 (blue line) are higher than those in Phase 2 (orange lines), as indicated by a
leftw ift in the CDF for Phase 2. These distributions are significantly different (p<10-3,
Kolmogorov-Smirnov test). (g) The probability density function of directional coherence obtained
from STICS analysis for WT cells (Phase 1 in blue, and Phase 2 in orange). Inset shows that flows

in Phase 1 (blue) display a higher probability of inward (retrograde) flow than those in Phase 2
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(blue). (p < 3E-6, proportions test). (h) Boxplot of second spatial moment (SSM) of inward flow
for Phase 1 (blue) and Phase 2 (orange) (***p<10!, Mann-Whitney U test, N = 12 cells).

Figure 4: Bcl107- cells display higher actin flow speeds compared to WT cells (a) Time lapse
images of a Bcl10”" primary mouse effector T cell expressing F-tractin-EGFP spregding on a
stimulatory glass coverslip coated with anti-TCRp antibody. Scale bar: 5 p lapse
oints for a

bar. (¢) Time

montage of heatmaps of flow speeds obtained from STICS analysis at thre

representative Bcl107~ cell. The colors correspond to speeds as indicated in 1

lapse montage of heatmaps of directional coherence from STICS ana’

points for the same cells. The colors correspond to inward (yellov& ard (blue) flows. (d)
S WT (solid lines) and

€ same three time

Comparison of cumulative distribution function of actin flow €p

Bcl10-/- (dashed lines) cells, with Phase 1 flows in blue ay Ras? 2 flows in orange. (p<10?7,

Kolmogorov-Smirnov test, N=12 WT and N=21 B )). (e) Prd®ability density of directional
coherence for WT (solid lines) and Bcl107~ (d @ cells shows no significant difference.
Within each condition, the proportion &v is higher in Phase 1 (blue) than in Phase 2
(orange) (p<107°, proportions test). (f) ots of second spatial moment of inward flow for WT
and Bcl10-KO in the two differer\%sis‘ (PMse 1 in blue, Phase 2 in orange) (*** p<10~7?> Mann
Whitney U Test). (g)-(h) Cu istribution functions for the second spatial moment of

inward flows plotted for nd Phase 2 (h). Black lines represent quantification for WT

t for Bcl107 cells. Solid lines indicate the empirical CDF, while

% confidence intervals.
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Figure 4

Highlights for Wagh et al. “Bcllﬂwciat;d with actin dynamics at the T cell immune

synapse” ®

amics in TCR-activated primary CD8 effector T cells show two phases
cfig€oulates lamellipodial dynamics in activated effector T cells

1ls lacking Bcl10 display faster actin flow speeds upon TCR stimulation
udy indicates an NF-OB-independent role for Bcl10 in early TCR mediated signaling
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