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Abstract

This chapter surveys recent numerical advances in the phase field method for geometric
surface evolution and related geometric nonlinear partial differential equations (PDEs).
Instead of describing technical details of various numerical methods and their analyses,
the chapter presents a holistic overview about the main ideas of phase field modelling,
its mathematical foundation, and relationships between the phase field formalism and
other mathematical formalisms for geometric moving interface problems, as well as
the current state of the art of numerical approximations of various phase field models
with an emphasis on discussing the main ideas of numerical analysis techniques. The
chapter also reviews recent development on adaptive grid methods and various applica-
tions of the phase field modelling and their numerical methods in materials science,
fluid mechanics, biology and image science.

Keywords: Phase field method, Geometric law, Curvature-driven flow, Geometric
nonlinear PDEs, Finite difference methods, Finite element methods, Spectral methods,
Discontinuous Galerkin methods, Adaptivity, Coarse and fine error estimates, Conver-
gence of numerical interfaces, Nonlocal and stochastic phase field models, Microstruc-
ture evolution, Biology and image science applications
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35B25, 35K20, 35K35, 53C44, 74A50, 74N20, 76T99, 80A22, 82C26, 92C17, 92C37,
92C55

1 Introduction

The idea of the phase field method could be traced back to Lord Rayleigh, Gibbs
and Van der Waals and was used to describe material interfaces during phase tran-
sitions. It represents material interfaces as thin layers of finite thickness over which
material properties vary smoothly. Such a thin layer of the width O(e) is often
referred as a diffuse interface, and by the design the exact interface is guaranteed
to be within the thin layer. In other words, this is amount to smear the exact sharp
interface into a thin diffuse interface layer. For this very reason, the phase field
method is also known as the diffuse interface method in the literature.
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The phase field method was first introduced to model solid—liquid phase
transition in which surface tension and nonequilibrium thermodynamics beha-
viour become important at the interface. Computationally, the phase field
method has features in common with the level set method (Chen et al., 1991;
Evans and Spruck, 1991; Osher and Fedkiw, 2003; Osher and Sethian, 1988;
Sethian, 1999) in that explicit tracking of the interface can be avoided in both
mathematical formulation and in numerical computations, which has advan-
tages in mesh generation and in capturing topological changes of the interface.
The phase field method uses an auxiliary phase variable/function u®, also
known as the order parameter, to indicate phases. The phase function assumes
distinct values in the bulk phases away from the diffuse interface (or the inter-
facial region); the after-sought interface can be identified with an intermediate
level set (e.g. the zero-level set) of the phase function «°. It should be noted that
although the level set method and the phase field method are intimately related,
they differ fundamentally because the former tracks the exact sharp interface
without introducing any diffuse layer.

It is clear that the idea of the phase field method does not restrict to the
material phase transition problems, it is applicable to any moving interface
(or free boundary) problems. Indeed, in the past forty years the phase field
(or the diffuse interface) method has been developed into a major and general
methodology for moving interface problems arising from astrophysics, biology,
differential geometry, image processing, multiphase fluid mechanics, chemical
and petroleum engineering, materials phase transition and solidification. One
common theme of these application problems is that interfacial energy plays
an important role in each of these moving interface evolutions. Mathematically,
interfacial energies such as the surface tension are characterized by the
curvature(s) of the interface such as the mean and Gauss curvatures. It turns
out that the mean and Gauss curvatures can be conveniently expressed in term
of the phase function, which makes the phase field method very effective for
modelling the interfacial energetics, particularly the surface tension effect.

Moving interface problems under the influence of the surface tension or
other interfacial energy belong to a larger class of so-called geometric moving
interface problems in which the motion of the interfaces is driven by some
curvature-dependent geometric law. The phase field formulations of such pro-
blems often give rise interesting and difficult geometric partial differential
equations (PDEs), which is a main subject of this chapter. Among many geo-
metric moving interface problems, the best known one perhaps is the mean
curvature flow (MCF) whose governing geometric law is: V,,(#) = Hr,, where
V,, and Hr, respectively, stand for the normal velocity and the mean curva-
ture of the moving interface I'(¢) at time 7. As the MCF is purely a geometric
problem, it can be described by various formulations including parametric,
level set and phase field formulations. It is well known that the best known
phase field formulation for the MCF is the Allen—Cahn equation:

Ut — Auf + & 2((uf)® —uf) =0, which is the simplest geometric PDE. Here
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the small positive parameter ¢ measures the width of the diffuse interface
layer. One of the most important theoretical results for the phase field method
is to prove that the zero-level set I'°(r) := {x € RY, u®(x, 1) = 0} evolves
according to the geometric law of the MCF and I'“(f) converges (as a set) to
the exact MCF interface I'(f) as ¢ — 0" (Evans et al., 1992).

Looking at the PDE, it may not be clear why the Allen—Cahn equation is
related to the MCF as its phase field model. This was indeed an open question
for more than 10 years. It took a considerable amount of effort by many
researchers before the above convergence result was proved (Bronsard and
Kohn, 1991; Chen, 1992; de Mottoni and Schatzman, 1995; Evans et al.,
1992; Kohn and Sternberg, 1989; Rubinstein et al., 1989). Although rigorous
proofs of the convergence of the phase field models/formulations of moving
interface problems is generally difficult, there is a formal procedure which
has been widely used for constructing/deriving phase field model/formulation
for a given moving interface problem. This procedure is based on an energetic
approach in which one first construct/postulate a Helmholtz free energy func-
tional associated with the underlying moving interface problem, a desired phase
field model/formulation then is obtained as the gradient flow for the energy func-
tional in an appropriately chosen topology. The Helmholtz free energy functional
often can be written as the sum of two parts: the first part is called the bulk energy
and the second part is the interfacial (or mixing) energy. As its name indicates,
the interfacial/mixing energy measures the energy stored in the interfacial layer
and can be defined and computed with the help of the phase function. As
expected, it would depend on the width of the interfacial layer. On the other hand,
the bulk energy is usually problem-dependent and may consist of several other
types of energies such as kinetic and potential/gradient energy. It should be
emphasized that this energetic approach makes the phase field modelling become
systematic and methodical instead of ad hoc. It shifts the main task of modelling
to the construction of the Helmholtz free energy functional and the driving
forces that provide the mechanism of energy dissipation.

After the phase field model is obtained, several important questions natu-
rally arise and must be addressed. Among them we mention the following
three: (1) Is the model mathematically well-posed as a geometric PDE prob-
lem? (2) Does the phase field model converge to the original sharp interface
model as the width of the interfacial layer goes to zero? If it does, how fast
or what is the convergence rate? (3) How to efficiently solve the phase field
model (i.e., the geometric PDE problem) numerically? It turns out that these
questions are not all easy to answer. For question (2) the main difficulties
are to derive required uniform in & estimates for the phase function and to
characterize the solution of the limiting model. Such a rigorous proof of con-
vergence is still missing for many moving interface problems from materials
science and multiphase fluid mechanics. For question (3) several important
issues must be considered. First, in order to preserve the gradient flow struc-
ture at the discrete level, it is desirable to ensure the numerical method to be
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energy stable besides to be accurate, which is a nontrivial task, especially if
one aims to have high order (time) schemes (see Yang (2016), Yang et al.
(2017), and Shen et al. (2018) for some recent advances in this direction).
Second, the phase field method is used to formulate/approximate a moving
interface problem (i.e., the underlying sharp interface problem) and numerical
methods are constructed to solve the phase field model. If the goal is to solve
the sharp interface problem, a critical question is that whether the numerical
solution of the phase field model converges to the solution of the underlying
sharp interface model as the width of the diffuse interface tends to zero
(i.e., € — 0). One may further ask in what sense the above convergence
should be interpreted. It turns out that these issues are quite difficult to
address and remain open for many phase field models and their numerical
approximations. The successful proofs all require to carry out some delicate
and nonstandard error analyses (Feng and Li, 2015; Feng and Prohl, 2003a,
2004a,c, 2005; Feng et al., 2016). Finally, in order to resolve the thin inter-
facial layer, one must use spatial (and temporal) mesh sizes that are much
smaller than the layer width e for computer simulations (note that ¢ — 0). For
such extremely small mesh sizes, the resulting large linear and nonlinear alge-
braic problems require huge computational effort to solve. This is especially true
in the three-dimensional case with uniform spatial meshes. To overcome the dif-
ficulty, one may rely on highly scalable algorithms (Takashi et al., 2011; Zhang
et al., 2016a) or use adaptive methods that only use fine meshes in the interfacial
layer and much coarser meshes away from the layer. The use of adaptive mesh
is a natural choice considering the fact that the phase function has a nice
structured profile that assumes distinct (close-to-constant) values in bulk phases
away from the diffuse interface and has a large gradient in the diffuse interface.

Although the phase field method was introduced much earlier as a model-
ling tool for material phase transition (in particular, solidification), it was
proposed as a computational technique in the early 1980s by J. S. Langer,
G. Fix, G. Caginalp and others. Fix (1983) was perhaps the first to use the
phase field method to numerically solve moving interface (or free boundary)
problems. Since then the phase field method has garnered a lot of interest and
become more and more popular. It has been developed into a general numeri-
cal methodology for solving various moving interface (i.e., free boundary)
problems from differential geometry, materials science, fluid mechanics and
biology, just to name a few. Practically, the methodology is well understood,
however, theoretically, many difficult questions remain to be addressed both
at the PDE level and at the discrete level. Moreover, computer simulations
of the phase field method, especially in high dimensions, remains to be chal-
lenging because of shear amount of computations involved. Indeed, phase
field simulations on extreme scales have been used as a test of computing
power on world’s leading high performance computers as exemplified by
the appearances on the Gordon Bell prize competition Takashi et al. (2011)
(2011 Gordon Bell prize winner) and Zhang et al. (2016a) (2016 Gordon Bell



430 Handbook of Numerical Analysis

prize finalist, which reported the largest 3D phase field simulations to date
that reached 40 Petaflops on the world’s fastest supercomputer at the time,
employing over 300 billion spatial grid points (6700%) and utilizing over
10 million cores). With the increasing popularity of phase field modelling in
more and more application domains, it is imperative that efficient numerical
algorithms and solvers such as adaptive grid methods and preconditioning
techniques must be developed and utilized.

The phase field method provides a diffusive interface description to many
physical processes and geometric models. Its capability goes beyond codi-
mensional one surfaces. For example, using vector fields or tensor fields, they
can be used to describe the characteristics of geometric information with
higher codimension such as point defects in two dimensions and curves in
three dimensions. Mathematical models of this kind include the celebrated
Ginzburg-Landau models of superconductivity, Landau—deGennes model
for liquid crystal flow, generalized Ohta-Kawasaki model of diblock and tri-
block copolymers, among others (Davis and Gartland, 1998; Du et al.,
1992; Kim and Lowengrub, 2005; Ohta and Kawasaki, 1986; Priestly, 2012;
Tinkham, 2004). While many numerical methods designed for scalar equa-
tions can be extended to systems, there are new challenges associated with
invariance and symmetries and choices of gauge (Du, 2005) in addition to
added computational complexity due to additional quantities of interests.

This chapter consists of additional seven sections. Section 2 devotes to the
mathematical foundation of the phase field method. This includes its formula-
tions for specific geometric moving interface problems, its intimate connection
to the level set method, convergence of the phase field method as the defuse
interface width tends to zero, fine properties of solutions of phase field models
and phase function representations of geometric quantities. Section 3 focuses
on time-stepping schemes for the phase field models, in addition to ensure their
accuracy, the emphasis is on presenting various energy stable schemes of
different orders which include the classical energy splitting schemes and
stabilized schemes as well as the newly developed IEQ (invariant energy
quadratization) and SAV (scalar auxiliary variable) schemes. Section 4
devotes to spatial discretization methods, all the classical methodologies are
covered. Among them are finite difference methods, finite element methods,
spectral methods, discontinuous Galerkin methods and isogeometric methods.
Section 5 focuses on two convergence theories of fully discrete numerical
methods for phase field models. The first theory analyzes rates of convergence
(or a priori error estimates) for a fixed diffuse interface width ¢, while the sec-
ond theory considers the convergence to the solution of the underlying sharp
interface problem when both the mesh parameters and the physical parameter
e all tend zero. Section 6 addresses a posteriori error estimates which are used
to design adaptive methods. The emphasis will be on the residual-based a pos-
teriori estimators for finite element discretizations. All three types of popular
adaptive methodologies will be discussed, they include /-, ip- and r-adaptive
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methods. Section 7 lists a host of applications of the phase field method rang-
ing from materials science, fluid mechanics to biology. It also discusses some
extensions of the classical phase field method such as nonlocal and stochastic
phase field models. The chapter is ended with a brief summary and a few
concluding remarks given in Section 8.

2 Mathematical foundation of the phase field method
2.1 Geometric surface evolution

Mathematically, a hypersurface or an interface in the Euclidean space R?*!
refers to codimension one subset I' of R™'. A moving interface (or a free
boundary) refers to one-parameter family of interfaces {I';},~o which evolves
in the space R“"! and are governed by some explicit or implicit mechanism/
law, often called a geometric law. The parameter ¢ represents the time. Such
a geometric law determines how the interface moves. Most commonly seen
geometric laws specify the velocity V or normal velocity V,, of the points
(thinking them as particles) on the interface at each given time ¢. It may
depend on intrinsic features (such as curvatures) of the interface and/or
on external factors (such as flow velocity) of the environment where the
interface exists.

Specifically, geometric surface evolution concerns with the following
question: given an initial hypersurface Iy € R*", find I', € R**! such that

Vn(t):Fim(il,...,/ld)'i' Fext Oth (1)

where V,, = V - n denotes the (outward) normal velocity of I', and n=nr,

stands for the outward normal to I',. {4;(¢) };{:1
of I'; and Fiy, is a given function of {4;};>. Fey denotes an external (source)
function. The geometric law (1) says that the normal velocity V,, of the inter-
face is determined/driven by the sum of an internal (Fj,) and an external
(Fext) “forces”. We note that problem (1) is stated purely as a geometric prob-
lem, it may be embedded in a more complicated moving interface problem

arisen from a particular application.

are the principle curvatures

2.2 Examples of geometric surface evolution

The following is a list of some best known geometric moving interface pro-
blems in the literature. We rephrase them in the framework of problem (1)
by explicitly describing the functions Fj, and Fext for each example.
Example 1 (Mean curvature flow).

The mean curvature flow (MCF) is defined by setting

d
Fu=H:=2) Jj, Fex=0
j=1
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in (1). Where H = H(t) denotes the mean curvature of I',. So the MCF seeks a
family of hypersurfaces whose normal velocity at every point on the hypersurface
is equal to the mean curvature of the hypersurface at that point for all time ¢ > 0.
The MCF is a curve-shortening (in 2D) and an area minimization flow (in higher
dimensions) in the sense that it can be interpreted as a gradient flow for the curve
length functional (in 2D) and the surface area functional (in higher dimensions)
(Ecker, 2004; Giga, 2006; Zhu, 2002). The MCF finds applications in many fields
such as materials science, image processing, and multiphase fluids.

Example 2 (A generalized mean curvature flow).
The generalized mean curvature flow (gMCF) to be considered in this chapter
refers to the case with

Fil‘lt:Ha FextEV'nF,+g

in (1). Clearly, the difference between and the MCF and the gMCF is that the
latter has a nonzero external force F,,. Here v represents the background fluid
velocity, and g denotes the combined other external forces.

Example 3 (Inverse mean curvature flow).
The inverse mean curvature flow (IMCF) is defined by setting

1

H’
in (1), it describes the evolution of a family of hypersurfaces whose normal
velocity at every point on the hypersurface is equal to the reciprocal of its
mean curvature at that point for all time ¢ > 0. The IMCF finds application

in general relativity and was used as a main tool to prove the Penrose Inequal-
ity by Huisken and Ilmanen (2001).

Fint: Fext:O

Example 4 (Surface diffusion flow).
The surface diffusion flow refers to the case with

Fint:AF,Ha Fext:()

in (1). Where Ar, denotes the surface Laplace operator on I, so the flow
requires that the normal velocity of the hypersurface equals the surface Laplace
of its mean curvature at every point on the surface for all time ¢ > 0. The surface
diffusion arises from applications in materials science, image processing and
cell biology (Chopp and Sethian, 1999; Elliott and Stinner, 2010a; Escher
et al., 1998).

Example 5 (Willmore flow).
The Willmore flow is defined by setting

d
Fiy=—Ar,H—2H(H> = K), K:=]]4 Fea=0
j=1
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in (1). Note that K denotes the Gauss curvature of the surface. The Willmore
flow can be interpreted as a gradient flow for the total quadratic mean curva-
ture functional frle and find applications in biology and materials science
(Bretin et al., 2015a; Du et al., 2004; Elliott and Stinner, 2010a; Marques
and Neves, 2014; Simonett, 2001; Wang and Du, 2008; Zhang et al., 2009).

Example 6 (Hele-Shaw flow).
To define the Hele-Shaw flow, we set

1|ow
Fintzo» Fextzz % Fl»

in (1), where w is defined by

Aw=0 in Q\I},
w=0cH onlj},

here Q € R is a bounded domain, % stands for the normal derivative of w and
[W]r, denotes the jump of a function w across the interface I',. ¢ is a positive
constant and is called the surface tension in the literature. Note that we omit
the outer boundary condition for w. The Hele-Shaw flow says that the normal
velocity of the interface equals the jump of the normal derivative of the pres-
sure field w across the interface. Since the pressure depends on the mean
curvature H, then the normal velocity implicitly depends on the mean curva-
ture H. The Hele-Shaw flow arises in the study of two-phase fluids. It should
be noted that the identical model also arises in materials sciences and is
known as the Mullins—Sekerka model, though function w stands for the tem-
perature, not the pressure, in the Mullins—Sekerka model (Hele-Shaw, 1898b;
Mullins and Sekerka, 1963).

Example 7 (Generalized Stefan problem).
The generalized Stefan problem can be defined by setting

1|0
Fint:O» Fextzi[a_f:lrl,

in (1), where ¢ is defined by

0
a—f—A[p:o in Q\T',,

¢p=c(H—aV,) onl,

here a is another positive constant. Compared with the Hele-Shaw flow, the
temperature ¢» now satisfies the heat equation in Q\I'; and the normal velocity
V,, appears in the boundary condition for ¢ (thus, it appears in both sides of
(1)). Note that we omit the outer boundary condition and the initial condition



434 Handbook of Numerical Analysis

for ¢p. The generalized Stefan problem describes the solidification process of
fluids with consideration of the surface diffusion (characterized by o) and
the super/under cooling effect (characterized by a) (Caginalp and Chen,
1998; Fix, 1983; Langer, 1986).

Example 8 (Two-phase immiscible fluids).
The sharp interface two-phase immiscible flow model is often written as

0
P (a—l; +(u- V)u) —divT(u, p)=f in Qr\I[,
diva=0 in Qr\I},

[T(u, p)nlp, =cH  onT},

[u], =0 on I,

T(u, p):=v(Vu+Vu') —pl,

where Qr := Q x (0, T), u and p denote the fluid velocity and pressure.
v(> 0) is the viscosity coefficient. Again, [']Fr denotes the jump function.
The first two equations in the PDE system are called the Navier—Stokes equa-
tions. T(u, p) is called the deformation tensor which can be replaced by more
complicated nonlinear version in the case when complex fluids are involved
(Anderson et al., 1998; Feng et al., 2005a; Jacqmin, 1999; Liu and Shen,
2003a; Lowengrub and Truskinovsky, 1998; Yue et al., 2004). To fit the
above model into the form (1), we simply set
Fine=0, Fex=[T(up)n|..

t

It follows from (1) and the first interface condition in the PDE system is
V,, = oH, hence the fluid interface I', evolves as a scaled mean curvature flow.

Example 9 (Two-phase immiscible fluids).

An interesting special case of two-phase flows is so-called the two-phase Hele-
Shaw flow which refers to the motion of (one or more) viscous fluids between
two flat parallel plates separated by an infinitesimally small gap. Such a physi-
cal setup is often called a Hele-Shaw cell and was originally designed by Hele-
Shaw to study two dimensional potential flows (Feng and Wise, 2012; Han and
Wang, 2018; Hele-Shaw, 1898b; Kim and Lowengrub, 2005; Wang and Zhang,
2013). The sharp interface model of two-phase Hele-Shaw flows is given by

1 .
u= —1—2’1(VP—Pg) in Qr\I',

divu=0 in Qr\I},
[pl=vH on I3,

[u-n]=0 onTl},
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where the first interface condition is called the Laplace—Young condition in
which y is the dimensionless surface tension coefficient and H stands for
the mean curvature of I',. To fit the above model into the form (1), we set

Fint = 07 Fext = I})]F17

which says that the fluid interface I'; evolves as a scaled mean curvature flow.

2.3 Mathematical formulations and methodologies

As Eq. (1) is a geometric problem, in order to analyze and approximate its
solutions, one needs to choose an appropriate formulation and to define the
meaning of solutions, which in turn then lead to different mathematical and
numerical methods for the problem.

Several mathematical formulations of (1) have been proposed and devel-
oped in the past 40 years. Among them the best known one is the parametric
formulation (cf. Ecker (2004) and Zhu (2002) and the references therein), in
which the coordinates of all points on the hypersurface are written as func-
tions of chosen parameters. All best know geometric quantities can be com-
puted in terms of the coordinate functions. The parametric formulation has
been widely used to study smooth geometric surface evolutions. It has also
been used to develop numerical methods for computing the solutions (i.e., the
coordinate functions). In order to deal with nonsmooth geometric surface evo-
lutions, other formulations and weak solution concepts have been introduced
and investigated. One of such formulations is the varifold formulation devel-
oped by Brakke (1978), especially for the mean curvature flow. Its measure-
valued weak solutions are called varifold solutions. Another weak formulation
and weak solution notion, called the theory of minimal barriers, were intro-
duced by De Giorgi (1994) and were further developed by Bellettini and
Novaga (1997) and Bellettini (2013) including establishing the connection
between barrier solutions and other type weak solutions. The fourth formula-
tion, which has been very popular for both PDE analysis and numerical
approximation, is the level set formulation (Osher and Fedkiw, 2003; Osher
and Sethian, 1988; Sethian, 1999). The corresponding weak solutions are
called level set solutions (Chen et al., 1991; Evans and Spruck, 1991). The
level set formulation provides a convenient and effective formalism not only
for analyzing curvature-driven flows such as the mean curvature flow but also
for approximating their (level set) solutions numerically (see more details
below). Finally, the fifth formulation of (1) is the phase field formulation
(Anderson et al., 1998; Fife, 1988; Fix, 1983; Langer, 1986; McFadden,
2002), which is the main subject of this chapter. Like the level set formula-
tion, the phase field formulation also provides a convenient and effective
formalism for both mathematical analysis and numerical approximation of
problem (1), especially, in the case when Fey, £ 0.
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2.4 Level set and phase field formulations of the MCF

We now use the mean curvature flow (MCF) as an example to demonstrate
the derivations of both the level set and phase field formulations of the MCF.

The level set method was introduced by Osher and Sethian (1988) for gen-
eral moving interface problems. As its name indicates, the main idea of the
level set formulation/method is to represent the hypersurface I'; as a zero-level
set of a function u in Rd”, that is

I = {x(r) € Q% u(x(r), 1) =0}, 2)

and then to evolve the level set function u, instead of the interface I',. To
transfer Eq. (1) for I'; to an equation for u, we formally differentiate equation
u(x(r), t) = 0 with respect to ¢, while treating x = x(¢) as an implicit function,
and using the chain rule to get

ou dx
— —=0.
ot v dt
Since V =<7 is the velocity of the surface, then
0
2 Vu-v=o. 3)
ot

Eq. (3) is often called the level set equation, and it is determined by the veloc-
ity field V and the initial condition u, such that Iy = {x € RY*!; uy(x) =0}.
To illustrate, we consider the mean curvature flow described in Example 1
whose geometric law is

Va(t, - )=H(t, -).
By the differential geometry facts we have
Vu
=—= d H=—di ,
n Yl an iv(n)

where n stands for the inward normal to I',. Then the level set equation (3)
becomes

0 ou ou ou
0=— V=—- Vi=—— H—— di
o +Vu o |Vu| o [Vu| |Vu| div <|V |>

or

ou |Vud1v(|§ |) 0. 4)

Eq. (4) is the well-known level set formulation of the mean curvature flow
(Chen et al., 1991; Evans and Spruck, 1991; Giga, 2006).
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It should be pointed out that here we only showed that Eq. (4) holds on I,
but it easy to verify that it actually holds on all level sets, hence, holds in R**!.
It is also important to note that the level set equation (3) remains the same for
all moving interface problems although the velocity V may be different for dif-
ferent problems.

The phase field method for the moving interface problems can be traced
back to Rayleigh (1899), Rowlinson (1979) and Edwards et al. (1991). It
was originally developed as a model for solidification, but has been used
for many other applications, such as crack propagation, electromigration,
crystal and tumour growth. The main idea of phase field method is to intro-
duce thickness to the interface, more precisely, it seeks a phase field function
u® such that the interface lies in the narrow region (called the diffuse
interface)

I, C 08 = {x(r) eR™ 1 [uf (x(1),1)| < 1—O(e) }. 5)

Here ¢ is a small positive constant, which controls the width of Qf. The phase
field function takes two distinct value +1 and —1, which represent two distinct
phases, with a smooth change between —1 and +1 in Qf. The zero-level set
I :={x(r) R uf(x(f), £) =0} of u*, which is contained in the diffuse
interface Qf, is often chosen to represent I'; approximately. Like the level
set method, this diffuse interface approach provides a convenient mathemati-
cal formalism for numerically approximating moving interface problems
because explicitly tracking the interface is not needed in the formulation.
Unlike the level set method, there is no master phase field equation which
is valid for all moving interface problems, instead, the phase field formulation
is problem-dependent and are often difficult to derive. The difficulty is due to
the fact that the interface lies inside Qf, but the specified location of the inter-
face is unknown, so the curvature at the interface cannot be calculated exactly
as in the level set method. Below we again use the mean curvature flow
(MCF) as an example to show a formal derivation of its phase field formula-
tion when the profile of the interface is postulated. To this end, let d(x) denote
the signed distance function between point x and the interface I',, and consider
the fact that the solution approximates the tanh (- ) function, we heuristically

postulate that
uf(x, t) := tanh (f}fi) (6)

because it matches with the desired profile for the phase function u°. Then
we have

tanh’(s) = 1 — tanh?(s), tanh”(s) = —2tanh(s)(1 — tanh?(s)),
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and
d(x)
tanh
Vit (x) = \<f8f €> Vd(x),
2 _ \/zg 2ue X zue(x) us X ue X
D d(x)iil—(uﬁ(x))z <D ( )+71_(M€(x))2v (x) @ Vu( )).

By differential geometry facts we have

2

V() =1, (Ve (o) =5 (1- (),

hence,

H =tr(D%d(x)) = Lz (AMS(XH%(M"(X) - (MS(X))3)>~ ©)
1= (ue(x))

Recall that the approximate moving interface I is represented by the
zero-level set of u¢, that is, u®(x, £) =0 on I'¥. As in the derivation of the level
set equation, we formally differentiate equation u“(x, t) = 0 with respect to ¢,
while treating x = x(#) as an implicit function, and using the chain rule to get

0:0u€

out out
V=——|Vuf|V,=——|Vu’|H, 8
u 5 1Vl 5 Vil @®)

dx(r)

here we have used the facts that V = = and n=—

‘WE‘ Combining (7) and

(8), we obtain the follow phase field equation for the MCF:

ou® 1
S 82((uf)3—uf) ~0. )

Eq. (9) is called the Allen—Cahn equation in the literature, it was introduced
by Allen and Cahn (1979) as a model to describe the phase separation process
of a binary alloy at a fixed temperature. In the original Allen—Cahn equation ©*
denotes the concentration of one of the two species of the alloy. We also remark
that Eq. (9) differs from the original Allen—Cahn equation in the time scale,
t here represents Fiz in the original Allen—Cahn equation, hence, it is a fast time.

The Allen—Cahn equation can also be derived using the modern energetic
approach. To this end, we introduce the following Cahn—Hilliard free energy
functional

1 1 1
T (u) ::/Q<§|Vu|2+g—2F(u)) dx, F(u) ::Z(uz— 1)2. (10)
where the first term in 7 is called the bulk energy and the second term is

called the interfacial (or potential) energy. Then (9) can be interpreted as
the Lz—gradient flow for 7, that is,
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0
a—l::—(]’(u) in L2(Q), (11)
where J' ’(u) denotes the Gateaux derivative of 7 at u in the specified topo-

logical space. For the L*(Q) space, it is easy to verify that
1
J'(u)=—Au+ S—zf(u), (12)

where f(u) := F'(u) = u® — u for the double well potential given in (10). We
thus get a concrete form of (11) given by

ou 1
E:Au—gf(u). (13)

Clearly, the above energetic approach is quite simple and systematic com-
pared to the traditional derivation which could be involved for complex
moving interface problems. The key ingredient/step is to design a “correct”
energy functional J and to choose the “right” topology (or inner product)
for a specific problem, the resulting phase field equation is then given by
the general gradient flow equation (11). For this reason we may regard
Eq. (11) as the (master) phase field equation.

2.5 Phase field formulations of other moving interface problems

In this section we list the known phase field formulations for all moving inter-
face problems introduced in Section 2.2.

For the generalized mean curvature flow defined in Example 2, its phase
field formulation is given by the following convective Allen—Cahn equation
(Caginalp and Chen, 1998; Chen et al., 1998):

ou® _ o1 X
%—Aub+v-Vué+8—2f(ub):g. (14)

For the surface diffusion flow defined in Example 4, its phase field formu-

lation is the following degenerate Cahn—Hilliard equation (Cahn et al., 1996):

£

‘)L; +div <b(u€)v(Au€€12f(uf)>> =0, b(z):=1-22 (15

where b(z) =1 — 2%

For the Willmore flow introduced in Example 5, its phase field formula-
tion is given by the following fourth-order PDE (Bellettini, 2013; Bellettini
and Novaga, 1997; Bretin et al., 2015b; Du et al., 2004):

ot 1 1 1
a—”t +A (Aus 62f(u"’)) —f'w (Auf -5 f(uf)) -0, (16
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corresponding to the following phase field relaxation of the Willmore energy
functional:

W) 1= 218 / (.eAu —ff( ))zdx. (17)

For the Hele-Shaw flow defined in Example 6, its phase field formulation
is given by the following well-known Cahn—Hilliard equation (Alikakos et al.,
1994; Cahn and Hilliard, 1958; Pego, 1989):

a £
7+A eAu® 7*f( ) 0, (18)
which can also be obtained from (15) after setting b(z) = 1.

For the generalized Stefan problem introduced in Example 7 of Section 2.2,
its phase field formulation is given by the following so-called classical phase
field model (Caginalp and Chen, 1998):

()2 = et — () +5(E)g (19)
ot
&) =AF =5 @0

Note that u° denotes the phase function in the model.

Remark 1. There is also a phase field model for generalized anisotropic Stefan
problem which is widely used in the materials science community (Boettinger
et al., 2002; McFadden, 2002; Plapp and Karma, 2000; Provatas and
Elder, 2011).

For the two-phase-fluid diffuse interface model introduced in Example 8 of
Section 2.2, when p = 1 and v = 1, its phase field formulation is given by the
following coupled Navier—Stokes and Cahn—Hilliard system (Anderson et al.,
1998; Jacqmin, 1999; Liu and Shen, 2003a):

ou®

o (u® - V)u' — Au’ + Vp© = y* Vo +f inQr, 21
divu® = 0 in Q. (22)

a £
(‘)pt £.Vef=0 inQr, (23)

1
ue=—eAgpt + ;f(q)s) in Qr. (24)

Note that ¢° is used to denote the phase function in the model.
Finally, the phase field formulation for the two-phase Hele-Shaw flow
model described in Example 9 of Section 2.2 is given by the following
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coupled Darcy and Cahn—Hilliard system (Chen et al., 2017; Diegel et al.,
2015; Feng and Wise, 2012; Han and Wang, 2018; Wang and Zhang, 2013):

u® = —Vp® —yp*Vu’ in Qr, (25)
divu*=0 in Qr, (26)
op° e
;pt _ Aﬂé +ué- V¢€ =0 in QT, (27)
1., )
Ut = —eAgp® + ;f((p ) in Q. (28)

Again, ¢° is used to denote the phase function.

Remark 2. Huisken and Ilmanen (2001) proposed a sublevel set formulation
for the inverse mean curvature flow (IMCF), as expected, this formulation
does not have the form of the general level set equation (3), which would give
the following unusual PDE:

Vu\ ou
v— ) -—= . 2
dlv<|Vu|> gy |Vl (29)

To the best of our knowledge, no phase field formulation for the IMCF
was proposed in the literature, however, for a phase function u® there holds
the approximate mean curvature formula (Bellettini, 2013; Bretin et al.,
2014; Du et al., 2005):

(3 1 £ 1 £
Using this formula, the chain rule and the geometric law for the IMCF, we
then get the following phase field formulation for the IMCEF:

1 1 ou’
AU —— e Rt e 1
2( u ng(u )) o |V, 31

which is also an unusual PDE.

Finally, we like to point out that similar to the formulation of the Allen—
Cahn equation as an Lz—gradient flow discussed earlier in (11) and (12), many
of the phase field models presented here can also be obtained by the energetic
approach. For example it is well known (Alikakos et al., 1994; Chen, 1996;
Fife, 1988) that the Cahn—Hilliard equations given in Example 6 is the H™'-

gradient flow of the Cahn—Hilliard free energy J :=eJ. That is,

%: ~J'(w) inH'(Q), (32)
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where the H~' inner product is defined by

(e )yr = ((=8) ")

where (-, -);- denotes the standard L*-inner product, and (—A)f1 denotes
the inverse of the negative Laplacian (subject to appropriate boundary and
normalization conditions).

The gradient flow structure implies in particular the dynamic energy law

(33)

s

aj(u)_ oul|*
o ||ot

where the ||-|| denotes the norm induced by the inner product that defines the
gradient flow.

In the same fashion, the degenerate Cahn—Hilliard equation given in (33)
can also be interpreted as a weighted H '-gradient flow of the free energy

f with the energy law

0J (u)
e L LT (34)
where p:=—¢eAu+ % f(u) is often called the chemical potential. On the other

hand, Eq. (16) in Example 5 is the L*-gradient flow of the Willmore energy
functional (17). The energy law for the coupled Navier—Stokes and Cahn—
Hilliard system in Example 8 can also be formulated using the idea of flow
map for the total energy that is the sum of the phase field interfacial energy
and the fluid kinetic energy.

2.6 Relationships between phase field and other formulations

Among five mathematical formulations/methodologies for moving interface
problems, the first four, namely, the parametric formulation, the (Brakke’s)
varifold formulation, the (De Georgi’s) barrier formulation and the level set
formulation, all intend to represent and to seek the sharp interface exactly.
For this reason we call them sharp interface formulations/methodologies. In
contrast, the phase field formulation and methodology does not represent
the interface exactly but only seeks an approximate interface, it introduces a
width to the interface so the interface is diffused. For this reason, it is often
called a diffuse interface formulation/methodology. So the phase field meth-
odology is fundamentally different from other methodologies. On the other
hand, if we use how the interface is represented and sought as a yardstick,
we also can divide the five formulations/methodologies differently as direct
and indirect formulations/methodologies. The parametric, the varifold and
the barrier’s formulations/methodologies belong to the direct approach camp
because they represent and seek the interface directly, while the level set
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and the phase field methodologies belong to the indirect approach camp
because they both represent and seek the interface indirectly as a level set
of an auxiliary function (i.e., the level set function and phase field function/
variable). Comparative studies of phase field methods and other methods
are of much interests, see for example, a comparison of phase field and para-
metric front tracking reported in Barrett et al. (2014a).

Indeed, the level set method and the phase field method are intimately
connected. Their connection is revealed in the limiting process as the param-
eter ¢ — 0 in the phase field formulations/equations. It can be shown (rigor-
ously or formally) that the diffuse interface converges (in some sense) to the
sharp interface defined by the level set formulation (Abels, 2015; Abels and
Lengeler, 2014; Abels and Liu, 2018; Alikakos et al., 1994; Chen, 1992,
1996; de Mottoni and Schatzman, 1995; Evans et al., 1992; Pego, 1989).
It should be noted that the convergence may hold beyond onset of singulari-
ties. This is quite important because it says that theoretically the level set for-
mulation provides a nice mathematical framework and a good solution notion
for the underlying moving interface problem which the phase field method
aims to approximate and to solve, although numerically both methods provide
different formalisms and platforms for developing efficient numerical meth-
ods for moving interface problems.

On the other hand, the level set method and the phase field method are fun-
damentally different methodologies because they are based on different princi-
ples/ideas (i.e., sharp interface vs diffuse interface). The difference also reflects
on their respective PDE models. The level set PDEs often have stronger nonli-
nearities than their phase field counterparts. For example, the level set PDE for
the mean curvature flow, see (4), is a nondivergence form quasilinear PDE
whose solutions are often defined in the viscosity sense (Chen et al., 1991;
Evans and Spruck, 1991), while the phase field PDE for the mean curvature
flow is a semilinear PDE with constant coefficient whose solutions are defined
simply by using integration by parts. Compared to the phase field method, the
level set method has advantages of being simple to obtain the level set equation
and to provide sharp representation of the interface. On the other hand, it often
does not satisfy mass conservation, which may lead to the nonphysical motions
of the interface, and strong nonlinearity of the level set PDE makes it harder to
solve numerically. Since the phase field function usually has physical mean-
ing, which makes the phase field method more convenient to handle physically
or biologically charged interface motion. However, although the phase field
equation is easier to discretize, to resolve the thin diffuse interface one is
forced to use adaptive mesh techniques (Feng and Wu, 2005, 2008; Kessler
et al., 2004; Provatas and Elder, 2011; Provatas et al., 1999) because the com-
putation becomes intractable, especially in three-dimensional cases if uniform
meshes are used. Both the level set method and the phase field method share an
important advantage over the direct methods, that is, they can handle with ease
singularities (or topological changes) of the interfaces.
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We note that the phase field formulation also relates to other sharp inter-
face formulations. [lmanen (1993) proved the convergence of the solution of
a phase field equation to the Brakke’s varifold solution for the mean curvature
flow, and in Bellettini (2013), Bellettini and Novaga (1997), etc., established
the convergence of the solution of another phase field equation to the De
Georgi’s barrier solution for the Willmore flow.

2.7 Phase function representations of geometric quantities

To obtain a phase field formulation for a given geometric law, it is very
important to be able to represent well-known geometric quantities such as
the mean curvature and Gauss curvature in terms of the phase function, this
then requires to develop so-called the phase field calculus (cf. Du, 2011).

First, it is well known that the volume formula of a geometric domain in
terms of a phase function u° can be derived from the integral of the phase field
u®, or more generally, the integral of g°(4°) where ¢° could take on an approx-
imation of indicator function such that g°(x°) is approximately one inside the
geometric domain and zero outside (as determined by the values of u°).

Second, the interface area formula can be expressed, as discussed before
by the Cahn—Hilliard energy functional given in (10).

Other frequently used geometric quantities include the interface normal,
expressed by Vu/|Vu®|, and as already mentioned above, the formula for
the mean curvature of the interface represented by the zero-level set of the
phase field function u® as given in (30) (Du et al., 2004, 2006). In addition,
the phase field version of Gauss curvature can also be computed (Bellettini,
2013; Bellettini and Mugnai, 2010; Bretin et al., 2014; Du et al., 2005).
A form similar to (30) is given in Bellettini and Mugnai (2010) as

1 2

e __ £ 1 € 2 2 € 1 T Vu Vu

Vul ¥ T4

s

where |-| denotes the standard Euclidean norm. Consequently, the phase field
Euler—Poincaré index can be computed by integrating the Gauss curvature to
retrieve topological information of the implicitly defined zero-level set sur-
face of the phase field function (Du et al., 2005). A simple form in 2D can
be found in Du et al. (2005) and is given by

x© _& (Azf —izf(ue)>dx, (35)
Q &

€
with the 3D version given in Du et al. (2007) by

=G (Au*‘—izf(ug)>p(u€)dx
Q &

£
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for a suitably chosen function p such as p(f) = —2n(1—*)""'t, n > 1 and nor-
malization constants C, and Cj;. Other studies concerning topological con-
straints in phase field models can be found in Dondl et al. (2017)

2.8 Convergence of the phase field formulation

Since the phase field method is based on a diffuse interface idea/approach, a
fundamental mathematical question is whether the diffuse interface converges
to a sharp interface when the width of the diffuse interface tends to zero
(i.e., € — 0). It turns out that this is very difficult question to rigorously
answer for all moving interface problems. It remains an open problem for
many phase field models. To address this question, one first needs to know
or to guess what is the limiting sharp interface formulation.

Many people contributed to the convergence proof for the Allen—Cahn
problem to the MCF (cf. Bronsard and Kohn, 1991; Chen, 1992; de Mottoni
and Schatzman, 1995; Kohn and Sternberg, 1989; Rubinstein et al., 1989),
it was finally proved by Evans et al. (1992) that

disty (Ff,F,) =0(¢e), ase—0,

where disty denotes the Hausdorff distance between two sets.

The connection between the Cahn—Hilliard equation and the Hele-Shaw
problem was first formally established by Pego (1989). It was later proved
by Alikakos et al. (1994) that if u® and u* satisfy the Cahn—Hilliard system

ou® 1
—:AS, € _cAuf+ - e’
o =M = et f ()
then
p—w, disty(T6,T;) =0 ase—0

before onset of singularities (or topological changes). Where w denotes the
solution of the Hele-Shaw problem. Chen also proved in Chen (1996) using
the energy method the convergence of the solution of the Cahn—Hilliard prob-
lem to a (very) weak solution of the Hele-Shaw problem.

For the surface diffusion flow V,, = —aArH, the convergence was formally
proved by Cahn et al. (1996) if u® and u° satisfy the following degenerate
Cahn—Hilliard equation/system:

e
ot
. L1

U= —Au +€—2f(u ), b(z):=1-2%

= div (b(u*)Vu®),

For the generalized Stefan problem, Caginalp and Chen (1998) proved that
if ¢° and u® satisfies the following parabolic system (which is often called the
classical phase field model)
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dp° 1

ale) = eAg” —— (o) +s(er,
ou® dp*
AU — ,

&) =a =

then
ut — ¢, disty(T5,T;) =0 ase—0

before onset of singularities (or topological changes) for various combinations
of a(e) and s(¢). Where ¢ denotes the solution (temperature) of the
generalized Stefan problem.

Other works concerning the sharp interface limit of Cahn—Hilliard equa-
tions and its variants can be found in Antonopoulou et al. (2018a), Dai and
Du (2012, 2014), Chen et al. (2014), Dai et al. (2018), Dai and Promislow
(2013), Garcke and Novick-Cohen (2000), Lee et al. (2016), and Novick-
Cohen (2000). Recently a convergence proof of the Navier—Stokes—Cahn—
Hilliard phase field model to the sharp interface model for two-phase fluids
was carried out in Abels and Lengeler (2014), Abels et al. (2017), and
Abels and Liu (2018) and for a Cahn—Larché phase field model approximat-
ing an elasticity sharp interface problem in Abels (2015).

We conclude this section by summing up the main points of the above con-
vergence results and also make a few comments. First, the level set method is a
sharp interface method, while phase field method is a diffuse interface method.
The latter converges to the former as € — 0. Second, the level set function of
each moving interface problem must satisfy a master equation, which is the
following Hamilton—Jacobi equation:

@, +V,|Vp|=0 onT,.

However, there is no such a general master equation for phase field models.
Phase field equations are usually not unique and different for different moving
interface problems. Third, level set formulations often give rise to quasilinear
or fully nonlinear PDEs while phase field formulations result in semilinear or
quasilinear PDEs which are of singularly perturbed type and involve a small
parameter e. Lastly, level set functions are purely mathematical objects and
may not have physical meaning while phase field functions often represent
physical quantities such as densities and concentrations.

3 Time-stepping schemes for phase field models

Simulating the time evolution of phase field models has many important
applications such as phase transition, microstructure coarsening and cell
motion. Typically the dynamic process governed by phase field models
involve a number of stages that exhibit features on multiple time and spatial
scales. The main focuses on effective time discretization have largely been



The phase field method for geometric moving interfaces Chapter | 5 447

devoted to the construction of methods which can offer both stable long time
simulations and adequate resolutions of transient phenomena. Preserving, on
the discrete level, some mathematical features associated with the contin-
uum phase field dynamics (such as the energy law and uniform pointwise
bounds on the phase field variable) has taken a centre stage in much of
the numerical analysis literature. It is also desirable that these feature pre-
serving schemes can provide high level resolution (which is not limited to
just a formal high order truncation error) and can be efficiently implemented
(from effective solver to scalable algorithms). While a number of classical
time integrators have been studied, various splitting and stabilization techni-
ques have been proposed to address these concerns. We refer to, for exam-
ple, Barrett et al. (1999), Chen and Shen (1998), Chen et al. (2000), Du
and Nicolaides (1991), Du and Yang (2017), Zhang and Du (2009), Elliott
and French (1987, 1989), Eyre (1998), Feng and Prohl (2003a, 2004a,c,
2005), Feng and Li (2015), Feng et al. (2016), Wu and Li (2018), Gomez
and van der Zee (2018), Li et al. (2016a), Shen and Yang (2010, 2019),
Shen et al. (2018), Wise et al. (2009), Yang et al. (2018) and the references
cited therein.

We note in particular that past works have utilized the gradient flow struc-
ture of many phase field equations which we focus on here. As an illustration,
following (32), we formulate a generic phase field equation as u, = —J"(u)
with u, being the time derivative and J’ representing the variation of the
phase field energy with respect to a generic inner product (topology) that
could be either L* (for Allen—Cahn dynamics) or H™' (for Cahn-Hilliard
dynamics). We use < -, - > to represent the associated inner product for
convenience.

To present time discretization schemes, we let {7, }2]:1 denote the discrete
time steps with ¢, be the initial time and #y = T be the terminal time. We use
7 to denote the discrete time step size, generically 7 can be dependent on ¢,
that is, 7 = 7, which gives nonuniform time steps or adaptive time steps.
For the sake of simple notation, we drop the explicit dependence on n for
the discussion in this section. We use u" to denote the numerical approxima-
tion of u(t,), the function value of the phase field variable u at time #,,.

3.1 Classical schemes

By viewing phase field equations as abstract dynamic systems, many classical
time discretization schemes can be used. With the gradient flow formulation,
one may offer various interpretations to these classical schemes.

Example 10 (Fully explicit/forward Euler Scheme).

Standard fully explicit Euler schemes for the gradient system u, = —J"(u) can
be written as

Wt =" —2J (u"). (36)
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It can be viewed as a steepest descent iteration of the phase field energy, in
the corresponding topology, with a step size 7. While popular among domain
scientists due to the simplicity in the numerical implementation, the limitation
on the time step size, due to stability considerations, severely affects its
performance for long time integration.

Example 11 (Fully implicit/backward Euler Scheme).
To deal with the stiff nature of phase field models, implicit schemes that often
better stability properties are better choices for long time integration than the
conventional explicit Euler scheme.

The standard backward/implicit Euler scheme can be written as

u””:u”—fj'(u””), (37)

which may be reformulated in a variational form as

min{j(u)+i|| u—u”||2},
2T

where ||-|| is the norm corresponding to the same inner product < -, - > that
defines the variational derivative of J.

Thus, by interpreting 1/z as a penalty constant, one can view the backward/
implicit Euler scheme as to look for the minimum of J near u". A consequence
is that

j(un+1) + i

. 1 n n
=2 = mind T () + 5 u— w2 b < 7).
2T 2T

In particular, this leads to the decrease of energy for any step size. Neverthe-
less, to compute #™*', a nonconvex problem needs to be solved and condition
of 7 may need to be imposed to ensure the uniqueness of the minimizer.

Example 12 (Crank—Nicolson and its variant).
For second-order Crank—Nicolson type schemes, we may consider

n+1 n
u +u
M"“:u"—rj/( 2 )

which may be obtained via the extrapolation 2u**' — u" where u**' is the

backward/implicit Euler solution. Other variants include

T 71/ n
5\7(”)9

un+1 =u" _%j/(un+l) _

which solves

min{](u)+%||u—u"||2+ (u—u", »7/(“”»}’
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instead, and a modified scheme

un+l :Mn—T¢(Mn,M’1+1), (38)
(v, w),v—w)y=TJWV)=T(w) Vv, w. (39)
For the latter, we have
1 1

_(j(un+1) o j(un)) += Hun+1 o un||2 —0.

T T

While for other schemes one can often only derive an inequality version the
energy law, the above can be seen as an exact time discrete analogue of the
energy law associated with the continuum model.

The use of the discrete variation ¢(v, w) has been considered in other
works such as Du et al. (2011) and Furihata (2001). Different variants have
also been studied based on Taylor expansions (Gomez and Hughes, 2011).

Besides classical schemes considered above, there are also works on
numerical discretization of phase field models based on traditional linear
multistep methods (Akrivis et al., 1998) and Runge—Kutta (RK) methods
(Shin et al., 2017; Song and Shu, 2017) which also can be studied for general
gradient system (Humphries and Stuart, 1994).

3.2 Convex splitting and stabilized schemes

It is desirable to have time discretization of the gradient flows satisfying the
energy stability which refers to

j(un+ l) S j(un)

In particular, it is often viewed that the decay of energy not only preserves the
physical feature but also provides stability to numerical discretization. For
some phase models, preserving the pointwise bound enjoyed by the contin-
uum model is also an important feature of numerical schemes. While a num-
ber of classical schemes mentioned in the above share such properties, there
are more variants that offer more efficient implementation and better
performance.

Example 13 (Convex splitting).

The fully implicit schemes enjoy energy stability but at the expense of solving
nonlinear nonconvex problems in general. An alternative is the convex splitting
for gradient flows (Elliott and Stuart, 1993; Eyre, 1998). Here, based on a
decomposition J = J; + J, where J; is convex and J, is concave, the convex
splitting scheme is given by

un+l:un_Tj/l(un+l)_T‘7/2(un)’ (40)
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which also has an equivalent variations formulation

min{j1 () + % = w2 — <u—un,J’2(u")>}.

The convexity of [J; assures the unique solution for any z > 0. The energy
stability also follows, that is,

j(u”+1)+i

5 ||un+1 71/{"”2 S j(un)

There are a number of higher order extensions, for example, by combining
the convex splitting with Runge—Kutta methods.

Example 14 (Linearly-implicit stabilized schemes).
To make the computational task simpler for each time step than even that
associated with the convex splitting schemes, a popular technique for getting
energy stable scheme is to use a semiimplicit or coupled implicit-explicit
scheme that lead to only linear systems of equation.

Among the first-order scheme, this generically amounts to a linear split-
ting of the J'(u) into the sum 7' (u) — Au= N(u) and Au for some linear oper-
ator A where the first term is treated explicitly while the second is treated
implicitly. That is,

(I+7A)u" ' =u" — N (u"), 41)

Typically Au is taken to be a scalar linear combination of the variation of the
quadratic energy involving |Vu| and u itself. The scalars in the combination
are choosing to make A sufficiently coercive so that (41) becomes dissipative
and energy stability can be assured.

The energy stability and the need for only linear solvers per time step have
made the first-order stabilized scheme popular in practice. Similar work on
second-order BDF scheme can be found in (Yan et al., 2018). For studies
on other higher order stabilization, we refer to Li and Qiao (2017) and Song
and Shu (2017).

Example 15 (Exponential integrator).

Another way of utilizing the linear splitting of the J'(u) =Au+N(u) is to
develop exponential integrators (Cox and Matthews, 2002; Hochbruck and
Ostermann, 2010; Kassam and Trefethen, 2005). The central idea is to use
an equivalent formulation of the phase field equation

u(t+7) = e™u(r) + / Te<T"V)AN(u(t+s)) ds, (42)
0
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or

e”Au(t+T):u(t)+/ e *N(u(t+s)) ds. 43)
0

By applying different quadratures to the integral over time, various discrete
integration schemes can be derived. For (42), if the quadratures are based
polynomial interpolations of N(u(z + s)) using the discrete values of u from
previous time steps, we end up with the ETD (exponential time difference)
linear multistep schemes. Meanwhile, the ETD-RK type scheme is to approx-
imate N(u(t + s)) via polynomial interpolations of {N(u(t + s;))} where {s;}
are the quadrature nodes in (0, 7) and the nodal values are constructed
stage-wise through the lower order ETD-RK schemes. On the other hand, if
we consider (43), a polynomial interpolation can be done for the entire inte-
grand e N(u(t + s)) instead, which would lead to the IF-RK schemes if a
multistage interpolation is used.

As an illustration, the ETD-RK1 scheme is simply
W= ey + (e —1)A'N(u"), (44)
and the ETD-RK2 scheme is given by
W =" (e — 1+ 2A)AT2 [N (@) = N(u")], (45)

where #"*! is obtained from (44).

For both schemes, stability can be established for various phase field mod-
els (Du and Zhu, 2005; Du et al., 2018a; Kassam and Trefethen, 2005). Long
time integrations and large scale simulations have been carried out (Ju et al.,
2015a; Wang et al., 2016; Zhang et al., 2016a).

We note that if a first-order Taylor expansion of the exponential is used,
then we recover the first-order explicit Euler scheme if e ~ I + 7A, or the
first-order semiimplicit Euler (I — tA)u™" = u" + tNW") if e=™ ~ I — 7A.

3.3 Schemes using Lagrangian multipliers

Recently an interesting approach was proposed in Guillén-Gonzédlez and
Tierra (2013) for constructing unconditional stable linear schemes, it is based
on a Lagrange multiplier approach introduced in Badia et al. (2011). This
approach has lately been extensively developed and expanded, two new
families of time-stepping schemes have been obtained, namely, invariant
energy quadratization (IEQ) (Yang, 2016; Zhao et al., 2016b) and scalar aux-
iliary variable schemes (SAV) schemes (Shen et al., 2018), which are applica-
ble to a large class of free energies. Below we explain the ideas of each family
using the constant mobility Cahn—-Hilliard equation (18) as an example.
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Example 16 (Invariant energy quadratization schemes).

Consider the Cahn-Hilliard equation (18) and suppose that F(u) > —C, for
some positive constant Cy (note that F'(u) = f(u) = > — uand Cy = 0 for
the Cahn-Hilliard equation). Let ¢:=+/F(u)+Cy and rewrite (18) as the
system

u, = Ay,
1
u=—eAu+-G(u)gq,
€

f(u)
VFW)+Co

Based on the above reformulation, the following linear implicit-explicit IMEX)
scheme, which is referred as an IEQ scheme, can be easily obtained

q= %G(u)u,, G(u):=

un+1_un:TAﬂn+l, (463)
1
W = —eAu"t !+ —G(u")g"t!, (46b)
&
1
qn+1 —g"= 5G(uil)(u’l*'l ,u”). (46¢)

It is easy to check that the above IEQ scheme has O(z) truncation error and
it is unconditional energy stable for the discrete energy functional

&
E":= S|V Iz +ellq" I1Z: -

It needs to be noted that the above discrete energy functional is a modification
of the original energy functional and both are the same at the PDE level. For
its detailed analysis and higher order extensions as well as applications to
other problems, we refer to Yang and Ju (2017b) and Yang (2019) and the
references therein.

Example 17 (Scalar auxiliary variable schemes).

Notice that although the above IEQ only solves a linear system (after a spatial
discretization is applied) at each time step, its coefficient matrix varies at each
time step. To remedy this drawback, the SAV approach starts with the induc-
tion of an auxiliary scalar function

r:=+/E;(u)+Cy, where E(u) ::/F(u) dx,
Q

assuming that E(#) > —C,. Then the original Cahn—Hilliard equation can be
rewritten as the following system:
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u = Ap,
U =—eAu+ %H(u)r,

_! u), u u) = 7f(u)
rf_2(H( )’ t)’ H() m

Based on the above reformulation, the following linear IMEX scheme, which
is referred as a SAV scheme, can be easily obtained:

Mn+1 _un: TA,M”+1, (473)
1
”n+1 :—SAM’1+1+*H(MH)7'"+1, (47b)
&
n+1 n 1 n n+1 n
P (G, ), o

It should be noted that constant coefficient equations only need to be
solved at each time step because auxiliary variable /"' can be eliminated.
It is easy to check that the above SAV scheme has O(r) truncation error
and it is unconditional energy stable for the discrete energy functional

G i=2 || Vu [ +e(r").

It also needs to be pointed out that the above discrete energy functional is a
modification of the original energy functional and both are the same at the
PDE level. For its detailed analysis and higher order extensions as well as
applications to other problems, we refer to Cheng and Shen (2018), Shen
and Xu (2018) and Shen et al. (2018) and the references therein.

3.4 Further considerations

To design effective time integrator, there are other important aspects besides
the construction of the time discretization. For example, spatial approxima-
tions require particular attention due to the appearance of high order spatial
derivatives in many phase field models such as the Cahn—Hilliard equation,
see discussions in Section 4. A related matter is the design of efficient linear
and nonlinear solvers to find the discrete solutions at each time step (from
Newton’s methods, Quasi-Newton, optimization-based methods, precondi-
tioner techniques, multilevel methods, and domain decomposition and scalable
algorithms). While some time discretizations lead to difficult nonlinear sys-
tems, others (such as ETD schemes) avoids the linear solver completely. The
latter, when combined with domain decomposition techniques, can offer high
scalability as demonstrated recently (Ju et al., 2015b; Zhang et al., 2016a).
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Concerning long time integration, there is much potential to get more effec-
tive simulations via variable time steps. This is discussion in the context of
adaptive methods in Section 6. Another aspect is the study of time integrators
for coupling phase field and other physical models such as Cahn—Hilliard—
Navier—Stokes equations and Cahn—Hilliard-Microelasticity models. This will
be discussed later in Section 7. We also note that the time integration of sto-
chastic phase field models such as stochastic Allen—Cahn and Cahn—Hilliard
equations are also topics studied in the literature, we refer the reader to Otto
et al. (2014), Roger and Weber (2013), Furihata et al. (2018), Kovacs et al.
(2014, 2015) and the references therein for detailed discussions.

Related to the subject, there are algorithmic issues in search of transition
states and critical nuclei of the phase field energy, which can help shed light
on processes of phase transformation. Instead of gradient dynamics that lead
to equilibria, gentlest ascend dynamics and shrinking dimer dynamics have
been developed for converging to saddle points (Zhang and Du, 2012; Zhou
et al., 2010). Various optimization algorithms and time-stepping schemes
have also been developed (Zhang et al., 2016b).

4 Spatial discretization methods for phase field models

Spatial discretization of phase field models has been widely studied, ranging
from conventional finite difference, finite element and spectral methods,
to specialized techniques like radial basis functions and isogeometric analy-
sis. In this section, we present the basic formulations of a number of spatial
discretization schemes.

4.1 Spatial finite difference discretization

For numerical solutions of PDE models, finite difference methods are often
the ones studied first before other discretization techniques. Along with the
discussion of phase field modelling and simulations of free boundary pro-
blems in the 1980s, there have been works on their spatial approximations
by finite difference methods (Caginalp and Lin, 1987; Lin, 1988). Much of
the difference approximations are standard, for example, second-order centre
differences are used to approximate the second-order spatial derivatives.
Higher order spatial derivatives are then approximated by the compositions
of differences.

For example, for the Allen—-Cahn equation (13) and the Cahn-Hilliard
equation (18) with a constant mobility, the semidiscrete in space approxima-
tion can be given, respectively, by

ou

1
= ()~ ).
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and

ou'" 1
J / h _
? + Ah ((C,'Ahl/t; —;f(l,{j )) = 0,

Here ujh denotes the numerical solution at spatial grid point (labelled by the

subscript j) with a typical uniform grid spacing 4. A;, denotes the standard dis-
crete Laplacian based on the second-order centre difference. Coupled with
time integration schemes, one can get fully discrete approximation, see for
example the work in Du and Nicolaides (1991) on the Cahn—Hilliard equation
that can preserve the energy law at the discrete level. Further numerical anal-
ysis work on the difference approximations can also be found in Sun (1995)
and Furihata (2001). Analysis of difference approximations in space under
periodic conditions coupled with some BDF energy stable time discretization
was presented in Cheng et al. (2019). For the Allen—Cahn equation, the anal-
ysis of difference approximations can be found in Chen et al. (1998).

Starting from the earlier attempts, finite difference approximations have
been adopted in many subsequent computational investigations of spinodal
decomposition, dendritic growth, solidification and so on, see for example,
Rogers et al. (1988). In particular, there are discussions, largely based on
numerical experiments, on the choices of time steps and spatial grid size with
respect to the diffuse interfacial width parameter ¢, see for example, Wheeler
et al., 1993. In the application domain, difference approximations remain pop-
ular for many practical applications of phase field methods in recent years as
exemplified by the Gordon Bell prize winning work (Takashi et al., 2011).

On the algorithm development and numerical analysis side, more recent
focus has been on effective linear and nonlinear solvers, including the devel-
opment of various adaptive and multigrid techniques, see Kim et al. (2004),
Rosam et al. (2008) and Wise et al. (2007) and discussion in Sections 6
and 7. High order compact difference spatial approximations have also been
studied (Li et al., 2016¢) which, when coupled with high order time integra-
tors, have led to record-breaking extreme scale 3D simulations of coarsening
dynamics based on the Cahn—Hilliard model.

4.2 Spatial Galerkin discretizations

Unlike the finite difference method that is based on the idea of approximating
derivatives in a PDE by discrete finite difference operators, another larger
class of numerical methods, called the Galerkin method, for PDEs are based
on a very different idea, namely, to employ a variational principle (or a weak
formulation) and to approximate an infinite-dimensional Banach (or Hilbert)
space by a sequence of finite-dimensional spaces which may or may not be
subspaces of the infinite-dimensional Banach space.
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Again, we use the Allen—Cahn equation (13) and the Cahn—Hilliard equa-
tion (18) as two examples to demonstrate the formulation of their Galerkin
approximations and the widely used four types of Galerkin methods, that is,
traditional finite element methods, spectral methods, discontinuous Galerkin
methods and isogeometric analysis.

A simple integration by parts immediately leads to the following weak
formulation for the Allen—Cahn equation (13) complemented by the Neumann
boundary condition: Find u : (0, T) — V := H'(Q) such that

(r, v) +a(u, v)+£i2(f(u),v):O Ywev, (48)

where and throughout this section (-, -) = (-, -)o denotes the L2(Q)—inner prod-
uct and

a(u,v):=(Vu, Vv).

For the Cahn—Hilliard equation (18) with no-flux boundary conditions, its weak
formulation is defined as finding u: (0,T) —V = {veH*(Q); £ = 0on Q}
such that

1 .
(uy, v) +ea(u,v)+ Ec(u, V=0 Wvev, (49)

where
aw,v):=(Aw, Av), c(w,v) :=a(f(w), v).

Let N> 1) be a positive integer and V) denote an N-dimensional approx-
imation of V. In addition, let an(-, -), which is defined on VUVy x VU Vy,
denote an approximation of ap(-,-), then the (semidiscrete in space)
Galerkin method for (48) is defined as seeking uy : (0, T) — Vy such that

1
((MN)t’ VN) +CZN(MN, VN) + g(f(uN), VN) =0 VVN S VN. (50)

Similarly, the (semidiscrete in space) Galerkin method for (49) is defined as
seeking uy : (0, T) — Vx such that

~ 1 ~
((un),» vw) + ean(uy, ) + ;cN(uN, w)=0 YwyeVy. (51)

To define specific Galerkin methods, one needs to choose some
N-dimensional spaces V) and VN, specific bilinear forms ay(-.-), ay(-.-)
and a nonlinear form cy(:, -). It turns out that the choice of the latter often
depends on the choice of the former and different combinations of Vy
(resp., \7N) and ay(-, -) (resp., ‘71\/(', -)) lead to different Galerkin methods for
problem (48) (resp., (49)). Below we briefly discuss four types of Galerkin
methods which are widely used in the literature to approximate phase field
models.
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4.2.1 Galerkin discretization via finite element methods

To define the finite element spatial discretization, let 7, denote a quasi-uniform
(conforming) triangular or rectangular mesh for the physical domain Q and
h(> 0) denote the mesh size. The finite element method can be viewed as a

Galerkin method in which the finite-dimensional space Vy (resp., VN), denoted
by V, (resp., V), consists of piecewise polynomial functions (of a fixed

degree) over 7 ;. Here one may think that 7 = O(N 75). There are two scenarios to
be considered separately. First, V;, CV (resp., 17;1 C \7). In this case, we define
an(, -) == a(-, ) (resp., ay(-, -) := a(-,-)) and the method is called a conform-
ing finite element method. Second, V;, ¢V (resp., 17;, q \7), the resulting method
is called a nonconforming finite element method. In this case, ay(-, ) = a(-, -)
(resp., ay(-, ) := a(:, -)) does not work anymore because it may not even be

defined on V), x V), (resp., V% V). The remedy for coping with this difficulty

depends on the structure of V, (resp., \7;,), however, the choice ay(-, -) = a(-, -)
(resp., an(-, -) = ap(-, -) and cn(-, -) = ¢(-, -)) works most of the time, where

ap(w, v) := Z ag(w,v) Yv,weV,UV, (52)
KeT,

ap(w,v):= Z ag(w,v) Yv,we V,uv, (53)
KeT,

cp(w,v) = Z cg(w,v) WYv,we Vuv, (54)
KETh

and aK(', ) = a('? ')|K’ aK(" ) = a(’ )|K and CK(" ) = C(', ')|K’ they are,
respectively, the restrictions of a(-,-), a(-,-) and c(-,-) on the element
K €T, It should be noted that for the Cahn—Hilliard equation, the construc-

tion of both conforming and nonconforming finite element spaces V, has
been a nontrivial problem, especially in the 3D case (Ciarlet, 1978; Hu and
Zhang, 2017).

Conforming and nonconforming finite element methods for the Allen—Cahn
equation were studied in Chen et al. (1998), Bates et al. (2009) and Feng and
Prohl (2003a). Conforming and nonconforming finite element methods for the
Cahn-Hilliard equation were studied in Barrett and Blowey (1999), Barrett
et al. (1999), Elliott and French (1987, 1989), Du and Nicolaides (1991),
Feng and Prohl (2004c, 2005), Du et al. (2011), Wu and Li (2018) and Zhang
and Wang (2010).

4.2.2 Galerkin discretization via spectral methods
The spectral element method can be viewed as a Galerkin method in which the

finite dimensional space V (resp., V) is chosen as the space of (global alge-
braic or trigonometric) polynomials whose degree does not exceed m(> 1) in

each coordinate direction. Hence, N = (m+1)%. In practice, Vy (resp., 17N) is
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often written as a tensor product space and is expanded by an orthogonal
polynomial basis such as Legendre polynomials and Chebyshev polynomials.
Since functions in Vy (resp., V) are smooth, there always hold Vy CV and
Vy C V. Hence, all spectral methods are confirming methods and one natu-
rally chooses ay(, -) = a(-, -) and ay(-, -) := a(-, -) in the general Galerkin
framework.

For problems defined on regular computational domains but not with peri-
odic boundary conditions, other spectral implementations are possible such as
Chebyshev spectral methods for Dirichlet boundary conditions, see discus-
sions in the following books and recent surveys (Bernardi and Maday, 1997;
Boyd, 2001; Canuto et al., 2007; Gottlieb and Orszag, 1983; Guo, 1998;
Luo et al., 2016; Shen et al., 2011).

Optimal error estimates can be found in Shen and Yang (2010) for the
above approximation and a number of other methods involving spectral
approximations in space and semiimplicit or fully implicit in time schemes.
These estimates show that for a fixed ¢, the convergence rate is exponential
in terms of the number of the Fourier modes or the dimension of the asso-
ciated finite dimensional spaces.

Spectral methods can be extended to more complex phase field models
such as those involving elastic interactions via microelasticity theory
(Hu and Chen, 2001). Adaptive spectral approximations for phase field mod-
els have been implemented in the context of moving mesh methods (Feng
et al., 2006).

4.2.3 Galerkin discretization via DG methods

Although conceptually discontinuous Galerkin (DG) methods can be viewed
as nonconforming finite element methods, it is often presented as a distinct
class of Galerkin methods because they use totally discontinuous piecewise
polynomials, while classical nonconforming finite element methods use piece-
wise polynomial functions which are not totally discontinuous across element
edges/faces. So all DG methods (for second and higher order PDEs) are
nonconforming Galerkin methods. In addition, as expected, the convenience
of using totally discontinuous piecewise polynomial functions should add
some complications for designing bilinear forms ay(-, -) and ay(-, -) as well
as the nonlinear form cy(-, -).

Again, let 7, denote a (conforming or nonconforming) triangular or rectan-
gular mesh for the physical domain Q and 4(> 0) denote the mesh size. Also
let £ and &£, respectively, denote the interior and boundary edge/face sets

and define & := &' UEB, The finite dimensional space Vi (resp., 17N), denoted

by Vi€ (resp., VEG =VPO) and called it the DG space, consists of piecewise
polynomial functions (of a fixed degree) over 7, which are totally discon-

1
tinuous across element edges/faces. Here one may think that h=O(N"d).
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The choices for an(-, -) and ay(-, -) are more complicated, the following are
two widely used DG discretizations of a(-,-) and a(-,-) (Feng and
Karakashian, 2007; Feng and Li, 2015):

anln,2)i= Y a0, ) = 3 (000}, B Al 00D+ Tl D ).

KeT, ecé!
v = S aOn )+ 3 ((10p8w. D), + 2({0A0). o)),
KeT, ect!
+reh (W )e) = > (({Aw} [0,v]), + A({ AV [9w]),
ec&

—Bh; {([0,w]. [0,]),)

for all v, w € VEG. Where (-, -), stands for the L*-inner product on e, 0,v
denotes the normal derivative (on e), [-] and {-} denote, respectively, the jump
and average operators (on e). Moreover, o,, . and y, are under-determined
positive constants, and 4 = {—1, 0, 1} with 4 = 1 giving two symmetric
DG bilinear forms.

The choices for cy(:, -) are various. The simplest one is

ch(w,v) = Z ck(w,v) Wy, weVpPe.
KeT,

Another more involved choice (Feng and Karakashian, 2007) is

cp(w,v) i =— Z ). Av)g + Z ({u}). [

KeT, ecE

= (F{up) {0} ).

ect!

DG methods for the Allen—Cahn equation were studied in Feng and Li
(2015), Guo and Xu (2018), Guo et al. (2016a) and Xia et al. (2009) and
for the Cahn—Hilliard equation in Feng and Karakashian (2007), Xia et al.
(2007), Kay et al. (2009), Aristotelous et al. (2015), Feng et al. (2016) and
Song and Shu (2017). We also note that a weak Galerkin method was recently
proposed and analyzed for the Cahn—Hilliard equation in Wang et al. (2019).

4.24 Isogeometric analysis

In recent years, the technique of isogeometric analysis has been developed
with the aim at integrating traditional numerical discretization like the finite
element method with computer-aided geometric design tools. Isogeometric
analysis has been studied in many application domains including the discreti-
zation of phase field models. The first study in the latter direction is given in
Gomez et al. (2008) for Cahn—Hilliard equations. Subsequent studies include
applications to phase field models for topology optimization (Dede et al.,
2012), phase field models of brittle fracture (Borden et al., 2014), high order
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equations on surfaces (Bartezzaghi et al., 2015), Darcy flows (Dedé¢ and
Quarteroni, 2018), chemotaxis (Moure and Gomez, 2018) and electrochemical
reactions (Zhao et al., 2016c). Convergence studies have also been carried
out, see for example (Kastner et al., 2016). While many works on isogeo-
metric analysis are based on the Galerkin approach, there are also works that
adopted other formulations like collocation method (Schillinger et al., 2015)
and discontinuous Galerkin method (Zhang et al., 2015).

Isogeometric analysis adopts C' NURBS-based finite dimensional spaces
so that conforming finite element framework can be utilized for spatially high
order differential equations. For phase field models with regularized solutions,
the high order approximations can be effective using NURBS basis as in the
case of spectral method and high order DG methods. For a recent review
and additional references, we refer to Gomez and van der Zee (2018).

4.3 Spatial mixed discretization

To overcome the difficulty caused by discretization of the biharmonic opera-
tor in the Cahn—Hilliard equation, especially in 3D case, one popular approach
is to discretize the Cahn—Hilliard by mixed finite element or mixed DG meth-
ods, which are based on rewriting (18) as a system of two second-order PDEs
given by

u+Ap=0, (55)
/erAu+1f(u) =0, (56)
€

and discretizing the above system either by finite element methods or by DG
methods.

A semidiscrete approximation can be formulated as: finding (1", 4"") such
that for any (vh, qh), it holds

(ul', V") —a(u", V") =0, (57)

1

(W ") +ealal ")+ (£ (). q")

0. (58)

One of the early works on the fully discrete conforming finite element
approximations to the mixed weak formulation of (55) and (56) was given
in Copetti and Elliott (1992) which has also noted an even earlier work by
Du in an unpublished preprint. The latter adopted the same modified
Crank—Nicolson in time discretization as in Du and Nicolaides (1991) (also
see Du et al. (2011) for similar discussions on solving the Cahn—Hilliard equa-
tion on a sphere), while the former took the backward Euler in time discreti-
zation. Mixed finite element methods for the Cahn—Hilliard equation were
also studied in Feng and Prohl (2004c) and Feng and Prohl (2005) with the
aim of deriving refined estimates in the sharp interface limit. Mixed least
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square finite element was studied in Dean et al. (1996). Mixed DG methods
were developed in Kay et al. (2009), Aristotelous et al. (2015) and Feng
et al. (2016). For Cahn—Hilliard equations on evolving surfaces, mixed finite
element methods were formulated and analyzed in Elliott and Ranner (2015).
Local DG methods were also studied for Allen—Cahn and Cahn—Hilliard equa-
tions (Guo et al., 2016b; Xia et al., 2007, 2009).

4.4 Implementations and advantages of high order methods

Given the smooth phase field functions, it is expected that high order methods
such as high order DG and spectral methods can yield more competitive
numerical algorithms. For instance, errors of spectral approximations can be
reduced exponentially as the number of spectral basis functions grow, which
is known in the literature as spectral accuracy. Based on such observations,
Fourier spectral methods, for example, have become particularly effective
for phase field simulations in a periodic cell.

Since spatial differential operators subject to periodic conditions are diag-
onalizable using Fourier modes, the coupling of spectral spatial discretization
with semiimplicit in time schemes, as well as ETD and IF exponential type
time integration schemes, becomes particularly popular. The treatment of non-
linearity can also be greatly simplified with a collocation implementation or
pseudo-spectral approximation (Chen and Shen, 1998; Cheng et al., 2016).

Taking, for example, the Fourier spectral method for the Allen—Cahn
model over a periodic domain [—z, ﬂ]d, we let k denote a d-dimensional index
with || denoting the ¢* norm and consider a Fourier approximation given by

up(x) = Z i'e™ e By = span{eikx}‘klg,(.
k<K

We can use the first-order stabilized ETD-RK1 scheme (44) to get (Du and
Zhu, 2004, 2005)

, 1-— efrk k—tae? .

efrk-kﬁzf‘ms’ + m(PK[f(uZ)}k) _ “ﬁ@’

~n+1
u =

where 7 is a step size, @ > 0 is a stabilizing constant that is often taken to be
larger than the one half of the Lipschitz constant of the nonlinear term f, and

Pg denotes the projection to Bg.

ok - k +Tag”?

Replacing e by 1 + tk - k + zae >, we recover

—

(L+k - k+zae )" = (1+1ae™2)il] — e 2P [f(u})] .

Computationally, Fourier spectral methods can be implemented via FFT
so that the complexity per step is O(KlogK). Pseudo-spectral or spectral col-
location methods are often adopted to treat the nonlinear term instead of the
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spectral projection, that is, f () is sampled at the discrete spatial grid points,
then the FFT is applied to obtained a representation in the Fourier space.

The low computational cost and high spectral accuracy make spectral
methods, when applicable, highly attractive for phase field simulations. An
interesting question pertains to their performance with ¢ <« 1, that is, the sharp
interface limit. In Chen and Shen (1998), it has been shown for a typical
benchmark setting concerning a single spherical droplet; Fourier approxima-
tions can be much more effective than low order finite difference even as ¢
gets significantly reduced. In other words, high order methods are competitive
even in the sharp interface limit. The latter is intriguing as the sharp interface
limit of phase field variables are generically discontinuous functions that
often do not share high order approximations due to the lack of regularity.
A justification was given in Zhang and Du (2009) when mesh and time step
refinement are considered as e is getting smaller. If the sharp interface limit
is viewed as the quantity of interests to be sought after, then the typical error
expected is of the form

O(P)+0(t7, e ")+ O(h°, e79)
for a finite difference or finite element methods and
O(eﬂ) +0(t7,e77) +0(e*"K/€)

for spectral methods where O(e”) accounts for the diffuse interface approxi-
mation error while the other two terms are due to time and spatial discretiza-
tion. Thus as e — 0, to have a balanced total error, asymptotically the need for
refinement of spectral approximation is insignificant in comparison with a low
order spatial approximation.

5 Convergence theories of fully discrete numerical methods

In this section we shall first present a few exemplary fully discrete numerical
schemes for phase field models by combining the time-stepping schemes of
Section 3 and the spatial discretization methods of Section 4, we then discuss
the convergence results of these fully discrete numerical methods. Below we
divide those results into two groups: the first group addresses convergence
and error estimates for a fixed diffusive interfacial width &, the second group
concerns the convergence and error estimates for the numerical solutions as
well as the numerical interfaces as ¢, 7, h — 0.

5.1 Construction of fully discrete numerical schemes

As for most evolution equations, a fully discrete numerical method for phase
field models can be easily constructed by any combination of a time-stepping
scheme of Section 4 and a spatial discretization method of Section 5. Such a
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construction is also known as the method of lines in the literature (cf. Reddy
and Trefethen, 1992; Schiesser, 1991 and the references therein). Below we
shall use the Allen—Cahn equation (13) and the Cahn—Hilliard equation (18)
to demonstrate the procedure.

We start with the spatial semidiscrete finite element method for the Allen—
Cahn equation (with the Neumann boundary condition), which is given by (50)
with (52), since V}, is finite dimensional, it is easy to see that (50) with (52) is a
system of ODEs, which must be complemented by the initial condition

(M;I(O),Vh) = (Ll(),vh) Vvh S Vh.

Applying the convex splitting scheme to (50) then leads to the following
fully discrete convex splitting finite element method: find u}*! €V, such that

1 1
(dadi ™', vy) +ap (u ™, vy) + =2 ((uz+1)3, vh) =3 (ufs, vi) (59)

for all v, € V. Where duf*':= (ui*!' —u?) /7. As expected, it is easy to
check that the above method is unconditionally (in /# and 7) and uniformly
(in €) energy stable (cf. Feng and Li, 2015; Shen and Yang, 2010).
Similarly, applying the implicit-explicit (IMEX) scheme to (50) gives the
following fully discrete IMEX finite element method: find u*' € V), such that

1
(dtu’h1+l’ Vh) +ay (uz+l’ Vh) :g (uz - (MZ)3’ Vh)’ VVh € Vh- (60)

As expected, this IMEX finite element method is not unconditional stable. To
strengthen its stability, the following popular stabilized method was proposed
in the literature (Feng et al., 2015; Li et al., 2016a,b; Shen and Yang, 2010;
Xu and Tang, 2006): find u}*' € V), such that

(dadi* Y, vy) +ap (u ™Y vy) + S (up 't —uf, vy) :Siz (MZ — (), vh) 61)

for all v, € V. Where S is an under-determined constant or linear operator.
Now adopting the finite element method for the spatial discretization in the
IEQ scheme (46) then leads to the following fully discrete IEQ finite element

method for the Cahn-Hilliard equation (18): find (u}*!, yp*', ¢i*1) € Vi
such that

(uZ” —uj, vh) = —1a, (,uZ”, vh) v, € Vi,

(671 ) = e (05”1 1)+ (G ) Vs Vi,

1
(‘IZJr1 — 4 Ph) = E(G(”Z)(MZH —MZ) Ph) Vpn € Vi,

where a,(-, -) denotes the discrete bilinear form for —A as defined in (52).
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Finally, using the finite element method for the spatial discretization in
the SAV scheme (47) one immediately obtains the following fully discrete
SAV finite element method for the Cahn—Hilliard equation (18): find
(up* 1ttt ety e [V,]? x R such that

(it =iy, vi) = —zap(@ytt, vi) W EV),

1
(i1, ) = ean(up*!, /Ih)+;(H(uZ), )yt YA eV,

n+1

it =y = S (H), wt =),

N =

where a,(-, -) is the same as above.

5.2 Types of convergence and a priori error estimates

As for many numerical methods, three important theoretical issues to be
addressed for above fully discrete numerical methods are stability, conver-
gence and rates of convergence. As the stability issue has already been con-
sidered when constructing the time-stepping schemes, and it is not difficult
to show that the similar stability properties also hold for the corresponding
fully discrete schemes, especially when Galerkin spatial discretization
methods are used, in this section we only focus on the issues related to con-
vergence and rates of convergence (i.e., error estimates) of fully discrete
numerical methods for phase field models in two cases: (i) € > 0 is fixed
and h, 7 — 0; (ii) &, h, = — 0. It should be emphasized that the stability is
only a necessary criterion for screening “good” numerical methods, how-
ever, it does not guarantee the convergence, as a result, it is important to
examine the convergence (and rates of convergence) for stable methods,
see Xu et al. (2019) for further discussions in this direction.

Let u® denote the PDE solution of a underlying phase field model and uj,
denote a fully discrete numerical solution. The goal of error estimates for a
fixed € > 0 is to derive the following type of error bounds:

[|uf =, ||, < Ci(e,uf)e" +Ca(e,uf)h" (62)

for some - and u’-dependent positive constants C; and C, and positive num-
bers (mostly integers) ¢, and ¢,. Where |||, denotes a (function space) norm
which is problem-dependent.

The precise dependence of C; and C, on ¢ are usually complicated and dif-
ficult to obtain, but they are expected to grow in % as ¢ — 0, this is because C,
and C, depend on high order (>2) space and time derivatives of #° and those
derivatives can be proved to grow polynomially in % as € — 0 (cf. Abels, 2015;
Abels and Lengeler, 2014; Abels and Liu, 2018; Abels et al., 2017; Feng,
2006; Feng and Prohl, 2003a, 2004a, 2005; Feng et al., 2007a).
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Here we distinguish two cases based on how C; and C, depend on % If at
least one of C; and C, grow exponentially in %, we then call (62) a coarse
error estimate. On the other hand, if both C; and C, grow polynomially in
%, the estimate is called a fine error estimate. Obviously, in both cases, for a
fixed € > 0, (62) implies the convergence

: & _ € —
i [l =1 [|- =0,

that is, uj, . converges to u° in the ||-||+-norm. Hence, when & > 0 is fixed, both
types of coarse and fine error estimates imply the convergence of the numeri-
cal solution as &, 7 — 0.

On the other hand, the situation is very different if the convergence of the
numerical interface to the sharp interface of the underlying geometric moving
interface problem is a main concern. In that case, one must study the limiting
behaviours of the numerical solution uj, , and the numerical interface

F;;,h,‘i = {XE Q; MZ’T(X’ t) :0}

as ¢ — 0. First, it is easy to see that the coarse error estimates will become
useless because they fail to provide any useful information about the conver-
gence. To see the point, we notice that 7' and 4 only decrease in polynomial
orders but C; and/or C, grow in exponential orders, hence, the limit of the
right-hand side of (62) is + o0 as €, h, ¢ — 0. Second, on contrary the fine
error estimates are still valuable, this is because C; and C, grow in polynomi-
ally orders, 4 and 7 can be chosen as powers of & so that the right-hand side of
(62) is guaranteed to converge to 0 as ¢ — 0. Let u° denote the solution of the
underlying moving sharp interface problem (which is defined by its level set
formulation), by the triangle inequality we have

6 =5, Nl <ue® — [l + Yl — I,

where ||-||+ stands for another (function space) norm which is a topology used
to measure the convergence of u° to u° as described in Section 2. We note that
[I-]|+ is usually a weaker norm compared to the |[|-||+-norm. Thus, combining the
PDE convergence result and the above numerical convergence result we get

lll}(l) Hu(] _uZ,THT :0’

provided that z and 7 are chosen as appropriate powers of e. Moreover, it turns
out that (Feng and Li, 2015; Feng and Prohl, 2003a, 2004a, 2005; Feng et al.,
2016) such a convergence result is good enough to infer the following conver-
gence of the numerical interface:

lim disty (T, T57) =0,

fm dist (T 1)
as well as its rates of convergence in powers of ¢ if I'; is sufficiently smooth.
Where disty denotes the Hausdorff distance between two sets.
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We shall focus on coarse error estimates in the next section and discuss
fine error estimates and the convergence of numerical interfaces in the
subsequent section.

5.3 Coarse error estimates for a fixed value e > 0

For a fixed € > 0, all phase field equations are either semilinear or quasi-
linear parabolic PDEs, the desired error estimates for their fully discrete
(and spatial semidiscrete) methods can be obtained by following the standard
perturbation procedure which consists of three main steps: (i) decomposing
the global error with help of an elliptic projection of the exact PDE solution;
(ii) using the energy method to obtain an error equation/inequality for
the error between the numerical solution and the elliptic projection;
(iii) completing the error estimate using a discrete Gronwall’s inequality
and the triangle inequality. Below we shall demonstrate this perturbation
procedure using scheme (59).
Let

Rn+l = ur(tn+l) _dfun+1

denote the truncation error of the backward difference operator d, which is
well known to be of O(r) order provided that u, € L*((0, T); H'(Q)). Sub-
tracting (59) from the weak formulation of (13) immediately yields the fol-
lowing error equation:

1
(o) (e o)+ (@) = )
81 (63)
=— (e;;“ +Td,u2+1, vh) +R™ Yy, eV,
€

where e} :=u(t,) — uj, denotes the global error at #,. Note that the super-index
€ is suppressed on all functions.

Now, let Pj, : H'(Q) — V, denote the standard elliptic projection operator
associated with the discrete bilinear form a,(-, -) and set

el =n+&; ) =u(ty) —Puu(ty), & =Puu(t,) —uj.

Then (63) implies that

(@&, vp) +an (& ) + ((Phu(an))3——(uZ+l)3—- Z+1,Vh)

(’72+1 +Td[l/tz+1, Vh) +Rn+l _ (dtﬂZ-H» Vh)

1
5 (Wl o)’ = Pug™) ) i€V

(64)

1

&
1

=
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Setting v, = Z” and using the monotonicity of cubic power function and the

stability estimates of the numerical solution uj (not shown here) as well as the
approximation properties of P, we get

1 .
5d[”§Z+1”L7 +ah( n+1 Z+1)§?H§Z+1Hi2 +C11'2+02h’+1 (65)

for some positive constants ¢; = ci(e)(i = 1, 2). Where r, a positive integer,
denotes the order of the underlying finite element method (i.e., the degree
of polynomial shape functions). Here we have also used the fact that

il < CH
Finally, applying a discrete Gronwall’s inequality to (65) yields
m—1

&y ||L2+TZ(Z}, el "” <Cexp( )(c’112+c'2h"+1) (66)

for some positive constant C = C(T), which and the triangle inequality infer

lef]l7: < Cexp(e72) (cit + el ™), (67)
m—1
TZah(eZ“ et <Cexp(e” )(C]Tz+02/’lr) (68)
n=0

forall 1 <m <M.

We remark that error estimates (67) and (68) are two coarse error esti-
mates for the fully discrete implicit Euler finite element method for the
Allen—Cahn equation. It turns out that they are typical error estimates for
all fully discrete numerical methods for various phase field models, which
can be abstractly written into the form (62). Although for different models,
the norms used to measure errors and the orders of errors (indicated by /;
and /, in (62) ) may be different, the nature of the exponential dependence
on % of the constants C; and C, remains the same for all these methods and
models when the above standard perturbation procedure is used to derive
the error estimates, see Elliott and French (1987, 1989), Du and Nicolaides
(1991), Barrett and Blowey (1999), Barrett et al. (1999), Xu and Tang
(2006), Feng et al. (2007a, 2015), Liu and Shen (2003a), Du et al. (2004),
Feng (2006), Feng and Karakashian (2007), Wise et al. (2009), Li et al.
(2009), Kay et al. (2009), Shen and Yang (2010), Aristotelous et al.
(2015), Li et al. (2016a), Diegel et al. (2017a), Yang (2016), Song and Shu
(2017) and Shen et al. (2018).
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5.4 Fine error estimates and convergence of numerical
interfaces as ¢, h, t — 0

As explained earlier, the coarse error estimates obtained in the previous sec-
tion are not useful to study the convergence as ¢ — 0. A couple natural ques-
tions arise: (i) Are the error estimates sharp in terms of €? (ii) If not, what are
sharp error estimates and how to establish such estimates? As all numerical
experiments (cf. Provatas et al., 1999; Zhang and Du, 2009 and the references
therein) indicate that the above coarse error estimates are not sharp in terms of
€ (otherwise, the phase field methodology would be an impractical method to
compute moving interface problems!), then the focus is on addressing the sec-
ond question. The good news is that there are a couple successful numerical
analysis techniques which have been developed in the last 30 years, the bad
news is that they are the only known techniques for deriving so-called fine
error estimates, and the applicability of both techniques is restrictive although
one technique fares better than the other. Below we shall again use scheme
(59) for the Allen—Cahn equation as an example to explain the ideas of both
techniques.

The first technique, which was developed in Nochetto and Verdi (1997)
and Nochetto et al. (1994), is to use the discrete maximum principle to
derive the L®-norm fine error estimate for u®—uj . for the implicit Euler
P-conforming finite element (i.e., » = 1), such an estimate in turn leads to
the convergence proof of the numerical interface Ff’h’T to its underlying sharp
interface limit I',. However, this maximum principle technique only applies
to the Allen—Cahn equation which does possesses a maximum principle
and only to P-conforming finite element method in order to ensure a dis-
crete maximum principle. The technique does not work for high order phase
field model such as the Cahn—Hilliard equation nor for phase field systems
which do not have a maximum principle. Moreover, it does not apply
to higher order finite element methods either because higher order finite
element methods do not have a discrete maximum principle in general even
the underlying PDE (such as the Allen—Cahn equation) does.

Before introducing the second technique, we first have a closer look at the
derivation of the coarse error estimate given in the previous section to find out
the guilty part/step which leads to the exponential dependence of the error
constants on % First, since the error equation (64) is an identity, no error is
introduced there. Second, after the inequality (65) is reached, noticing that
the coefficient élz in the first term on the right-hand side, then it is too late
to improve the estimate because (65) and the Gronwall’s inequality certainly
lead to a coarse error estimate! This simple observation suggests that the
guilty step is from the error equation (64) to the error inequality (65), in other
words, the transition from equality to inequality is too loose which makes the
right-hand side of (65) becomes a too large bound for its left-hand side. To
improve the coarse error estimate, we must refine this step and to obtain a
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tight upper bound for the left-hand side of (65). It turns out that this is exactly
what needs to be done to derive a fine error estimate for the Allen—Cahn equa-
tion, and a similar situation occurs for several other phase field models.

Moreover, since the right-hand side of (64) only involve the truncation
error and the projection error, they contribute c17% and A" terms in (65),
which is good. Hence, the desired improvement (if possible) must comes from
bounding the last term on the left-hand side of (64). To obtain (65) we
bounded that term as two separate terms that inevitably produces the first term
on the right-hand side of (65). A key idea of the second technique of the fine
error analysis, which was developed in Feng and Prohl (2003a, 2004a, 2005),
Feng and Li (2015) and Feng et al. (2016), is not to separate that term,
instead, to estimate it together with the proceeding term. We demonstrate
the steps of this techniques below.

Let f(u) := u” — u, then f(u) = 3u® — 1. The last term on the left-hand side

of (64) with v, = ”” can be written as

1 n 7 n 3 n
S Puae DG &)+ 180 s~ (Pl h“f)
1' n n n
> S (7 P DET ) + 5 185
3
= Pt 11257 1

Substituting the above inequality into (64) yields

1 1
SN I+ fan(e 8 ) (7 P e f’“‘)}

+(1_€2> |:ah( Z+1 n+])+l(f,(Ph”(tn+1)) ZH n+l):| ||§n+1 HL“

C .
<SR e e,

(69)

which replaces (65). One key step of the technique is to show that there exists
an e-independent positive constant C such that

1
ah( ZH’ Z+1)+g(f,(Ph”(tn+l)) Z+1 n+1)> C ||‘§n+l||L2’ (70)

which is a corollary of the following PDE spectral estimate result (Chen,
1994; de Mottoni and Schatzman, 1995):

1
(Vo Vo) + = (f' (u)p, @)
Amin := inf € >—Cy
peH! ol
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for some positive constant Cy and 0 < € <« 1. Notice that A, is the principal
eigenvalue of the linearized Allen—Cahn operator

Lac(e ):—A€0+ f’(“g)ql

Another key step of the technique is to bound the first term on the right-
hand side of (69) as follows:

&2 2(4+d 2(6— d)
2||5n+1||L3 <SIvE iz +Co & 172 +Ce 44 IIGZ”HL

Combining the above with (69) and (70) yields

dy IISZ”HLz +e ah(fﬁ” &)+ IIé’"”Ily
_ 2(6-d) (71)
<C nel| 44 +2(1+€0)||§;+1||gz +er ool

Notice that the exponent % > 2 for all d > 1, the final key step of the tech-
nique is to obtain the desired fine error bound for & (and hence for e}) from
(71) by using a discrete generalized Gronwall’s inequality. See Feng and
Prohl (2003a) for finite element approximations and Feng and Li (2015) for
discontinuous Galerkin approximations.

From the above derivation one can see that the most important step of the
second technique for fine error estimates is to establish a discrete spectral esti-
mate based on the PDE spectral estimate for the linearized operator of the
underlying PDE operator. It was proved that such a spectral estimate also
holds for the Cahn—Hilliard equation/operator and for the general phase field
model for the generalized Stefan problem (Alikakos and Fusco, 1993; Bates
and Fife, 1990; Chen, 1994), and similar fine error estimates to above esti-
mate were also established in Feng and Prohl (2004c, 2005) (mixed finite ele-
ment approximations), Feng et al. (2016) (mixed discontinuous Galerkin
approximations), Wu and Li (2018) and Li (2019) (Morley nonconforming
finite element approximation) for the Cahn-Hilliard equation and in Feng
and Prohl (2004a) for the general phase field model based on those spectral
estimates. It should be emphasized that this technique is applicable to any
phase field model as long as its linearized operator satisfies a desired spectral
estimate. Hence, this technique essentially reduces a numerical problem of
deriving fine error estimates for a phase field model into a problem of prov-
ing a PDE spectral estimate for the linearized phase field operator. Finally,
we also note that a duality argument was recently proposed in Chrysafinos
(2019) to derive unconditional stability for a space-time finite element
method, it may have a potential to offer an alternative technique for fine
error estimates.
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6 A posteriori error estimates and adaptive methods

6.1 Spatial and temporal adaptivity

Since phase field models are singularly perturbed equations which involve a
small scale parameter € and the solutions of phase field models have distinctive
profiles in the sense that they take a close-to-constant value in each bulk region,
which indicates a phase of the material or fluid mixture, and vary smoothly but
sharply in a thin layer (called diffuse interface) of width O(e) between bulk
regions, to resolve this kind of (solution) functions, it is necessary to use spatial
mesh size smaller than ¢ (sometimes much smaller) in the thin layer and it is
preferable to use much coarser meshes in the bulk regions. This seems to pro-
vide an ideal situation for using adaptive grid methods for efficient numerical
simulations. Moreover, should a uniform mesh be used for simulations, the
mesh must be very fine over the whole domain, this then results in huge non-
linear algebraic systems to solve, which may not be feasible for large scale
and long time simulations, especially in high dimensions. Furthermore, the
time scale in most phase field models represents so-called fast time scale,
to capture the dynamics of underlying physical or biological phase transition
phenomena, it is necessary to use very fine time step size. If the physical or
biological processes are slowly varying, it often takes a long time for them to
reach equilibrium states, when that happens, long time numerical simulations
are required and adaptive time-stepping schemes must be used to make such
numerical simulations feasible (Chen and Shen, 2016; Li et al., 2017; Wodo
and Ganapathysubramanian, 2011; Zhang and Qiao, 2012).

Since the method of lines is the preferable approach in practice, as
explained in Sections 3-5, after a spatial discretization is done, each phase
field model then reduces into a system of nonlinear ordinary differential
equations (ODEs), then the existing well-developed adaptive time-stepping
schemes for ODEs can be utilized for temporal adaptivity. For this reason
we shall not further discuss temporal adaptivity in this section and refer the
reader to Iserles (2009) and Lambert (1991), instead, below we shall focus
on discussing the ideas of various approaches of spatial adaptivity for phase
field models.

To design spatial adaptive methods/algorithms for PDE problem, three
major approaches have been extensively developed in the past 30 years, they
are h-, hp- and r-adaptivity (see Eriksson et al. (1996), Ainsworth and Oden
(2000) and Huang and Russell (2011) for detailed expositions). The
h-adaptivity starts with a relatively coarse initial mesh and then refines or
coarsens the mesh successively based on a chosen error estimator, the
sought-after adaptive method, if done correctly, should be able to automati-
cally refine or coarsen the mesh where a refinement or coarsening should
be done, so the method successively searches an “optimal” mesh and com-
putes a satisfactory numerical solution on the mesh. The /-adaptivity often
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goes together with finite element and finite difference methods, and the same
finite element or finite difference method is often employed on each mesh
successively generated by the adaptive algorithm. That is, the degree of the
finite element space does not change in the algorithm. A typical h-adaptive
algorithm consists of successive loops of the following sequence:

[SOLVE|—|[ESTIMATE | —[MARK|— [REFINE/COARSEN]|

The hp-adaptivity is often associated with the #Ap-finite element method
(Schwab, 1998), it only differs from the h-adaptivity in one aspect, that is, the
refinement or coarsening is not only done for the mesh but also for the degree
of finite element spaces. Hence, the finite element spaces may be different on
the successive meshes generated by the adaptive method. The r-adaptivity,
which is significantly different from the /- and hp-adaptivity, uses a fixed num-
ber of mesh points in the adaptive algorithm, however, the distribution of these
mesh points is allowed to move, hence, a new mesh is generated by a new dis-
tribution of the mesh points, in particular, a locally fine mesh can be obtained
by clustering a large (enough) number of the mesh points to where a fine mesh
is desired. Clearly, a central issue for r-adaptive methods is how to develop an
automatic strategy to move the mesh points. In Feng et al. (2006, 2009), Yu
et al. (2008), and Shen and Yang (2009a), r-adaptivity was developed for spec-
tral approximations of several phase field models. For more strategies on
r-adaptivity, we refer to Huang and Russell (2011), Tan et al. (2006), Zhang
and Tang (2007), Shen et al. (2011), Hu et al. (2009) and Di et al. (2008).

In the rest of this section, we shall only discuss /-adaptive finite element
methods for phase field models. Indeed, there has been a lot of interest in spa-
tial adaptive simulations for various phase field models (Braun and Murray,
1997; Ceniceros and Roma, 2007; Ceniceros et al., 2010; Du and Zhang,
2008; Joshi and Jaiman, 2018; Provatas et al., 2005; Rosam et al., 2008;
Stogner et al., 2008).

We refer the reader to Ainsworth and Oden (2000), Shen et al. (2011) and
Huang and Russell (2011) for detailed expositions for the other two spatial
adaptive methodologies.

6.2 Coarse and fine a posteriori error estimates for phase field
models

As mentioned above the key step for developing an h-adaptive method is to
design a “good” error indicator which can successively predict where to refine
and where to coarsen the mesh. As expected, such an indicator should be com-
putable and must relate to the error of numerical solutions, so the mesh is
refined where the error is large and coarsened where the error is too small.
Error indicators of this kind is known as a posteriori error estimates in the
literature.
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The general form of a posteriori error estimates is given by
([0 =, |l < E(e h7,u3) (72)

for some positive functional £. Where ||-||# denotes a (function space) norm
which is problem-dependent. Compare to the error estimate (62), there is
one important difference, that is, £(e,h,z, ”Z) is computable because it
depends on the numerical solution uj, not the PDE solution u®; on the other
hand, the error bound in (62) is not computable because it depends on the
unknown PDE solution u®. For this very reason, (62) and (72) are called,
respectively, a priori and a posteriori error estimates.

The primary objective of a posteriori error estimates is to derive a tight
error bound &(e, h, 7, u5) which is relatively easy to compute. Similar to the
classification of a priori error estimates, we also divide a posteriori error esti-
mates into two groups for phase field models. The first group of estimates,
called coarse estimates, depends on ¢ ' exponentially and the second group,
called fine estimates, depends on ¢~ ' polynomially. Both groups of a poster-
iori error estimates have been developed for phase field models although
the majority of them belong to the first group. Moreover, two main techniques
have been used to derive the a posteriori error bound/functional £(e,h,7, u;;)
The first technique gives rise so-called residual-based error bounds (Binev
et al., 2004; Eriksson et al., 1996; Morin et al., 2002; Nochetto et al.,
2009), and the second one is a duality-based technique, called the Dual
Weighted Residual method, which leads to goal-oriented error estimates
(Bangerth and Rannacher, 2003). Below we shall only focus on discussing
the residual-based a posteriori error estimation because of its popularity and
superiority for phase field models.

The residual-based a posteriori error estimates give an error bound/func-
tional E(e, h, 7, ut) which typically depends on local residuals of u, and the
jumps of the flux Vuj -n along each interior element edge/face. It turns out
that residual-based error estimators are quite effective for phase field models,
this is because the distinctive profiles of all phase field solutions, which are
almost constant-valued in each bulk region and vary smoothly but sharply
in the thin diffuse interface. We refer to Provatas and Elder (2011),
Provatas et al. (1999), Du and Zhang (2008) and Elliott and Stinner (2010a)
for detailed discussions about adaptive simulations of phase field models from
materials science and biology applications. It should be noted that although
coarse a posteriori error estimates were not rigorously derived in those cited
works, they could be obtained by following the standard residual-based a pos-
teriori estimate techniques (Ainsworth and Oden, 2000; Eriksson et al., 1996;
Nochetto et al., 2009). Moreover, we note that an alternative technique based
elliptic reconstruction was also developed for deriving a posteriori error esti-
mates for parabolic PDEs including the Allen—Cahn equation (Georgoulis
et al., 2011; Lakkis and Makridakis, 2006; Lakkis et al., 2015).
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Like in the case of a priori error estimates for phase field models, the
coarse a posteriori error bounds is not useful anymore if one is interested
in knowing the limiting behaviour of the solution error and the error for
numerical interfaces when ¢ — 0. To this end, one must obtain fine a poster-
iori error estimates. As expected, the only known technique for deriving such
error estimates is to utilize the PDE spectral estimate for the linearized oper-
ator of the underlying phase field PDE operator. Indeed, the desired fine a
posteriori error estimates were obtained in Kessler et al. (2004) and Feng
and Wu (2005) for the Allen—Cahn equation and in Feng and Wu (2008)
for the Cahn-Hilliard equation. We note that the arguments and the usages
of the PDE spectral estimate are quite different in Kessler et al. (2004) and
in Feng and Wu (2005) and Feng and Wu (2008). A topological argument
was used in Kessler et al. (2004), in which the PDE spectral estimate is
embedded, to obtain a fine a posteriori error bound; while a sharp continuous
dependence estimate for the PDE solution was used, in which the PDE spec-
tral estimate was crucially utilized, to derive fine a posteriori error estimates
in Feng and Wu (2005, 2008) (also see Cockburn, 2003). Because this con-
tinuous dependence argument is very simple and may be applicable to other
evolution PDEs, we briefly explain it below.

Let V be a Hilbert space and £ be an operator from D(L) (CV), the
domain of £, to V*, the dual space of V. Consider the abstract evolution
problem

ou

L) =g inQr=Qx(0.7), (73)

u(0)=uy inQ. (74)

Assume that the above PDE problem satisfies the continuous dependence esti-
mate in the sense that if " is the (unique) solution of (73) and (74) with

respect to the data (g(j), u(<]j )) for j = 1, 2, then there holds

1) = u® ooy <D (2V) — g) +‘P(ug“ _ uéz)) (75)

for some (monotone increasing) nonnegative functionals ®(-) and ¥(-). and
1 <p < oo. Let u” be an approximation of u with the initial value ué, it is easy
to show that (Feng and Wu, 2005)

e = | 0,73v) < PR(u)) +¥ (1o — 1), (76)
where
out
R A = ———E A .
() =g ——-— L)

Clearly, R(«*) denotes the residual of the approximation u*. To utilize the
above continuous dependence result to derive a posteriori error estimates for a
spatial numerical discretization method, one only needs to set u” = u,, the



The phase field method for geometric moving interfaces Chapter | 5 475

space-semidiscrete numerical solution and to get an upper bound for the resid-
ual R(uy,) usually in terms of the element-wise local residuals and the jumps of
the flux across the interior element edges/faces (cf. Feng and Wu, 2005,
2008). The biggest advantage of this approach for a posteriori error estimates
is that it converts a numerical error estimate problem into a PDE continuous
dependence (or stability) problem, which may be easier to cope with, espe-
cially, for deriving fine a posteriori error estimates for phase field models.
In that case, the functionals ®(-) and ¥(-) are expected to grow in % polynomi-
ally as shown in Feng and Wu (2005) and Feng and Wu (2008).

Finally, we point out that the spectral estimate idea has also been success-
fully used as an a posteriori indicator for detecting singularities (such as topolog-
ical changes) of the underlying sharp interface limit of a phase field model in
Antil and Bartels (2017), Bartels (2015), Bartels and Miiller (2010, 2011a,b)
and Bartels et al. (2011). The rationale for this approach is that if no singularity
occurs, the discrete principal eigenvalue of the linearized operator, which is
computable, should have a finite negative low bound. Hence, when such a
low bound ceases to exist (i.e., it tends to —oo faster than O(|Inée|) order as
e — 0), then it flags a possible singularity of the underlying moving interface
problem, and suggests that a fine mesh should be used to resolve the singularity.

7 Applications and extensions

The phase field (diffuse interface) method has many applications ranging
from mathematical subjects like differential geometry, to image processing
and geometric modelling, and to physical sciences like astrophysics, cell
biology, multiphase fluid mechanics and (of course) materials science. We
provide a sampler of some of the applications here.

7.1 Materials science applications

Applications to problems in materials science are among the early and most
widely recognized successes of phase field models. From the works of Lord
Rayleigh, Gibbs and Van de Walls to the seminal contributions of John W.
Cahn, ideas of using diffuse interface and phase order parameters have drawn
much interests in the materials science community in the mesoscopic model-
ling of materials structure. Generically, a set of conserved field variables
c1, C3, ..., C and nonconserved field variables 7y, 75, ...n,, are often used to
describe the compositional/structural domains and the interfaces, and the total
free energy of an inhomogeneous microstructure system is formulated as

m 3 3 »n
Etoral = /[Za[(vci)z +ZZZﬂ{jvi”kvjnk
=1 i=1 j=1 k=1 (77)
+f(c1,cz,...,cm,nl,nz,...n”)]dx+//G(xfx', ¢, n)dxdx,
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where the gradient coefficient a; and f;; can be used to reflect the interfacial
energy anisotropy and the function f corresponds to the local free energy den-
sity. The last integral in the above equation represents a nonlocal term that
includes a general long-range interaction such as elastic interactions in solids.
The time evolution is governed by either the nonconserved (Allen—Cahn type
for ¢;’s) or conserved dynamics (Cahn—Hilliard type for #;’s).

Phase field modelling is arguably one of the most popular methods for mod-
elling and simulation of microstructure evolution under different driving forces
such as compositional gradients, temperature, stress/strain and electric and mag-
netic fields (Biner, 2017). Phase field modelling has now been used to study not
only binary phases and single components but also materials with multicompo-
nents multiphases. It also can account for mechanical, thermodynamic, electric
and magnetic interactions. It can deal with spinodal decomposition, dendritic
growth, Ostwald ripening and coalescence, adhesion and dewetting, sintering,
directional solidification, nucleation and coarsening, grain boundary motion,
pattern formation in thin films, epitaxial growth, electromigration and many
other processes. For additional references and more comprehensive reviews,
we refer to Barrett et al. (2004, 2006, 2007, 2013, 2014b), Biner (2017),
Banas and Niirnberg (2008, 2009), Boettinger et al. (2002), Chen (2002),
Dai and Du (2016), Provatas and Elder (2011), Shu et al. (2007), Garcke
et al. (2004), Singer-Loginova and Singer (2008), Steinbach (2009) and
Wang and Li (2010).

As an example, we mention one application on the study of nucleation
based on the phase field approach (Zhang et al., 2016b). The search for
index-1 saddle point of the phase field free energy (Heo et al., 2010; Zhang
et al., 2007) can help characterize the transition states that lead to critical
nuclei. For solid state phase transformation, anisotropic elastic energy plays
a critical role, which leads to formation of nonspherical nuclei. A particular
form of the total energy in the phase field set up is given by

E = /(|V;1|2 +f(17))dx+ %/ C,;/kIC,jjk;efj/e,ifdx,
where the elastic strain ¢ is the difference between the total strain and
stress-free strain since stress-free strain does not contribute to the total elas-
tic energy. In Zhang et al. (2007, 2008), different critical nuclei have been
computed as the driving forces change and the elastic effects vary. Numeri-
cal algorithms for index-1 saddle points are constructed by essentially refor-
mulating the problem into a problem of optimization in an extended
configuration space which includes not only the state variable (point on the
energy landscape) but also the most unstable direction. In other words, one
is effectively doing minimization along the stable directions (descending)
while maximization along the (most) unstable direction (ascending) direc-
tions. This is the essential behind various saddle-point algorithms such as
the Shrinking Dimer Methods (Zhang and Du, 2012) and other methods
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reviewed in Zhang et al. (2016b). The predicted phase field nuclei can also
be utilized in dynamic simulations and extended to investigate complex
nucleation phenomena (Heo et al., 2010).

Let us also mention other variations of phase fields model related
to materials science applications. For example, phase field modelling of
polymeric materials has received much attention in theoretical chemistry
and materials science. Phase field models of diblock copolymers, such as
the model due to Ohta and Kawasaki (1986), have had a long history and is
an active area of research (Ceniceros and Fredrickson, 2004; Cheng et al.,
2017; Choksi and Ren, 2003; Li et al., 2013; Ren and Wei, 2007; Shi,
2019; Wanner, 2017).

In addition, as noted previously, there are many other extended phase field
models but with vector or tensor valued fields as phase field variables. These
models can describe physical phenomena and geometric objects with higher
codimension such as point defects in two dimensions and curves in three
dimensions.

7.2 Fluid and solid mechanics applications

Applications of phase field models and diffuse interface approaches to
mechanical problems is also a major area of research.

Concerning fluid mechanics, a review was given in Anderson et al. (1998)
on phase field/diffuse interface models of hydrodynamics and their applica-
tion to a wide variety of interfacial phenomena involving fluid flows. Phase
field models have been developed in various cases of fluid flows with a length
scale commensurate with the diffuse interfacial width. Examples include
small-scale flows and multiphase flows. The latter subject, typically involving
breakup and coalescence such as fluid jets and droplets as well as fluid mixing
and other interfacial phenomena, has become particularly important in micro-
fluidics and micro-process engineering, see Prosperetti and Tryggvason
(2009) and Worner (2012) for reviews on the various numerical approaches.
Phase field modelling of multiphase flows has been developed by a number
of groups along with the development and numerical analysis, see, for instance
(Abels et al., 2012; Badalassi et al., 2003; Banas and Niirnberg, 2017; Diegel
et al., 2017a; Feng et al., 2005a; Garcke et al., 2000; Grun, 2013; Liu and
Shen, 2003b; Lowengrub and Truskinovsky, 1998) and the references cited
therein. Various phase field based simulations of drop formation in micro-
fluidic channels have been carried out, see for example, (Yue et al., 2004).
Related optimal control problems and their simulations have been considered
in Hintermuller and Wegner (2012) and Hintermiiller et al. (2017).
Three-dimensional phase field simulations of interfacial dynamics in Newto-
nian and viscoelastic fluids can be found in Zhou et al. (2010). Algorithm
development and numerical analysis of three phase flows can be found in
Yang et al. (2017).
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Phase field modelling and simulation of multiphase flows with additional
complications have also been made, studies include, for example, the wetting
phenomena (Jacqmin, 2004), two-phase flow in porous media (Cogswell and
Szulczewski, 2017). A problem of considerable interests is the moving contact
line problem for the interaction of fluid—fluid interface with a solid wall is
a widely studied subject, see Pomeau (2002) for a review. Ideas of diffuse
interface and phase field models have also been considered (Jacqmin, 2000;
Pismen, 2001). A phase field model with generalized Navier boundary condi-
tion (GNBC) is proposed in Qian et al. (2003). Further computational studies
can be found in He et al. (2011), Bao et al. (2012), Shi et al. (2013), Gao and
Wang (2014) and Zhang and Wang (2016).

Phase field modelling has also received much attention in solid mechanics.
Representative works in this direction includes the modelling of brittle frac-
ture (Borden et al., 2012; Conti et al., 2016; Miehe et al., 2010b). For exam-
ple, in addition to the fracture energy of the type given by the Cahn—Hilliard
functional as proposed in Bourdin et al. (2000), one can define the elastic
energy density as

w,(e.u) = [(1—K)u? + Ky (e)kyr, (e),

where u is the phase field variable, y are the strain energies computed from
the positive and negative components of the strain tensor £*, respectively,
defined through a spectral decomposition of strain (Miehe et al., 2010a), that is,

wi(e) = S2(Tre) P + i),

v, (e)= %A[Tre(TrS) T+ uTr[(e—e*)?).

The phase field variable is only applied to the tensile part of the elastic energy
density, so that crack propagation under compression can be prevented
(Miehe et al., 2010a,b). One may further incorporate other features to model
ductile fracture (Ambati et al., 2016; Miehe et al., 2016) and fluid-filled frac-
ture (Wheeler et al., 2014), and utilize various discretization techniques,
see recent discussions in Heister et al. (2015) and Zhang et al. (2018).

7.3 Image and data processing applications

Ideas of phase field modelling are used not only for physical sciences but
also for other domain sciences. Imaging science is a good example where var-
iational methods have been widely used for imaging and data analysis (Aubert
and Kornprobst, 2006; Chan and Shen, 2005). Phase field models and diffuse
interface descriptions of geometric features form one major type of variational
formulations for various image processing tasks. Taking, for example, the task
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of image restoration and image deblurring, a diffuse interface relaxation to
Mumford—Shah model can be formulated by Brett et al. (2014)

T (u) ::/<1|vu|2+iz(u2—1)2> dx+ ||Su—f|>2, (78)
Q 2 &

where S can be a deblurring operator. Other examples include image classifi-
cation and restoration (Samson et al., 2000), edge detection (Ambrosio and
Tortorelli, 1990), motion estimation (Preusser et al., 2007), image segmenta-
tion (Burke et al., 2013; Jung et al., 2007; Li and Kim, 2011), curve smooth-
ing (Zhu et al., 2010), active contour (Rochery et al., 2005), clustering of
vector fields (Garcke et al., 2001) and so on.

For image segmentation, a phase field relaxation to Mumford—Shah can be
formulated as (March and Dozio, 1997)

% (79)

J v, u) :=E(u) +/1/u2|Vv|2dx+ lv—r
o

where f is the image under consideration, v represents a piecewise smooth
approximation to f, and E(u) is a diffuse interfacial energy of the phase field
variable u.

While a standard Cahn-Hilliard energy is the most popular choice, a more
general form has also been used as well:

2
dx. (80)

E(u) ::a/g <%|Vu2+8l2(u2 1)2> dx+ﬂ/g’Au+é(uu3)

The first term in the above is the standard phase field form of the surface ten-
sion, the second term corresponds to a diffuse interface relaxation of the
Euler-elastica (integral of the square of curvature along a planar curve) as dis-
cussed in De Giorgi (1991).

Discussions on issues related to the application of similar phase field
energy to image inpainting can be found in Esedoglu and Shen (2002). More
discussions on the three-dimensional analogue of the phase field Euler-
elastica, a special form of the Helfrich bending energy, are given later in this
chapter for phase field modelling of vesicle membrane.

Phase field approaches have also been used in data analysis and discrete
graph modelling, see, for example, Bertozzi and Flenner (2012), Van
Gennip et al. (2014) and Li and Kim (2011).

7.4 Biology applications

In more recent years, phase field modelling and simulations have also become
very successful tools to study problems arising in life sciences, including
problems in biophysics, bioengineering, ecology, biology and so on. Some
examples include the development of phase field models and computational
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methods for the deformation and dynamics of bio-membranes and cell vesi-
cles, cellular activities such as motility and cell division, fluid-structure inter-
actions in blood flows and other biological fluids, and tumour adhesion and
growth. These problems span across scales from cellular and molecular levels
to macroscopic systems.

On the cellular level, activities such as cell crawling, cell motion on pat-
terned substrate and other migration processes are also important biological
questions. They often involve deformable geometry and associated mechan-
ical interactions. These questions have been studied using various phase field
approaches in recent years, see, for example, (Camley et al., 2013; Lober
et al., 2014; Marth and Voigt, 2014; Moure and Gomez, 2017; Najem and
Grant, 2016; Shao et al., 2012; Ziebert and Aranson, 2016). Phase field
modelling has also found many applications in biological molecular pro-
cesses such as conformational change, molecular recognition and molecular
assembly. For example, Sun et al. (2015) presented phase field models
for the implicit solvation of charged molecules with a coupling to Pois-
son—Boltzmann electrostatics. Various refined phase field models, numerical
methods on both spatial discretization and time integration have also been
studied (Dai et al., 2018; Li and Zhao, 2013; Zhao et al., 2018).

Bilayer vesicles are models systems for cell membranes. Their deforma-
tion has often been modelled by the Helfrich bending elasticity model for
fluid membranes with contributions from the surface integrals of the mean
curvature squared and the Gaussian curvature, thus leading to natural con-
nections with the Willmore energy and Willmore flow. The diffuse interface
formulation has been introduced in Du et al. (2004, 2006). Other variants
have also been studied (Aland et al., 2014; Barrett et al., 2017; Biben
et al., 2005; Bretin et al., 2015a; Campelo and Hernandez-Machado, 2007;
Du et al., 2009; Esedoglu et al., 2014; Jamet and Misbah, 2007), together
with analytical studies (Bellettini and Mugnai, 2010; Bretin et al., 2015b;
Mugnai, 2013) and numerical approximations (Chen et al., 2015; Colli and
Laurengot, 2011; Du and Zhang, 2008; Du and Zhu, 2006; Yang and Ju,
2017a) for the deformation and dynamics of vesicles. The effective phase field
modelling of Gaussian curvature energy also leads to an interesting develop-
ment of the diffuse interface Euler—Poincaré characteristics (Bellettini and
Mugnai, 2010; Du et al., 2005) that can be used to detect topological change
of the implicitly defined interface within the phase field framework beyond
the biophysical applications. Phase field formulation has also been developed
for vesicle—substrate and vesicle—vesicle interactions (Gu et al., 2016; Zhang
et al., 2009). For multicomponent membranes, Elliott and Stinner (2010a) and
Lowengrub et al. (2009b) studied phase field models defined on an evolving
surface. Using two-phase field variables, Wang and Du (2008) developed phase
field models for two-component membranes and obtained interesting patterns
mimicking to experimental observations. Given the complexities involved in
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these systems, effective numerical algorithms such as those utilizing high order
spectral methods and adaptive discretizations (Du and Zhang, 2008; Du et al.,
2004) and energy law preserving schemes (Hua et al., 2011) can be very useful
for large scale and long time simulations.

Another example of broad applications of phase field modelling and simu-
lations in biomedical field is on the cancer and tumour growth models. This is
a subject that have been studied by a number of authors (Garcke et al., 2018;
Lima et al., 2014; Vilanova et al., 2017), see Lowengrub et al. (2009a) for a
review on the models and numerical methods.

7.5 Other variants of phase field models

There are many other variants of phase field models. We provide a couple of
examples here that focus on the modelling of the nonlocal and stochastic
aspects of the underlying physical processes.

7.5.1 Nonlocal and factional order phase field models

Discussion on nonlocal interactions in the form of integral operators may be
tracked back to the work of Van der Waals (1894), see discussions made in
Pismen (2001). The usual differential equation form of the local phase field
energy can be derived from the nonlocal version via the so-called Landau
expansion (Landau and Lifshitz, 2013), assuming a smooth and spatially
slowly varying field. A number of studies on nonlocal Allen—Cahn and nonlo-
cal Cahn—Hilliard can be found in Bates et al. (2006), Bates (2006), Benesova
et al. (2014), Choksi et al. (2009, 2011), Du et al. (2019), Fife (2003) and
Jeong and Kim (2015). More studies on nonlocal modelling, analysis and
computation can be found in Du (2019). A special class of nonlocal models
are fractional phase field models where fractional derivatives are used to
replace the integer order derivatives in the conventional local phase field mod-
els. Such models have attracted the attention of community in recent years
(Akagi et al., 2016; Gui and Zhao, 2015; Milovanov and Rasmussen, 2005;
Tarasov and Zaslavsky, 2005; Valdinoci, 2013). Algorithmic development
and numerical analysis concerning these nonlocal models (including the frac-
tional ones in either space or time or both ) can be found in Ainsworth and
Mao (2017), Bates et al. (2009), Du and Yang (2016), Du et al. (2018b),
Guan et al. (2014), Hou et al. (2017), Song et al. (2016) and Zhai et al.
(2016). Related algorithmic studies with respect to different applications were
presented in Antil and Bartels (2017).

For spatially nonlocal phase field models, due to the spread of nonlocal
interactions, the phase field variables may no longer be as smooth as their
local counterpart. They may also lead to narrower interfacial region and per-
mit singularities across the interface or at the defects (Du and Yang, 2016;
Gui and Zhao, 2015; Song et al., 2016).
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7.5.2  Stochastic phase field models

Uncertainty may arise from various sources such as thermal fluctuation, impu-
rities of the materials and the intrinsic instabilities of the deterministic evolu-
tions. Therefore, the evolution of interfaces under influence of noise is of
great importance in applications such as lattice models, the scaling limit of
lattice models and derivations of continuum equations, it is necessary and
interesting to consider stochastic effects, and to study the impact of noise
on phase field modelling and on their solutions, especially on their long time
behaviours. This then leads to considering the stochastic phase field models.
However, how to incorporate noises correctly into those models is a nontrivial
matter, which turns out to be both a science and an art.

A few approaches have been known in the literature. The first one, which
is the simplest, is to add (small) noise terms to the existing deterministic mod-
els and to study and simulate those stochastically perturbed models. Some
recent works on modelling and PDE analyses in this direction can be found
in Weinan and Liu (2002), Weber (2010a,b), Hairer et al. (2012), Otto et al.
(2014), Antonopoulou et al. (2018a,c), Debussche and Zambotti (2007),
Debussche and Goudenege (2011), Da Prato and Debussche (1996) and
Rockner et al. (2018) and the references therein. Finite element approxima-
tions have been studied in Kovacs et al. (2011), Kovacs et al. (2014) and
Furihata et al. (2018) for the Cahn—Hilliard—-Cook equation (which is a sto-
chastic Cahn—Hilliard equation with additive noise) and in Kovacs et al.
(2015) and Feng et al. (2018) for stochastic Allen—Cahn models. Relevant
time discretizations have been discussed in Printems (2001). Parallel algo-
rithms and numerical simulations of the Cahn—Hilliard—-Cook equation have
also been reported in Zheng et al. (2015). Stochastic Cahn—Hilliard dynamics
have also been used to study nucleation in microstructure evolution in Heo
et al. (2010) and Li et al. (2012, 2013). It should be noted that the added
noises may not always have physical meaning and those stochastically
perturbed models may not be associate with sharp interface models.

An alternative approach is to directly consider stochastic sharp interface
problems such as stochastic mean curvature flows and to derive (formally)
corresponding phase field models, subsequently, to study and simulate the
resulting stochastic models. Recent PDE studies in this direction can be found
in Roger and Weber (2013), Dirr et al. (2001), Souganidis and Yip (2004) and
Yip (1998, 2002), those stochastic PDEs involve gradient-type multiplicative
noise and thus have stronger nonlinearity. Finite element approximations have
been carried out in Feng et al. (2017) for a stochastic Allen—Cahn equation
with gradient-type multiplicative noise and in Feng et al. (2019) for a related
stochastic Cahn—Hilliard equation with gradient-type multiplicative noise. Not
surprisingly, their sharp interface models are expected to be a stochastic mean
curvature flow (Roger and Weber, 2013) and a stochastic Hele-Shaw model
(Antonopoulou et al., 2018b; Feng et al., 2019), respectively. However, their
rigorous convergence proofs are still missing although some partial results
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were reported in Roger and Weber (2013) and Antonopoulou et al. (2018b)
and positive numerical results were given in Feng et al. (2014, 2017, 2019).

An additional approach to model stochasticity is to study stochastic var-
iants of coupled phase field equations with other physical models. Stochasti-
city can enter through other physical laws such as equations for fluid flows
in multiphase flows and flow structure interactions (Chaudhri et al., 2014;
Du and Li, 2011).

8 Conclusion

In this chapter, we presented a holistic review about some basic elements of
phase field modelling, particularly related to curvature-driven geometric inter-
facial motion. We discussed the relevant mathematical theory, numerical
approximations and selected applications, as well as the relationship between
the phase field methodology and other methodologies (such as the level set
methodology) for geometric moving interface problems. Instead of presenting
much involved technical details, we focused on discussing the main elements
and ideas of the phase field modelling, analysis and their numerical approxi-
mations, with extensive references provided on each of these aspects. They
should be helpful for the interested reader to do further reading for specific
details.

Over last several decades, the phase field method has been developed into
a powerful and versatile general methodology for interface problems arising
from various scientific and engineering applications including biology, dif-
ferential geometry, fluid and solid mechanics, image processing and materi-
als science. It has garnered tremendous attention and popularity among
researchers and practitioners, the trend will likely continue and make even
broader impact in more and more fields. Yet, there are still many challenging
issues in the phase field methodology, from modelling, analysis, approxima-
tion and application, that should be further investigated. On the modelling
side, addressing different geometric features and connecting to microscopic
physics are important future research topics. Effective recovery of geometric
and topological features and statistical information from the phase field
approach are of both theoretical and practical interests. On the computational
side, there are much need and urgent demand for developing effective
and robust adaptive algorithms, particularly those involving anisotropic spa-
tial adaptivity and locally adapted time steps. Developing efficient and fast
linear and nonlinear solvers, preconditioning techniques, high order and sta-
ble time-stepping schemes and scalable algorithms remains a focus of future
research. Effective methods for computing saddle points or transition states,
rather than equilibrium, are also very limited currently and are in high
demand. Methods for characterizing the captured interfacial geometry and
quantifying statistical features based on the phase field models are also help-
ful for many practical applications. On the analysis front, a lot of open
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questions remain to be answered. For the PDE analysis, convergence studies
of many phase field models to their respective sharp interface limits are still
missing. The lack of analysis techniques and machineries along with singula-
rities of solutions of the sharp interface limits seem to be one of the primary
hurdles to overcome. For the numerical analysis, analyzing the approxima-
tion errors and their dependencies on the diffuse interface parameter e
remains an interesting and challenging issue. Finally, while extreme scale
simulations have been achieved for some model phase field equations, simu-
lating more realistic and more complex phase field systems still require much
future effort.
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