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Abstract—How to achieve fairness is important for next gener-
ation machine learning. Two tasks that are equally important in
fair machine learning are how to obtain fair datasets and how to
build fair classifiers. In this work, we propose a new generative
adversarial network (GAN) model for fair machine learning,
named FairGAN™. FairGAN™ contains a generator to generate
close-to-real samples, a classifier to predict class labels and
three discriminators to assist adversarial learning. FairGAN™
simultaneously achieves fair data generation and classification
by co-training the generative model and the classifier through
joint adversarial games with the discriminators. Evaluations on
real world data show the effectiveness of FairGAN™ on both fair
data generation and fair classification.

Index Terms—fairness-aware learning, generative adversarial
networks, fair data generation, fair classification

I. INTRODUCTION

Discrimination indicates unfair treatment towards individu-
als based on the group to which they are perceived to belong.
In machine learning, discrimination may be unintentional but
have powerful effect on vulnerable groups. There are two
major tasks in fairness-aware machine learning: (1) releasing
fair datasets and (2) building models that make fair predictions.
The first task is important for data owners to release data
for various purposes, including scientific data analysis and
training machine learning models. Previous researches propose
to mitigate discriminative bias in the data by either modifying
the labels [1]-[3] or the whole records [4], [5]. Some recent
studies incorporate generative adversarial networks (GAN) to
generate close-to-real fair data [6], [7]. Generative adversarial
networks are deep neural net architectures comprised of a
generator and a discriminator [8]. After playing the adversarial
game with the discriminator, the generator can generate high
quality synthetic data that are indistinguishable from real data.
Models trained from the generated high quality data instead
of real data have impressive predictive power, especially when
the real data are very limited [9]. In [6], the authors proposed a
model called FairGAN, which adds an additional discriminator
into the original GAN to train the generator to generate
fair data through adversarial learning. The generated data by
FairGAN have good utility and are fair.

For the second task, when building machine learning mod-
els, if there exist historical biased decisions against the pro-
tected group in the training data, models learned from such
data may also make discriminative predictions against the
protected group [1], [4], [10]. In addition, the learning process

can also introduce biases into predicted decisions [11]. Many
works assume that the models trained from fair data can
make fair predictions. However, it has been shown that there
is no theoretical guarantee on this assumption [12]. Thus,
some researches propose to mitigate discriminative bias in
model predictions by adjusting the learning process [13] or
changing the predicted labels [11]. Recent studies [14], [15]
also use adversarial learning techniques to achieve fairness
in classification and representation learning. In FairGAN [6],
the authors suggest that classifiers trained on fair synthetic
data can make fair predictions with comparison to a naive
approach that randomizes the protected attribute. The naive
approach generates data with the same unprotected attributes
and labels as the real data, so the classifiers learned from
the generated data by the naive approach have the same bias
in predictions as those learned from the real data. Hence,
the naive approach is unlikely to achieve fair classification.
FairGAN removes disparate treatment and disparate impact
when generating synthetic data, so it is more likely to achieve
fair classification. However, like all the methods that modify
training data, generating fair data by FairGAN cannot guaran-
tee fair classification for models trained from them. Another
disadvantage of FairGAN is that there are classification-based
fairness notions such as equality of odds or equality of
opportunity which cannot be achieved via generating fair data
alone. Equality of opportunity is an important fairness notion
in classification models [11]. It emphasizes on that individuals
who qualify for a desirable outcome should have an equal
chance of being correctly classified for this outcome.

In this paper, we propose an improved version of FairGAN,
called FairGAN™, to address both tasks simultaneously. Our
work is motivated by the Auxiliary classifier generative ad-
versarial network (ACGAN), which is an extension to the
GAN structure that allows to learn a generative model and
a classifier at the same time [16]. It improves the generator
on generating data with diverse representations of class labels
and the classifier on performance on limited training data.
Inspired by ACGAN, we incorporate a classifier into the
FairGANT structure. In addition to releasing fair data like
original FairGAN, FairGAN™ can also produce a classifier
that makes guaranteed fair predictions. In order to train the
classifier to be fair, we adopt another discriminator to train the
classifier through adversarial learning. As a result, FairGAN™
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contains one generator, one classifier and three discriminators.

We conduct experiments using real world census data to
show that the generator of FairGAN™ can achieve fair data
generation with good data utility and free from disparate
treatment and disparate impact. The classifier of FairGAN™
can achieve guaranteed classification fairness in notions of
demographic parity or equality of odds with good classifica-
tion utility. The co-training of the generative model and the
classifier improves the performances of each other.

II. PRELIMINARY
A. Fairness and Discrimination

In fairness-aware learning, the literature has studied notions
of group fairness on data and classification [5], [11].

1) Fairness in Data: Consider a labeled dataset D, which
contains a set of unprotected attributes X € R"”, a class label
Y € {0,1} and a protected attribute S € {0,1}. Note that we
consider .S and Y as binary variables for ease of discussion.

Statistical fairness is a notion of data fairness which
measures the potential discrimination caused by the cor-
relation between the class label Y and the protected at-
tribute S. The property of statistical fairness is defined as
PY=18=1)=PY =15=0).

Research in [4] proposed the concept of e-fairness to
examine the potential discrimination caused by the correla-
tion between the unprotected attributes X and the protected
attribute S. A labeled dataset D is said to be e-fair if for
any classification algorithm f : X — S, BER(f(X),S) > €
with empirical probabilities estimated from D, where BER
(balanced error rate) is defined as

BER(f(X),S) = P(f(X)=0|S=1)-5P(f(X)=1\szo). 0

BER indicates the average class-conditioned error of f on
distribution D over the pair (X, S).

2) Fairness in Classification: Consider the classifier n :
X — Y which predicts the class label Y given the unprotected
attributes X. Classification fairness requires that the predicted
label n(X) is unbiased with respect to the protected variable S.
The following notions of fairness in classification was defined
by [11] and refined by [17].

Demographic parity Given a labeled dataset D and a
classifier n : X — Y, the property of demographic parity
is defined as P(n(X) = 1|5 = 1) = P(n(X) = 1S = 0).
This means that the predicted labels are independent of the
protected attribute.

Equality of odds Given a labeled dataset D and a clas-
sifier 7, the property of equality of odds is defined as
P((X) = 1Y = y,§ = 1) = P(n(X) = 1Y = 4,5 = 0),
where y € {0, 1}. Hence, for Y = 1, equality of odds requires
the classifier 7 has equal true positive rates (TPR) between two
subgroups S = 1 and S = 0; for Y = 0, the classifier n has
equal false positive rates (FPR) between two subgroups.

In many binary classification cases, ¥ = 1 is a more
important outcome. With only requiring non-discrimination on
the specific outcome group, the equality of odds can be relaxed
to the equality of opportunity.
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Fig. 1: The structure of FairGAN

Equality of opportunity Given a labeled dataset D and
a classifier 7, the property of equality of opportunity in
a classifier is defined as P(n(X)=1Y =1,5=1) =
P(n(X) =1]Y = 1,5 = 0). The equality of opportunity only
focuses on the true positive rates.

B. Generative Adversarial Networks

Generative adversarial networks (GAN) consist of two com-
ponents: a generator G and a discriminator D, both of which
are multilayer neural networks. Given random noise variable
z ~ P(Z) as input, the generator G(z) attempts to learn a
generative distribution Pg to match the real data distribution
Pjata- Meanwhile, the discriminator D is a binary classifier
to predict whether a data sample is from real data distribution
or the fake data generated by the generator. By playing the
adversarial game, GAN is formalized as a minimax game
mgn max V(G, D) with the value function:

V(G, D) = Ex~pyy,, [l0g D(X)] + Eznpy[log(1 — D(G(2)))].

Research in [16] proposed a variant of the GAN structure,
called auxiliary classifier generative adversarial networks (AC-
GAN). Each generated sample has a corresponding class label
vy in addition to the noise z. A classifier is incorporated into the
model to reconstruct the class label from the data samples. The
generator G(y,z) can produce class conditional samples that
match both the real data distribution and the class conditions.

Research in [6] shows that GAN can be modified to generate
synthetic data that are both close to real data and fair. Their
proposed FairGAN contains one generator G and two dis-
criminators D; and D5, as shown in Figure 1. Each generated
sample G(z) has a corresponding protected attribute s. The
generator learns the conditional distribution Pg(X,Y|S). The
discriminator D, is the same as the regular GAN model.
The discriminator Do is trained to distinguish the protected
attribute S of generated samples. By playing adversarial games
with both discriminators, the generator can generate high
quality fake samples and does not encode any information
supporting to predict the value of the protected attribute.

III. FAIRGANT

FairGAN™ aims to simultaneously achieve fair data gen-
eration and fair classification through the GAN architecture.
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Fig. 2: The structure of FairGAN™

For fair data generation, we consider statistical fairness and/or
e-fairness. For fair classification, we consider demographic
parity, equality of odds and/or equality of opportunity.

A. Model Framework

FairGAN™ consists of one generator G, one classifier 7
and three discriminators D, D2 and Dj3. Figure 2 shows
the structure of FairGANT. In FairGAN™, each generated
sample G(z) has a corresponding value pair of the protected
attribute s ~ Ppgata(S) and the class label y ~ Pyaa(Y).
The generator G(z) generates fake % following the conditional
distribution Pg(X]Y,S) given a noise variable z. We adopt
the revised generator from medGAN [9] so the generator G(z)
can generate both discrete and continuous data. The classifier
7 : X — Y outputs the prediction n(X) from X. The predic-
tion 1(X) is trained to both accurately predict the label Y and
be free from discrimination. The discriminator D is trained
to distinguish between the real data from Pyu,(X,Y,S) and
the generated fake data from Pg(X,Y,S). The generator
plays adversarial game with D; to generate close-to-real fake
data. The discriminator D is trained to distinguish values
of the protected attribute of each sample, Ps(X,Y|S = 1)
and Pg(X,Y|S = 0). Dy works like a fairness constraint
to data generation. The generator plays another adversarial
game with Dy so the generated data satisfy fairness notions
in data. The discriminator Ds is trained to distinguish values
of the protected attribute from the predictions made by 7,
Pn(X) = 1S = 1) and P(n(X) = 1|S = 0). D3 works
like a fairness constraint to classification. The classifier plays
adversarial game with D3 so its predictions satisfy fairness
notions in classification.

The objective function of FairGAN™ is J =V + L, where
V is the value function of the overall minimax games between
generator, classifier and discriminators; L is the objective
function of the classifier.

The value function V of the overall minimax game is
described as:

B 0B, V(o D1 Da: D)
= ‘/I(G7 Dl) + /\VQ(G7 DQ) + M‘/l’)(na D3)7

where
Vi(G, Dy)
= EonuP(8),y~ P(Y) 5~ Pania (X]Y,5) 108 D1 (X, , 5)] 2)
+ Esup(8),y~P(v) 5~ Pa(X|Y;5) [l0g(1 — D1(X, 9, 5))],

Va(G,D2) = Eyp(v), 2~ Pe (X|y,5=1) 108 D2(X, y)]

. 3)
+ Eyp(v).2~Pe(X|v,5=0)[l0g(1 — Da(%,y))],

Va(n, D3) = Exp(x|v,s=1)[log D3(n(x))]
+ Ex~p(x|v,5=0) [log(1 — D3(n(x))],

A is a hyperparameter that specifies a trade-off between data
utility and fairness of data generation, w is a hyperparameter
that specifies a trade-off between classification accuracy and
classification fairness of 7.

The first value function V; aims to make the generated
data match the real data distribution, where the generator GG
seeks to learn the joint distribution Pg (X, Y, S) over real data
Piata(X,Y,S). The second value function V5 aims to make
the generated samples not encode any information supporting
to predict the value of the protected attribute S. Therefore,
D, is trained to correctly predict S given a generated sample
while the generator G aims to fool the discriminator Ds. Once
the generated sample {X,y} cannot be used to predict the
protected attribute S, the correlation between {%X,y} and S
is removed, i.e., {X,y} L S. Hence, FairGAN™ can achieve
fairness in data generation. The third value function V3 aims
to make the prediction 7(X) of samples not encode any
information supporting to predict the value of the protected
attribute S. Therefore, D3 is trained to correctly predict
S given a sample while the classifier 7 aims to fool the
discriminator D3. Once the prediction of 1 cannot be used
to predict the protected attribute S, the correlation between
n(X) and S is removed, i.e., n(X) L S. Then FairGAN™ can
release 71, which achieves the desired fairness notion.

The objective function L of the classifier is described as:

(4)

Iga;( L(G, 1) = Eyu p(v) x~ Panra (X]Y,5) [y 10g 11(X)]

+Eycp(v) s5~pPe(x|y,s) [y log n(X)].

The classifier n maximizes the log-likelihood of the correct
class labels as it makes more accurate predictions during
training. The generator G also maximizes log-likelihood of
the correct class labels as it generates samples that match
each class accordingly. We take advantage of the feedback
loop of Dy, G, n. Improving the utility of G' can improve the
utility of n on making correct predictions. Improving 7 can
improve GG on generating more realistic samples conditioned
on each class. We also take advantage of the feedback loop
of D5, G, D3, n. Improving the fairness of G' can improve 7
on making fair predictions. Improving the fairness of 1 can
improve GG on generating fair data. Hence, by simultaneously
learning a generative model and a classifier, FairGAN™ can
perform better than a standalone generative model or a stan-
dalone classifier.



B. Application to Different Classification-based Fairness

Models that modify data or generate fair data apply fairness
constraints to enforce independence between the class label
Y and the protected attribute S. However, such preprocess-
ing methods cannot guarantee the independence between the
predicted class label n(X) and the protected attribute S. Con-
straints for some classification-based fairness notions require
to constrain not only the association between the predicted
class label n(X) and the protected attribute S, but also the
conditioned association when conditioning on the real class
label Y. In our model, we connect the real class label Y to
the constraints on the predicted class label n(X) through the
discriminator D3. The inputs of Ds are both the predicted
class label n(X) from 7 and the real class label Y from the
prior distribution. This is not necessary for demographic parity
but essential for equality of odds and equality of opportunity.

Demographic parity is defined as P(n(X) =1|S=1) =
P(n(X) = 1]S = 0). It simply requires that the predictions of
1 is independent of the protected attribute S. In the above
general framework, we mostly discuss the model in terms
of demographic parity. The value function V3 is exactly as
Equation 4. Once the prediction of 1 cannot be used to predict
the protected attribute .S, the correlation between n(X) and S
is removed, i.e., 7(X) L S. Then FairGAN™ can release 17,
which achieves demographic parity.

Equality of odds is defined as P(n(X) = 1|Y = y,S =
1) = P(n(X) = 1Y =y, S = 0), where y € {0,1}. As a
classification-based fairness notion, equality of odds considers
that individuals who qualify for a desirable outcome should
have an equal chance of being correctly classified for this
outcome. It evaluates correlation between the prediction of
classifier 7(X) and the protected attribute S based on the
value of real label Y. To achieve equality of odds for a
classifier in the FairGAN™T framework, we need to provide
the corresponding real label y of the prediction n(X) to
the discriminator D3. As a constraint of equality of odds to
classification. D3 aims to keep P(n(X) = 1Y = y, S5 =
1) = Pm(X) = 1Y = 9,8 = 0). D3 is trained to
distinguish the two categories of the predictions made by 7
given the real label Y =y, P((X) = 1Y =y,5 = 1) and
P(n(X) = 1Y = y,S = 0). In this case, the third value
function V3 of the minimax game becomes

Va(n, D3) = Eywp(v)x~P(X|y=y.5=1)[l0g D3(n(x)|Y = y)]
+ By p(v) x~P(X|Y =y,5=0) [log(1 — Ds(n(x)[Y = y))].

V3 aims to make the prediction 7(X) of samples not encode
any information supporting to predict the value of the protected
attribute S given the real label Y = y. Therefore, Ds is trained
to correctly predict S given a sample and the corresponding
real label Y while the classifier 7 aims to fool the discriminator
Ds. Once the prediction of 7 cannot be used to predict
the protected attribute S given the real label Y = y, the
conditional correlation between 7(X) and S is removed, i.e.,
n(X) L S|Y = y. Then FairGAN™ can release 7, which
achieves equality of odds.

Equality of opportunity is a special case of equality of
odds. For FairGAN™ based on equality of opportunity, the idea
is straightforward. It only needs to consider the case ¥ =1,
so the discriminator D3 only aims to constrain a subgroup
instead of the whole population. In this case, the third value
function V3 of the minimax game becomes

Va(n,D3) = Eywp(v)x~pPx|y=1,5=1)[log D3(n(x)|Y = 1)]
+ Eyop(v) x~PX|y=1,5=0)[log(1 — D3(n(x)[Y = 1))].

Once the prediction of 7 cannot be used to predict the
protected attribute S given the real label Y = 1, the con-
ditional correlation between 7(X) and S is removed, i.e.,
n(X) L S|Y = 1. Then FairGAN™ can release 7, which
achieves equality of opportunity.

IV. EVALUATION OF FAIRGAN™

We evaluate the performance of FairGAN™ based on demo-
graphic parity and FairGAN™ based on equality of odds on
fair data generation and fair classification

A. Experimental Setup

1) Baselines: To evaluate the performance of FairGANT,
we compare with the ACGAN model [16] on effectiveness,
with the FairGAN model [6] on fair data generation, and with
adversarial debiasing [14] on fair classification.

ACGAN aims to generate the synthetic samples that have
the same distribution as the real data given the values of
labels, ie., Pe(X|Y,S) = Piua(X|Y,S). ACGAN also
contains a classifier, but does not enforce fairness in either data
generation or classification. Note that, in order to match our
scenario, we independently generate both the label Y and the
protected attribute .S in the ACGAN. Thus, ACGAN achieves
statistical fairness in data generation similar to random shuffle
the protected attribute. The classifiers built in both FairGAN™
and ACGAN are logistic regression model.

FairGAN generates fair data and trains a logistic regression
model (not built-in) on the generated data with the assumption
that fair data generation automatically achieves fair classifica-
tion for any classification-based fairness.

Adversarial debiasing (AD) also applies adversarial learn-
ing to achieve fairness in classification. AD cannot generate
fair data as it is not a generative model.

2) Datasets: We evaluate FairGAN™ and baselines on the
UCT Adult dataset. It contains 48,842 samples. The class label
Y is “Income”, and the protected attribute S is “Gender”.
There are 12 unprotected attributes X. We convert each
attribute to a one-hot vector and combine all of them to a
feature vector with 57 dimensions.

Besides adopting the original Adult dataset (D1-Real), we
also generate four types of synthetic data, D2-ACGAN that
is generated by ACGAN, D3-FairGAN that is generated by
FairGAN with A = 1, D4-FairGAN ™ (DP) that is generated by
FairGAN™ based on demographic parity with A = u = 1, and
D5-FairGAN™ (EO) that is generated by FairGAN™ based on
equality of odds with A = x = 1. We set the sample sizes of
the synthetic datasets the same as the real dataset.



TABLE I: Data fairness and utility of real and synthetic datasets

Metric DI1-Real D2-ACGAN D3-FairGAN D4-FairGANT (DP) | D5-FairGANT (EO)
Faimess RD(D) 0.1989 | 0.0120£0.0088 || 0.0411£0.0295 0.0106=£0.0081 0.0116=£0.0087
> BER 0.1538 | 0.1964£0.0033 || 0.3862£0.0036 0.3867£0.0049 0.3207£0.0121
Utilit dist(X,Y) NA 0.0245£0.0003 || 0.0233%£0.0004 0.0232£0.0003 0.0239£0.0003
Y [Tdist(X, Y, 9) 0.0204£0.0004 || 0.0208£0.0005 0.0212£0.0005 0.0210=£0.0004

3) Classifiers: After training, we get five logistic regres-
sion classifiers: C1-Real that is a regular logistic regression
model trained on the real Adult data, C2-ACGAN that is
trained by ACGAN, C3-FairGAN that is trained on data
generated by FairGAN, C4-AD that is a debiased classifier
trained on the real Adult data through adversarial learning,
C5-FairGAN'(DP) that is trained by FairGAN' based on
demographic parity, and C6-FairGANT(EQ) that is trained
by FairGANT based on equality of odds. The evaluation of
the classifiers is on the real dataset.

For each model, we train five times and report the means
and stand deviations of evaluation results.

B. Fair Data Generation

We evaluate whether FairGAN™ can generate fair data that
satisfy statistical fairness and e-fairness while learning the
distribution of real data precisely.

1) Data Fairness: We adopt the risk difference RD(D) =
P 1S = 1) — P(Y 1]S = 0) to compare the
performance of different GAN models on statistical fairness.
Table I shows the risk differences in the real and synthetic
datasets. The risk difference in the Adult dataset (D1-Real)
is 0.1989, which indicates discrimination against female. D2-
ACGAN has low risk difference due to independent priors. D3-
FairGAN as expected also has low risk difference but slightly
higher. D4-FairGAN™(DP) and D5-FairGAN ™ (EO) both have
low risk difference as result of the adversarial game between
the generator and the discriminator Ds.

We further evaluate the e-fairness (disparate impact) by
calculating the balanced error rates (BERs) shown in Equation
1. Note that we adopt a linear SVM to predict S and then
calculate BER. Table I shows the BERs in the real and
synthetic datasets. The BER in D1-Real is 0.1538, which
means a linear SVM can predict S given x with high accuracy.
Hence, there is disparate impact in the real dataset. The
BER in D2-ACGAN is 0.196440.0033, which shows that
ACGAN captures the disparate impact in the real dataset due
to its unawareness of e-fairness. On the contrary, the BERs
in D3-FairGAN, D4-FairGAN'(DP) and D35-FairGANT(EO)
are 0.3862+0.0036, 0.386740.0049 and 0.3207£0.0121, re-
spectively, which indicates using the generated X to predict the
real .S has much higher error rate. So the disparate impacts in
FairGAN and FairGANT™ are small.

2) Data Utility: We evaluate the closeness between
each synthetic dataset and the real dataset by calcu-
lating the Euclidean distance of joint probabilities w/o
the protected attribute S, ie. P(X,Y) and P(X,Y,95).
The Euclidean distance is calculated between the esti-
mated probability mass functions on the sample space,

where dist(X,Y) [|Piata(X,Y) — Pa(X,Y)||2 and
dist(X,Y,S) = ||Piata(X, Y, S) — Pa(X,Y,S)||2. A smaller
distance indicates better closeness. In Table I, all synthetic
datasets have small distances to the real dataset for joint and
conditional probabilities. The distances of FairGAN™ is even
smaller than FairGAN. We can observe that FairGAN™ still
achieves good data utility after satisfying fairness constraints.
As the co-training of the generative model and the classifier
improves G on data generation, FairGAN™ has a more efficient
trade-off between utility and fairness of data generation.

C. Fair Classification

We evaluate the classifiers that are trained in ACGAN and
FairGAN™ on the real dataset.

1) Classification Fairness: We first compare different clas-
sifiers including C5-FairGANT(DP) on demographic parity
using risk difference RD(7n) P(n(X) 118 = 1) —
P(n(X) = 1|S = 0). Table II shows the risk difference of
different classifiers. C1-Real has a risk difference of 0.1834,
which indicates a regular logistic regression model learns the
risk difference in the real Adult data and makes unfair predic-
tions. C2-ACGAN has a high risk difference 0.1119+0.0182,
which is discriminative due to ACGAN’s unawareness of
demographic parity. C3-FairGAN has a lower risk difference
0.0901+£0.0220 but still discriminative (above the threshold
0.05). This indicates that FairGAN’s assumption on fair clas-
sification from fair data generation does not always hold. The
risk difference is lower as the result of fair data but it is still not
small enough to guarantee fairness. However, C4-AD also has
a lower risk difference 0.076010.0058 but still discriminative
(above the threshold 0.05). C5-FairGANT(DP) has a low
risk difference 0.0141+0.0065. As C5-FairGANT(DP) learns
to make predictions uncorrelated to .S, FairGAN™ based on
demographic parity can achieve demographic parity.

Then we compare different classifiers including C6-
FairGANT(EO) on equality of odds. Equality of odds is a
more complex fairness notion based on classification. We use
difference in true positive rates DT PR = P(n(X) = 1]Y =
,LS =1)—Pn(X) =1Y = 1,5 = 0) and difference
in false positive rates DFPR = P(n(X) = 1|Y = 0,5 =
1)—P(n(X) =1]Y = 0,5 = 0) to measure equality of odds.
Table II shows the DT'PR and DF PR of different classifiers.
C1-Real has 0.1017 difference in TPR and 0.0746 difference
in FPR, which indicates a regular logistic regression model
without any fairness constraint makes predictions with inequal-
ity of odds. C2-ACGAN has 0.0854+0.0316 difference in
TPR and 0.0395+0.0098 difference in FPR, which is smaller
than C1-Real but still slightly discriminative. C3-FairGAN
has 0.1473+0.0608 difference in TPR and 0.036140.0145



TABLE II: Classification fairness and accuracy of different classifiers

Cl-Real | C2-ACGAN C3-FairtGAN C4-AD C5-FartGANT (DP) | C6-FairGANT (EO)
Demographic Parity | RD(1) | 0.1834 | 0.11190.0182 || 0.0901-0.0220 | 0.0760£0.0058 | _ 0.0141-0.0065 NA
Eauality of Odds |_DTPR | 0.1017 | 0.0854%0.0316 || 0.14730.0608 | 0.0388::0.0234 NA 0.031250.0316
quatity S |"DFPR | 00746 | 0.0395+0.0008 || 0.0361F0.0145 | 0.0184+0.0121 0.0245F0.0124
[ Classification Accuracy | 0.8448 | 0.835920.0017 || 0.8256:0.0021 | 0.7902+£0.0043 | 0.8178£0.0035 | 0.8218£0.0062 |

difference in FPR, which is largely discriminative for subgroup
with Y = 1. This also indicates that FairGAN’s assumption
on fair classification from fair data generation is wrong.
Especially for advanced classification-based fairness notions,
simply training on fair data has very limited effect on such
fairness notions. Hence, it is more practical to achieve such
classification-based fairness by directly applying constraints
on the classifier. C4-AD has has 0.0388+0.0234 difference
in TPR and 0.0184+0.0121 difference in FPR, which in-
dicates AD is effective on achieving equality of odds. C6-
FairGANT(EO) has 0.031240.0316 difference in TPR and
0.0245+0.0124 difference in FPR, which is similar to C4-AD.
As C6-FairGANT(EO) learns to make predictions uncorrelated
to S based on the real label Y, FairGAN™T based on equality
of odds can achieve equality of odds in the classifier.

2) Classification Accuracy: We evaluate the accuracy of
different classifiers on the real Adult dataset. Table II
shows the classification accuracy of different classifiers.
The accuracy of Cl-Real is 0.8448. The accuracy of C2-
ACGAN is 0.8359+£0.0017. The accuracy of C3-FairGAN is
0.8256+0.0021. However, these classifiers are unfair to the
protected group. The accuracy of C4-AD is 0.7902+0.0043.
The accuracies of C5-FairGAN™(DP) and C6-FairGANT(EO)
are 0.8178+0.0035 and 0.8218+0.0062, respectively. They
are slightly lower than other classifiers, which indicates that
AD and FairGAN™' models have a trade-off between clas-
sification accuracy and fairness. In FairGANT, small utility
loss is caused by playing the adversarial game with the third
discriminator D3 to achieve respective notions of classifica-
tion fairness. We can observe that C5-FairGANT(DP) and
C6-FairGANT(EO) have higher accuracy than C4-AD after
satisfying the desired classification-based fairness. As the co-
training of the generative model and the classifier improves
n on classification, FairGAN™T has a more efficient trade-off
between the utility and fairness of classification.

V. CONCLUSION

In this paper, we have developed FairGANT to (1) gen-
erate fair data, which is free from disparate treatment and
disparate impact w.r.t. the real protected attribute, while re-
taining high data utility, and (2) release a fair classifier that
satisfies classification-based fairness, such as demographic
parity, equality of odds and equality of opportunity. FairGAN™
consists of one generator, one classifier and three discrim-
inators. In particular, the generator generates fake samples
conditioned on the protected attribute. The classifier learns
to predict labels based on the unprotected attribute. The first
discriminator is trained to identify whether samples are real
or fake. The second discriminator is trained to distinguish

whether the generated samples are from the protected group or
unprotected group. The generator can generate fair data with
high utility by playing the adversarial games with these two
discriminators. The third discriminator is trained to distinguish
whether the predicted label is based on the protected attribute.
After training, the classifier can make accurate predictions and
satisfy classification-based fairness by playing the adversarial
game with the third discriminator. The experimental results
showed the effectiveness of FairGAN™ on both fair data
generation and fair classification, and the better trade-off
between the utility and fairness when co-training a generative
model and a classifier.
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