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ABSTRACT: Electric fields are fundamentally important to
biological phenomena, but are difficult to measure experimentally
or predict computationally. Changes in pKa of titratable residues
have long been used to report on local electrostatic fields in
proteins. Alternatively, nitrile vibrational probes are potentially less
disruptive and more direct reporters of local electrostatic field, but
quantitative interpretation is clouded by the ability of the nitrile to
accept a hydrogen bond. To this end, we incorporated nitrile
probes into 10 locations of staphylococcal nuclease (SNase) where
pKa shifts had already been determined. We characterized the local
environment of each nitrile probe experimentally, through
temperature-dependent spectroscopy, and computationally,
through molecular dynamics simulations, and show that hydrogen
bonding interactions dominate the spectral line shapes. We demonstrate that the information provided by the line shape of the nitrile
spectra, compared to scalar values of pKa shift or nitrile frequency shift, better describes local environments in proteins in a manner
that will be useful for future computational efforts to predict electrostatics in complex biological systems.

■ INTRODUCTION

Electrostatic forces play a critical role in biological phenomena
and are of long-standing interest to the biophysical community.
In proteins, for example, biochemical processes such as folding,
catalysis, and intermolecular interactions are regulated by
electric fields resulting from the arrangement of partial charges
on each of the many thousands of atoms within the protein
structure.1 Understanding the molecular detail of the structure,
dynamics, and function of proteins therefore depends on
accurate, quantitative experiments and calculations of highly
heterogeneous electric fields inherent in protein structures.2

However, because the Coulombic interactions between
partially charged atoms decay over relatively long distances
compared to other intermolecular forces, such as covalent
bonds and van der Waals interactions,3−8 electrostatic fields in
proteins are difficult to measure experimentally or predict
computationally.
Because of the sheer size and complexity of biological

systems, calculations of electric field are approximations by
necessity, and therefore the calculations require careful
validation against experimental data. Historically, a convenient
experimental window through which to assess the overall
electrostatic environment in proteins relied on the change in
pKa (ΔpKa) experienced by a titratable amino acid upon

incorporation into the protein compared to aqueous solution.
These measurements take advantage of the change in the free
energy difference of the protonation reaction (ΔΔGa)
associated with the placement of a titratable residue in a
protein environment, as illustrated in eq 1:

Δ =
ΔΔ
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G

RT
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Equivalently, the ΔΔGa term can be written as the difference
between the charged and neutral states in the free energy of
transferring the amino acid from solution to the protein, as
shown in eq 2:

ΔΔ = Δ − Δ
±

G G Ga s s
0

(2)

where ΔGs
± and ΔGs

0 represent the difference in free energy of
solvation in water and in the protein, for both the charged and
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neutral states, respectively.9−11 The overall preferential
stabilization of one state versus the other, quantified by a
ΔpKa, has typically been interpreted as a product of the overall
electrostatic environment of the protein interior, such as
changes in local dielectric,12 Coulombic interactions,13 and
local solvation,14 although nonelectrostatic interactions can
contribute to each ΔGs. Despite the convolution of these other
interactions, the accessibility of both the experimental and
theoretical pKa have made this a convenient measurement to
directly compare calculations and experiments.
A concerted effort toward this comparison, known as the

pKa Cooperative, used experimental ΔpKa values in a blind
prediction test of various computational calculations of
electrostatics.15 In these studies, Garcıá-Moreno and co-
workers systematically placed several ionizable residues in 25
buried locations of a highly stable engineered variant of
staphylococcal nuclease, SNase Δ+PHS, hereafter referred to
simply as “SNase”.16−19 The measured ΔpKa values were then
used as a target data set for different attempts to reproduce
those values as a test of computational models of electrostatics.
Models that primarily considered only electrostatic effects on
both ΔGs terms were typically unable to reproduce the
experimental ΔpKa values measured in SNase.20,21 Models that
explicitly include conformational flexibility, such as multi-
conformation continuum electrostatics (MCCE)22,23 or
constant pH molecular dynamics (CPMD),24−26 typically
were able to reproduce experimental ΔpKa values more
accurately, highlighting the importance of non-Coulombic
interactions on the ΔGs terms in eq 2. Nevertheless, shifts in
pKa are still widely interpreted as primarily due to electrostatic
effects.15 However, because ΔpKa values represent a difference
in free energy between two charged states of the probe (and
therefore two different states of the protein), it is difficult to
interpret from a ΔpKa any information about the electrostatic
environment of a single, native state of the protein. An
alternative benchmark that more directly measures electric
field and reports on only one state of the protein would
therefore be useful to further validate and test computational
models. In particular, information about the electric fields in
the native state of the protein can be used to understand
electrostatically driven phenomena such as protein−protein
interactions and substrate binding.
Our laboratory has been interested in building a data set

with steady-state spectroscopic measurements that are directly
correlated to electric field and could serve as an alternative
benchmark for efforts to design, test, and validate computa-
tional models and strategies. Along with other laboratories, we
have been pursuing vibrational Stark effect (VSE) spectroscopy
of protein-bound nitrile probes to measure electric fields in
biological systems.27−38 Nitriles are convenient biomolecular
probes because they are small, absorb in an uncluttered region
of the protein vibrational spectrum, have a reasonable oscillator
strength, and can be incorporated virtually anywhere within a
biomolecular structure.29,39−41 Vibrational spectra of nitriles
have been collected in a variety of biologically relevant
environments such as lipid membranes, protein interiors,
protein−protein interfaces, and protein active sites.42−45

Finally, shifts in the vibrational energy of nitrile groups can
be related to changes in local electric field through the linear
Stark equation:46,47

μΔ = Δ = −Δ ⃗·Δ ⃗E hc v F (3)

Here, ΔE is the change in absorption energy of the
chromophore in response to a change in local electric field,
ΔF⃗, and Δμ⃗ is the difference in the dipole moment between
the ground and excited state of the vibrational transition. For
nitriles in particular, Δμ⃗ has been well-characterized,36,48,49

allowing direct interpretation of differences in vibrational
energy as differences in the magnitude and direction of the
local electric field in the immediate vicinity of the nitrile.
Previously, in superfolder green fluorescent protein (GFP), we
demonstrated that three separate measurements of electrostatic
environment (pKa shifts of the titratable fluorophore, linear
electronic Stark shifts of the fluorophore, and VSE shifts of a
nearby nitrile probe) all responded similarly to changes in
electric field resulting from amino acid mutations near the
fluorophore.50 This, along with previous investigations of
nitriles,36,48,49,51 led us to the conclusion that the vibrational
spectra of nitrile probes could be used as a direct measurement
of electric field.
One major caveat to interpreting nitrile spectra according to

eq 3 is that nitriles can accept hydrogen bonds, which cause
frequency shifts that are inherently quantum mechanical and
thus not described by the Stark equation.34 Moreover, the
specific geometry of the hydrogen bonding interaction changes
the magnitude and direction of the frequency shift. Ab initio
calculations by Choi et al. showed that linear, σ-hydrogen
bonds blue shift the nitrile frequency by withdrawing electron
density from an antibonding orbital of the CN bond, and
perpendicular, π-hydrogen bonds red shift the nitrile frequency
by withdrawing electron density from a bonding orbital.27

Recently, we demonstrated that these contributions from
hydrogen bonding can dominate the observed frequency of
nitrile probes in GFP, and therefore, interpretations of absolute
values of nitrile absorption energy require careful control
experiments, often coupled with molecular dynamics (MD)
simulations, to reveal the extent of potential hydrogen bonding
interactions.52 In the same study, we attempted to resolve
some of the challenges of the local effects on nitrile oscillators
by demonstrating that the temperature dependence of the
nitrile absorption energy, quantified by the frequency temper-
ature line slope (FTLS), was a diagnostic tool for measuring
hydrogen bonding, as had been postulated by Adhikary et
al.52,53 based on previous work by Huang et al.54 We further
demonstrated the necessity of such a tool; every single probe
location experienced hydrogen bonding, suggesting it may be
impossible to intentionally avoid hydrogen bonding to nitriles
in a protein system. This study highlighted that using nitriles to
measure electric fields according to eq 3 requires very careful
additional control experiments and a detailed understanding of
the local interactions.
Both ΔpKa and VSE measurements of electric field require a

site-specific molecular probe. pKa probes are limited in that
they must be titratable and the probe must change its charge
state during the measurements. Large scale conformational
changes of the protein around the charge state can make the
interpretation of the ΔpKa measurement difficult.16,18,19,55−57

Furthermore, because this measurement is based on the
difference between two states, the change in the number of
hydrogen bond donors upon titration likely has a significant
impact on the observed shift. While this can be useful for
probing responses to pH driven phenomena, this is less useful
for probing the steady-state electric field of a native protein. In
contrast, VSE probes are sensitive to more subtle electrostatic
perturbations and only rely on a vibrational transition. While
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the dipole moment changes between the ground and excited
vibrational states, this difference perturbs the protein structure
significantly less, and because nitrile groups are small, the
insertion of a nitrile is minimally disruptive to the protein
structure.58

Ultimately, the goal of developing nitrile vibrational
spectroscopy as a direct measurement of electric field in
biological systems is to provide a robust and reliable data set to
benchmark electric field calculations. It is our aim to provide a
data set that can be used to validate electrostatic models by
matching simulations to experiments on nitrile-containing
proteins, which can then in turn be used to provide
information about the electric fields in WT biological
structures. Thus, additional work in our laboratory has focused
on the calculation of electric fields from structures generated
with MD simulations in order to interpret the nitrile
frequencies. Our efforts have primarily followed two strategies:
(1) direct computation of the field at the midpoint of the
nitrile using MD force fields and (2) continuum electrostatics
calculations of the potential using the Poisson−Boltzmann
(PB) equation. For the most part, the results of these
calculations have not been able to capture the measured nitrile
absorption energies.59−61 We hypothesize that this is due to
two factors: (1) the contributions of hydrogen bonding effects
and VSE shifts, which we demonstrated in GFP,52 and (2) the
fact that MD force fields are parameterized to sample structural
ensembles accurately at room temperature but are not
intended to quantitatively reproduce forces. More sophisti-
cated models, such as the SolEFP model, have had more
success in quantitatively capturing the vibrational shifts of
nitriles and reproducing the line shapes of the vibrational
spectra, and have demonstrated that the Coulombic term only
plays a small role in the overall vibrational frequency.62,63

Because such models are often computationally intensive and
require specialized software and expertise to implement, it is
still desirable to develop a simpler model using widely available
tools to interpret vibrational spectra in electrostatic terms.
To investigate the utility of nitrile spectra as a direct probe

of electric field in biological systems, here we report nitrile
absorption measurements of cyanocysteine (CNC) nitrile
probes in 10 locations in SNase (illustrated in Figure 1) at sites
where ΔpKa measurements have been previously reported.18,19

Using both steady-state and temperature-dependent Fourier
transform infrared spectroscopy (FTIR) experiments and MD
simulations, we demonstrate that (1) the FTLS is a
quantitative measurement of the hydrogen bonding status of
nitrile probes,52 (2) hydrogen bonding interactions dominate
the observed vibrational frequency of nitriles, and (3) it may be
impossible to position a nitrile probe in a protein system in a
location that is intentionally occluded from hydrogen bonding
interactions. Along with our previous report of using nitriles in
GFP,52 these observations in two different proteins strongly
suggest that these results are generalizable to other proteins
and must always be considered when attempting to understand
the role of noncovalent forces in protein structure, function,
and dynamics. Next, using these reported nitrile vibrational
spectra as a benchmark electrostatic data set, we calculated the
electric field at the midpoint of the nitrile from an ensemble of
structures generated from MD simulations. We discovered that
the distributions of these calculated fields were strongly
correlated to the line shapes of the nitrile spectra. We conclude
that while the average calculated fields are not correlated to the
vibrational frequencies because of the contribution of hydro-

gen bonding effects and the shortcomings of nonpolarizable
force fields, the distribution of fields qualitatively describes the
line shape of the experimental spectra. Overall, this study
demonstrates that the information contained in the line shapes
of the nitrile spectra is invaluable for understanding the
electrostatic environment around the probe. Further, addi-
tional experiments such as FTLS provide a diagnostic tool for
quantifying the extent of hydrogen bonding to the nitrile,
allowing the interpretation of the vibrational line shape
according to the principles of eq 3. The additional information
contained in the line width and specific line shape of nitrile
vibrational spectra provide a robust, self-consistent exper-
imental data set that enables quantitative interpretation of the
electrostatic environment of any protein in the vicinity of a
nitrile probe. Finally, we propose a simple model that can be
used as a guide for interpreting nitrile spectra. This information
can be used to benchmark electrostatic calculations, evaluate
the need for additional complexity in force fields such as
explicit polarizability, and improve the prediction and under-
standing of complex electric fields in biological systems.

■ MATERIALS AND METHODS

Mutagenesis, Expression, and Purification. Five
pET42a plasmids containing the Δ+PHS variant of SNase
and a mutation were generous gifts of Bertrand Garcıá-
Moreno.9 Additional mutations were made with the
QuikChange Lightning Mutagenesis kit (Agilent). The
mutated plasmids were transformed into BL21-DE3 cells
(New England BioLabs) and expressed and purified from
inclusion bodies based on a strategy described previously.64

The CNC probe was incorporated into the unfolded protein as
previously described.39 The protein was then refolded by
dialysis, diluted to 300 μM with deionized H2O, and stored at
−80 °C for further use. Prior to use, the protein samples were
exchanged into 10 mM CaCl2, pH 7.0. Protein refolding was
confirmed by CD spectroscopy, and nitrile labeling was
confirmed with mass spectrometry.

Figure 1. Locations of the nitrile probes in staphylococcal nuclease
(SNase). Each location represented by the colored spheres was
independently mutated to a cysteine, which was cyanylated through
post-translational modification to cyanocysteine (CNC). The first
letter indicates the one letter code of the WT residue that was
replaced by CNC, denoted by “X”. The dark gray ribbon shows the
backbone of SNase, and the white sphere shows the location of the
native Ca2+ ion.
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Fourier Transform Infrared Spectroscopy. All FTIR
spectra were collected at pH 7.0 on a Bruker Vertex 70
instrument with an InSb detector as previously de-
scribed.43,50,52 Spectra were baseline corrected by fitting a
fifth-order spline function to the baseline and were normalized
to 1.
MD Simulations. A template SNase protein structure

bound to Ca2+ was modeled by homology from PDB 3bdc
using the MODELLER software package.65,66 Mutations from
the WT residue to cysteine were made with PyMol.67 Using
the Avogadro molecular editing package,68 the mutated
cysteine was modified to cyanocysteine (CNC) and
independently minimized. Parameters for the CNC residue
have been described previously.35,69 All further minimizations
and MD simulations were performed using the Gromacs
2016.3 molecular dynamics simulation package70−76 and the
Amber03 force field.77,78 Production MD was prepared and
run on each equilibrated system for 100 ns, using the same
simulation parameters as described previously,52 and a
snapshot was saved every 4 ps.

■ RESULTS AND DISCUSSION

FTIR Spectra of Nitrile-Containing SNase Mutants.
Measuring the pKa shifts of either wild type (WT) or mutated
ionizable residues has long been a strategy for estimating the
effects of electrostatic forces in the interior of pro-
teins.9,10,15,79,80 More recently, vibrational spectroscopy of
nitriles placed site-specifically in proteins has been an
alternative method for quantifying electrostatic effects in
such systems. The information provided by vibrational
spectroscopy is fundamentally different than the information
provided by a ΔpKa measurement, since the nitrile measure-
ment can be related to electric field through the Stark equation
(eq 3), and the probe perturbs the protein structure
significantly less than an ionizable residue. We speculated
that nitrile spectroscopic data could be a more direct
measurement of electric fields in proteins. In order to
supplement the ΔpKa data already available, we incorporated
CNC nitrile probes into 10 separate locations in SNase
(illustrated in Figure 1) for which there are already reported
values of ΔpKa.

18,19 These 10 positions were chosen to
represent the full range of previously measured pKa shifts, as
well as to sample the spatial diversity of the interior of the
protein, such as hydrophobic, hydrophilic, solvent-exposed,
and solvent-excluded regions.
FTIR spectra were collected from each of the 10 nitrile-

containing SNase variants, and are shown in Figure 2. The
average and standard deviation of the peak frequencies for each
nitrile location are given in Table 1, and the results, including a
discussion of the unique spectral features of each mutant, are
given in the Supporting Information. Additionally, we collected
the FTIR spectra of methylthiocyanate (MeSCN) dissolved in
H2O and in DMSO, which served as standards for representing
a nitrile probe in protic and aprotic environments, respectively.
Standard deviations of the nitrile frequency measurements
were all generally within 0.1 cm−1. The full width at half
maxima (fwhm) of the spectra, which qualitatively describe the
environmental heterogeneity experienced by a probe, are also
given in Table 1. Collectively, nitrile spectra from these 10
locations within the same protein displayed the diverse range
of spectroscopic results that are possible from measuring
electric fields in a biological sample.

To our knowledge, this set of nitrile data is unique because
there is additional pKa information available at every nitrile
location. While these results are derived from different physical
phenomena (nitriles probe a single state, while ΔpKa probes
reflect the difference between two states), because pKa shifts
have often been used to benchmark computational methods, it
is useful to compare the ΔpKa of buried lysine and glutamate
residues published by Garcıá-Moreno and co-workers against
the measured nitrile frequencies at those same locations
(Figure 1).18,19 For convenience, the previously published pKa

values are reproduced in Table 1. Parts A and B of Figure S1
show that there is no agreement between the nitrile and pKa

probes at each nitrile location (r = 0.33 and −0.12 for lysine
and glutamate, respectively). Moreover, when we compared
the results of the two different pKa probes, which differed in
the sign of the charged state, there was poor agreement (Figure
S1C, r = −0.69). This lack of agreement between the three
molecular probes highlights that each one provides unique
information about the environment at each location; this is
discussed further in the Supporting Information. ΔpKa values

Figure 2. FTIR absorption spectra of CNC incorporated at each of
the ten locations shown in Figure 1 at room temperature, arranged
from lowest peak frequency to highest peak frequency. The spectra of
MeSCN in both DMSO and water are included for comparison. The
maximum absorbance of each spectrum was normalized to 1. Colored
lines: averaged absorption spectra. Black traces: individual FTIR
spectra (some traces lie directly underneath the averaged spectrum).
Vertical dashed lines: peak frequencies reported in Table 1.
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reflect larger, structural differences between the charged and
neutral states of the amino acid side chain and possibly the
surrounding protein, while nitriles report on the Coulombic
forces present in the native state of the protein. These two data
sets therefore complement each other and provide alternative
information that can be used to benchmark computational
models. For example, pKa shifts could be used to interrogate
the importance of local flexibility in protein electrostatic
calculations, while nitrile spectra could be used to test the
importance of including explicit polarizability in modern force
fields. While significant effort has been invested in interpreting
ΔpKa shifts, a similar effort is required for a reliable
interpretation of nitrile spectra according to eq 3.
Molecular Dynamics Simulations. In order to investigate

the presence of hydrogen bonds to the 10 nitriles in SNase, we
performed 100 ns MD simulations on each of the ten nitrile-
containing protein systems and on the WT SNase. First, we
monitored the backbone RMSD of the crystallized residues
(residues 7−141) for each nitrile-containing mutant construct
and compared them to the WT protein. These data are shown
in Figure S2. The backbone RMSD values of the nitrile-
containing systems were all similar to that of the WT protein,
demonstrating that the nitrile perturbation to the local protein
environment was small, at least on the time scale of the
simulations, and that the simulations sufficiently sampled
physically reasonable structures.
Second, we investigated the specific geometries of hydrogen

bonding interactions in the MD simulations. The geometries
were calculated using an in-house code described previously,
based on criteria illustrated in Figure S3.52 In order to be
classified as a hydrogen bond, dNH needed to be less than 2.45
Å, θ1 needed to be greater than 99°, and θ2 needed to be
greater than 120°. Since θ1 has been shown to have a large
impact on the nitrile frequency,27,52 we plotted θ1 against dNH
of each interaction as a heat map, considering either only water
molecules (Figure 3A) or protein O, N, and Cα atoms with a
covalently bound hydrogen (Figure 3B) to be possible
hydrogen bond donors. Figure 3A demonstrates that the
nitrile locations experienced a wide range of solvent hydrogen
bonding situations. The nitriles at positions N118X and A58X
had a broad distribution of hydrogen bonding geometries that
were donated from water molecules, consistent with partially
solvent-exposed residues or interaction with unstructured

water. V66X and I92X experienced far fewer hydrogen bonds
to solvent (less than 1500 occurrences each out of 25,000
frames analyzed) that were also broadly distributed around the
measured geometries. This indicated a low level of interaction
with unstructured water. A90X, A109X, V23X, L25X, and
L38X experienced few hydrogen bonds to solvent (less than
600 occurrences each). Finally, T62X experienced a significant
amount of hydrogen bonding to solvent (over 17,000
occurrences) with a narrow distribution of θ1. Upon
inspection, this population was found to result from a
structural water that was stabilized by hydrogen bonding to
the amide N atoms of both Ile18 and Asp19 and to the
carboxyl O of Thr22. The water molecule in this interaction
was found to be extremely stable and exchanged very
infrequently. For example, one instance of a water molecule
in this location had a residence time of over 40 ns. To visualize
this, we plotted the number of hydrogen bonds that persisted
for at least that length of time as a function of simulation time
(Figure S4). The residence time of the water molecules in this

Table 1. Nitrile Peak Vibrational Frequency, fwhm, and FTLS of each Nitrile Probe and Corresponding pKa of Lysine and
Glutamate Probes at 10 Locations in the Interior of SNase

nitrile location pKa probe location

amino acid position ν ̃a (cm−1) fwhma (cm−1) FTLSb (cm−1
°C−1) lysine pKa

c glutamate pKa
d

A90X 2156.58 ± 0.05 4.18 ± 0.23 −0.011 ± 0.000 8.6 6.4

V66X 2157.16 ± 0.01 3.38 ± 0.00 −0.006 ± 0.000 5.6 8.5

A109X 2159.46 ± 0.10 10.05 ± 0.60 −0.018 ± 0.002 9.2 7.9

T62X 2159.96 ± 0.03 5.63 ± 0.23 −0.014 ± 0.001 8.1 7.7

V23X 2160.18 ± 0.00 3.86 ± 0.00 −0.008 ± 0.001 7.3 7.1

L25X 2161.38 ± 0.04 4.98 ± 0.23 −0.008 ± 0.001 6.3 7.5

L38X 2161.89 ± 0.03 8.36 ± 0.23 −0.027 ± 0.002 10.4 6.8

I92X 2162.06 ± 0.03 4.34 ± 0.00 −0.016 ± 0.000 5.3 9.0

N118X 2162.27 ± 0.55 15.27 ± 0.23 −0.053 ± 0.006 10.4 4.5

A58X 2163.20 ± 0.40 14.71 ± 0.34 −0.027 ± 0.001 10.4 7.7

MeSCN in DMSO 2153.44 ± 0.15 8.36 ± 0.11 −0.008 ± 0.004 − −

MeSCN in water 2162.60 ± 0.03 9.00 ± 0.11 −0.043 ± 0.002 − −

aErrors are reported as the standard deviation of at least three measurements. bErrors are reported as the standard error of the fit. cLysine pKa

values adapted from ref 19. dGlutamate pKa values adapted from ref 18.

Figure 3. Heat maps of hydrogen bonding geometries to CNC at
each probe location. (A) Hydrogen bonds that are donated from
water. (B) Hydrogen bonds that are donated from the protein.
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interaction with T62X was significantly longer than any other
hydrogen bonding interaction to the nitrile observed in any of
our simulations.
Likewise, the nitriles experienced a range of hydrogen

bonding interactions from nearby protein donors (Figure 3B).
The nitriles at positions A109X, L38X, and N118X
experienced a significant amount of hydrogen bonding (over
3000 observations) from nearby protein donors. The nitrile at
positions L25X and A58X experienced a smaller amount of
hydrogen bonding from protein (less than 1700 occurrences).
The nitriles at positions A90X, V66X, T62X, V23X, and I92X
experienced almost no hydrogen bonding interactions from
protein (less than 400 occurrences each). It is important to
note that in all probe locations, the nitrile was observed to be
involved in some amount of hydrogen bonding, either with
water, protein, or both. This is likely true for pKa probes in
these same positions; crystal structures of SNase with pKa

probes at these locations show likely hydrogen bonding
between the probe and nearby residues or crystallized water.12

Taken together, these data demonstrate that with both pKa and
nitrile probes, hydrogen bonding interactions cannot be
assumed to be absent or even consistent between probe
locations. The local interactions at each location must be
investigated and understood to interpret experimental results.
Despite the nitriles being buried in the hydrophobic core of

SNase, our MD simulations revealed a range of hydrogen
bonding interactions, consistent with our observations of a
range of fwhm of the spectra in Figure 2. Beyond this, the two
nitrile spectra with the largest fwhm, N118X and A58X,
experienced broadly distributed hydrogen bonding geometries
in our simulations, consistent with bulk-like solvent exposure.
Conversely, the nitriles with the narrowest spectra, A90X,
V66X, V23X, L25X, and I92X all experienced relatively few
hydrogen bonds in our simulations. Finally, nitriles with
intermediate spectral widths, A109X, T62X, and L38X, all
experienced structural hydrogen bonds. The hydrogen bonds
to A109X and L38X were donated by protein, and the vast
majority of hydrogen bonding events to T62X were from a
structurally rigid water molecule. The apparent correlation of
observed hydrogen bonding in simulation and the exper-
imentally measured fwhms suggests that hydrogen bond
exchange was a significant source of heterogeneity for the
nitrile probes in our system. Furthermore, because these
locations were chosen intentionally to be buried in the
hydrophobic core of a globular protein, it may be impossible to
position a nitrile probe site-specifically in a protein location
completely void of hydrogen bonding. This is consistent with
our previous work in GFP, in which every nitrile positioned in
a wide range of environments experienced hydrogen
bonding.52 Even in the buried hydrophobic core of a protein,
such as in this case with SNase, one cannot assume a nitrile
probe is free from hydrogen bonding, and in all systems,
controls must be performed to account for these interactions.
This is not unique to vibrational probes; the inclusion of any
molecular probe, including a pKa probe, requires careful
consideration of local interactions that are difficult to predict a
priori.
To investigate the effect of these hydrogen bonding

interactions on our observed vibrational spectra, we calculated
the most probable CN···H hydrogen bonding angle (θ1 in
Figure S3), in the manner described previously,52 and we
compared this angle to the observed vibrational frequencies.
Because some of the nitrile locations in SNase experienced

relatively few hydrogen bonding interactions, we weighted the
regression based on the number of hydrogen bond
observations to each nitrile. The most probable θ1 was well-
correlated to the observed vibrational frequency of the nitrile
(Figure S5, r = 0.72). This is consistent with the ab initio
calculations by Choi et al., where linear, σ-hydrogen bonds (θ1
closer to 180°) were shown to blue shift the nitrile frequency
and nonlinear, π-hydrogen bonds (θ1 closer to 99°) were
shown to red shift the nitrile frequency, and with our previous
work in GFP.27,52 Thus, we have demonstrated that (1) it is
difficult if not impossible to position a nitrile in a location free
from hydrogen bonding in a folded protein, and (2) any
interpretation of nitrile frequencies must take the specific
geometry of hydrogen bonding into consideration in order to
interpret the observed results. The consistency of these two
observations in two structurally diverse proteins (SNase and
GFP) with two different molecular nitrile probes indicates that
these observations are likely generalizable to other protein
systems.

FTLS Is a Quantitative Measure of Hydrogen Bonding
Interactions to Nitriles. In order to investigate the hydrogen
bonding environments of the different probe locations
experimentally, we measured the FTLS of the nitrile probe
in each location. Adhikary et al. postulated an empirical
relationship between the ability of a nitrile probe to accept a
hydrogen bond and the dependence of the nitrile absorption
frequency on changes in temperature.53 This is due to an
increase in hydrogen bond exchange and accompanying
decrease in hydrogen bond lifetime with increasing temper-
ature. In systems with fewer hydrogen bonds to the nitrile, less
exchange is observed and the resulting temperature depend-
ence of the frequency shift, quantified as the FTLS, is smaller.
We measured the nitrile absorption frequency and fwhm of
each probe at 10 °C intervals from 5 to 35 °C (Table S1). The
spectra at each temperature are shown in Figure S6. The
Δ+PHS construct of SNase was designed to be exceptionally
thermally stable,9,18,81 and representative circular dichroism
(CD) spectra (Figure S7) demonstrate that the fold of the
protein did not change upon heating to 35 °C. As expected, the
change in vibrational frequency at each location over the
temperature range was linear (Figure 4), and the slope of this
linear dependence was taken to be the FTLS of each nitrile
probe. These values are reported in Table 1. For reference, we
also plotted the temperature dependent frequency shift of
MeSCN in both H2O and DMSO in Figure 4, which allowed
us to compare the measured FTLS of the nitriles in protein to
the amount of hydrogen bonding a nitrile experiences in protic
and aprotic environments, respectively. The 10 nitrile-
containing SNase constructs demonstrated a large range of
FTLS. Of particular interest, the nitrile at position N118X
(−0.053 cm−1

°C−1) had FTLS that was larger than that of
water (−0.043 cm−1

°C−1), indicating a larger temperature
response by the probe than MeSCN in water. At this position,
the probe was located in a flexible portion of the protein, which
we hypothesize can sample more environments as temperature
increases. This increased flexibility results in a larger
temperature dependence than a small molecule nitrile in water.
In order to investigate whether the FTLS measurements

accurately served as a measure of hydrogen bonding according
to the relationship postulated by Adhikary et al.,53 we
compared the FTLS to the amount of hydrogen bonding to
the nitrile observed in our MD simulations. To this end, we
first calculated the solvent accessible surface area (SASA) of
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the nitrile-containing residue (Figure S8), as this is often used
as a first approximation of hydrogen bonding access. While
residues such as N118X had larger SASA values, most nitriles
had a small calculated SASA with relatively large fluctuations.
These fluctuations led to standard deviations that were larger
than the differences in the averages, despite the evidence that
nitriles experienced a broad range of hydrogen bonding (see
Figure 3). We therefore concluded that for the small CNC
probe used here in SNase, SASA was not a useful metric to
quantify hydrogen bonding environment. Instead, we com-
pared the experimental FTLS to the number of observations of
hydrogen bonding in the 100 ns MD simulations (Figure 5A).
Because of the long-lived nature of the interaction between the
nitrile at position T62X and water (see Figure S4), we
reasoned that over the temperature range investigated in the
FTLS experiments, these hydrogen bonds likely do not
exchange more frequently with increased temperature and
therefore do not contribute to the FTLS. We therefore did not
include hydrogen bonds from water to residue T62 in the
calculated number of hydrogen bonds. Excluding this
interaction, we observed a strong linear relationship (r =
−0.97) between the experimental FTLS and the number of
hydrogen bonds observed in the simulations. This result is
consistent with our previous result in GFP, where the
calculated SASA of the larger p-cyanophenylalanine probe
was well correlated to the measured FTLS.52 Because the
FTLS of two different types of nitrile probes are quantitatively
related to measurements of hydrogen bonding environment in
two structurally different protein systems, this suggests that the
FTLS can generally be used to quantitatively measure the
hydrogen bonding status of a nitrile probe in situ.
The FTIR vibrational frequencies, the fwhm of the nitrile

spectra, and the FTLS results offer three orthogonal,
experimental, steady-state measurements to assess the local
environment of the nitriles. Indeed, when plotted against each
other, the FTLS and fwhm are well-correlated (Figure 5B, r =
−0.87) demonstrating that these two measurements are both
responding to similar influences from chemical heterogeneity
around the nitrile. The fwhm of vibrational spectra have been

previously used to assess local environment in terms of polarity
with a different molecular probe.82 Our results suggest that
while the peak frequency of the nitrile spectra reports on the
specific geometry of nearby residues, the FTLS and fwhm of
nitrile spectra generally report on a reaction field generated by
local interactions that is much more specific than simple
macroscopic polarity. Moreover, these techniques use routine
FTIR instrumentation and methods that are straightforward to
implement in essentially any laboratory. While ΔpKa measure-
ments give only a single scalar value and no straightforward
method to diagnose hydrogen bonding, the nitrile spectra
contain information from line shape and temperature depend-
ence beyond that of a reported frequency. This strategy will be
a useful generalizable tool for experimentally interrogating
hydrogen bonding in proteins. Coupled with MD simulations,
the peak frequency, fwhm, and FTLS measurements provide
information-rich controls for understanding the contributions
of hydrogen bonding to the nitrile spectra.

Electric Fields Contribute to Vibrational Line Shape.
In order for the nitrile spectra to be a useful benchmark for
electric field calculations, the nitrile spectra must contain direct
information about the electric field in the vicinity of the probe.
Xu et al. recently demonstrated that the distribution of
Coulombic fields is a major contributor to spectral line shape
and must be considered in conjunction with the effects of
hydrogen bonding.83 We therefore calculated the electric field
at the midpoint of the nitrile in each MD trajectory. Due to the
inherent limitations of calculations based on a fixed-charge
force field and the impact of the geometry of local hydrogen
bonding interactions,50,59,60,69 we did not expect the
simulations to be able to explain the absolute frequencies,
but we hypothesized that the accurate modeling of the local

Figure 4. Average of peak nitrile frequencies of the 10 nitrile probes
from 5 to 35 °C. The points for each mutant were fit using a linear
regression. The slopes and the standard error of the fits are given in
Table 1. Mutants are colored according to Figure 1. Peak nitrile
frequencies of MeSCN in DMSO and water at the same temperatures
are also shown in black and gray, respectively. Error bars were
excluded for clarity but are listed in Table S1. No data were collected
for MeSCN in DMSO at 5 °C because it is below the freezing point of
DMSO.

Figure 5. Frequency temperature line slope (FTLS) as an
experimental measurement of hydrogen bonding. (A) Measured
FTLS compared to the total number of hydrogen bonding
observations from simulation. MeSCN in DMSO (black) was set at
zero because it is aprotic. MeSCN in water (gray) was extrapolated
from a 20 ns MD simulation of an acetyl-CNC-NH2 peptide in water.
The asterisk indicates that the hydrogen bonds donated from water
for T62 were not included for this comparison, as discussed in the
main text. (B) Measured FTLS compared to the experimental fwhm.
MeSCN measured in water and DMSO are excluded because we do
not expect a small molecule nitrile in solution to broaden similarly to
a nitrile moiety in a protein environment.
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interactions could still yield the correct distributions of the
fields that could be compared against the spectral line shapes
obtained from the steady state FTIR experiments. In order to
calculate the field distributions from the MD simulations, a
dummy atom with a +1 charge was placed in the center of the
nitrile bond; the electrostatic force on the dummy atom was
calculated and projected along the nitrile bond vector. The
partial charges on the carbon and nitrogen atoms of the nitrile
group itself were neutralized because we have previously
demonstrated that they result in a consistent and large field
that overwhelms the contributions from the surrounding
environment.35,60 As expected, the averages of these fields,
which we refer to as the total external fields, were not
correlated to the experimental vibrational frequencies (Figure
S9A, r = −0.27). Even in cases where there were fewer
hydrogen bonds in the simulations (A90X, V66X, V23X, L25X,
I92X), where we would expect Coulombic contributions to
dominate the observed vibrational frequency, the calculated
electric fields were still not correlated to the vibrational
frequencies.
It has been suggested that continuum electrostatics models,

such as the PB equation, may better capture electrostatic
contributions from solvent than the direct calculation from the
point-charge force field used for MD.84,85 We repeated all the
above calculations using a continuum solvent with the
Adaptive PB Solver (APBS) software package.84 In this
approach, the total external field is split into two components:
the solvent reaction field (SRF) that is treated with a
continuum model and the protein Coulomb field (PCF) that
is treated explicitly. The results of these two components were
similar to those obtained using the MD force field and are
summarized in Figure S10. Given that the PB based approach
required significantly more computing time for similar results,
we continued our investigation using the equivalent SRF and
PCF component fields calculated directly from the MD force
field. We reasoned that the peak frequencies of the nitrile
spectra were not useful to interrogate the absolute electric
fields within the protein systems because (1) it is likely
impossible to avoid hydrogen bonds to nitriles even buried
within a protein, (2) the frequencies of nitriles involved in
hydrogen bonding are dominated by the angle of specific
interactions, and (3) the total external fields from both
methods were not correlated with the observed frequencies.
However, a nitrile spectrum contains additional information
beyond the peak frequency in the overall line shape of the
spectrum. We therefore focus instead on the distribution of
fields experienced by each probe for the remainder of this
discussion.
To investigate the distribution of the fields experienced by

the nitrile in each system, we binned the calculated SRF and
PCF for each MD snapshot and fit a polynomial to the
histograms of each component (Figure S11, parts B and D,
respectively). We found that the distributions of the calculated
fields qualitatively mirrored the line shapes observed in the
experimental spectra. A brief comparison of each of these
distributions to the corresponding experimental spectrum is
given in the Supporting Information. Because of the apparent
similarities between the histograms of the calculated SRF and
PCF for each protein system and the experimentally observed
line shape, we calculated the standard deviation of each
calculated field over the length of the simulations to describe
the distribution of these fields quantitatively. Alone, the
standard deviation of either component, the SRF or the PCF,

did not account for the experimentally observed fwhm (Figure
S13, parts A and B, respectively). This indicated that while
both the SRF and the PCF contributed, neither exclusively
determined the observed line shape of the nitrile spectra.
Further, the standard deviations of the total external field did
not account for the experimentally observed fwhm (Figure
S13C). We reasoned that this was the result of the cancellation
of equal but opposite shifts in the component fields during the
simulations for some probes (see, for example, A90X in Figure
S11, parts A and C). This resulted in a narrow distribution of
the total external field that did not reflect the variance in the
environment sampled by the probe. To determine the overall
effect of the distributions of both component fields, we
combined their standard deviations according to eq 4:

σ σ σ= +combined SRF
2

PCF
2

(4)

Here, σSRF and σPCF are the individual standard deviations of
the SRF and PCF distributions, respectively. The combined
standard deviations were strongly correlated to the exper-
imental fwhm from the nitrile spectra (Figure 6, r = 0.95),
suggesting that the combined effect from both component
fields determined the overall nitrile peak width at all 10
positions of SNase investigated here.

To demonstrate this further, we binned the total external
calculated field (PCF+SRF) and show the resulting histograms
in Figure 7 (gray), in which the units of field have been
converted from kBT/e

−Å to cm−1 and centered underneath the
experimentally observed peak frequency. The distributions of
the total external field were qualitatively similar to the overall
line shapes of the experimental spectra (black dashed lines,
reproduced from Figure 2). For example, the histogram of the
total external field for T62X contained a minor red-shifted
population. Correspondingly, the vibrational spectrum of
T62X contained a red-shifted shoulder, although to a lesser
degree than indicated by the histogram of the external field.
While the range of the widths of the histograms and the range
of the pooled standard deviations calculated using eq 4 were
smaller than the range of fwhm of the experimental spectra, the
histograms do not include broadening due to hydrogen
bonding. Xu et al. demonstrated that the SolEFP model can
accurately reproduce vibrational line shapes with a classicized
linear response function, which accounts for broadening due to
the vibrational transition lifetime.83 Because nitrile vibrational
lifetimes are affected by hydrogen bonding interactions,86 we

Figure 6. Combined standard deviations of the calculated solvent
reaction field (SRF) and protein Coulomb field (PCF) against the
experimental fwhm of the observed nitrile vibrational spectra. The
combined standard deviation was calculated from the standard
deviations of each component of the field through eq 4.
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reasoned that the additional broadening observed in the
experimental spectra was due in part to hydrogen bonding. It is
worth noting that, while a single hydrogen bond to a nitrile
may actually narrow a vibrational spectrum due to effects such
as motional narrowing,83 a distribution of hydrogen bonding
angles present during a steady-state experiment would result in
broadening.
Because the FTLS of a nitrile provides quantitative

information on the extent of hydrogen bonding, as
demonstrated above, it can account for additional broadening
not already captured by the field calculations. This is supported
by the correlation between the fwhm of the spectral peaks and
the experimentally measured FTLS (see Figure 5B). We
therefore broadened each bin in the histograms of the total
external field with a Gaussian with a bandwidth proportional to
the experimentally measured FTLS, using the fwhm of V66X
and N118X (the narrowest and widest spectra) to gauge the
proportion. The sums of the broadened bins are shown as solid
colored lines in Figure 7. For most of the spectra, our
broadened distributions qualitatively matched the experimen-
tally observed line shapes. For example, using this analysis we
can now accurately account for the shape of the small shoulder
in the T62X experimental spectrum, which was overestimated
by the histogram of the external field alone. For A109X and
A58X, however, the broadened field distribution seemed to
underestimate the contribution of the more negative field
(higher frequency). Nevertheless, the similarity between the
broadened histograms and the experimentally measured
vibrational spectra demonstrate that the details of the spectral
line shape are important because they reveal the different
microstates that the nitrile probe experiences. Even if classical
fixed-charge force fields are unable to replicate overall shifts in
vibrational frequencies, with the present MD simulations and
orthogonal experimental measurements such as FTLS, we can
qualitatively identify the populations of structures that give rise
to these spectral features. The model proposed here outlines

an approach that simulators can use to validate different
electrostatic models. For example, by overlaying the simulated
field distributions on top of the experimental spectra for T62X,
we were able to identify which MD structures were capturing
the contributions to the shoulder and were able to relate the
specific hydrogen bonding interactions to the nitrile that
resulted in the red-shifted frequencies. With refinement, this
strategy could be used to isolate specific structures from MD
that contribute to each observed spectral frequency. With the
confidence that a particular model can reproduce the nitrile
vibrational spectra observed for nitrile-containing proteins, the
model can then be extended to proteins without the nitrile
probe to provide information about the electric fields in WT,
native biological structures.
The interpretation of nitrile spectra is complicated by the

fact that the experimental nitrile stretching frequency is
superimposed on top of a broad water absorption peak.
Resolving the nitrile spectral line shape therefore requires a
baseline correction that could systematically affect the
results.86 Though we observed agreement between broadened
field calculations and experimentally reproducible line shapes,
further quantitative investigation will require a more stand-
ardized approach to baseline correction and peak fitting. In
spite of this, the vibrational line shape, fwhm, and FTLS were
all self-consistent and could be quantified by electric field
calculations enabled by the MD. In general, the suite of
information offered by these experiments will be valuable for
benchmarking methods for computing electrostatics moving
forward.
In total, this work demonstrates that the overall vibrational

frequencies of nitriles are difficult to relate to any one
particular contribution. Specific hydrogen bonding interac-
tions, nonspecific local interactions, and electric field all
simultaneously contribute to the observed frequency. Indeed,
eq 3 reflects this, because only dif ferences in electric field may
be related to dif ferences in vibrational frequency. However, in
order to interpret differences in vibrational frequency in this
manner, the overall environment of the nitrile must remain
constant. For measurements in proteins, this is likely only
possible when the nitrile location is consistent and
perturbations are made around the nitrile probe.43,44,87 Here,
we have shown that in the case of a single nitrile-containing
construct, like any one of the SNase mutants in this study, it is
difficult to interpret the relative vibrational frequency
compared to the frequencies of nitrile probes in other
locations. Nevertheless, the line shape of each nitrile spectrum
can be used to identify individual populations for which the
nitrile experiences a different projected field. By considering
different populations for the same probe, it may be possible to
interpret the distribution of frequencies inherent to a
vibrational spectrum as differences in electric field according
to eq 3. Further, in the event a nitrile experiences multiple
populations with different hydrogen bonding interactions, the
FTLS of individual components of the overall spectra can be
monitored independently and may be used to quantify these
different populations. An example of this is shown in Figure
S14. The similarities between the broadened histograms of the
calculated external field and the spectral line shape in this study
(see Figure 7) demonstrate the feasibility of relating the
electric field in different subpopulations to the line shape of a
nitrile vibrational spectrum. Such close agreement between
experiment and calculation demonstrates that only slightly
more experimental information (i.e., fwhm and FTLS)

Figure 7. Broadened histograms of the total external field. Gray:
calculated histogram of the total external field. Solid colored lines:
sum of the broadened bins. Each bin was broadened by a Gaussian
with a bandwidth proportional to the experimental FTLS. Asterisks
for V66X and N118X indicate that these samples were used to gauge
the proportion. Dashed black lines: experimental spectra from Figure
2 overlaid for reference.
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obtained with routine FTIR methodologies is required to
interpret vibrational spectra quantitatively. This capability is
greatly enhanced when experimental data can be compared to
computational modeling as closely as possible.

■ CONCLUSION

Nitrile vibrational spectra are an alternative experimental
measurement of electrostatic fields in biological molecules in
that they (1) offer electric field information from the spectral
line shape to provide information about subpopulations of the
probe and (2) can be quantitatively accounted for with
additional experiments, such as measuring FTLS. This
demonstrates that libraries of nitrile spectra are a valuable
resource for benchmarking electrostatic computational models
and, with the proper control experiments, for reporting
quantitative information about electric fields in proteins. This
result, obtained with standard FTIR and MD simulations using
widely accessible fixed-charged force fields, is generalizable to
any protein of interest that is stable over a moderate
temperature range. Further investigation of decoupling local
structure from overall electronic contributions to nitrile
vibrational spectra will allow for a greater understanding and
increased predictability of the complex electric fields that
dominate biological systems.
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