CLASS GROUPS AND LOCAL INDECOMPOSABILITY FOR
NON-CM FORMS

FRANCESC CASTELLA AND CARL WANG-ERICKSON

(with an appendix by HARUZO HIDA)

ABSTRACT. In the late 1990s, R. Coleman and R. Greenberg (independently)
asked for a global property characterizing those p-ordinary cuspidal eigenforms
whose associated Galois representation becomes decomposable upon restriction
to a decomposition group at p. It is expected that such p-ordinary eigenforms
are precisely those with complex multiplication.

In this paper, we study Coleman—Greenberg’s question using Galois defor-
mation theory. In particular, for p-ordinary eigenforms which are congruent to
one with complex multiplication, we prove that the conjectured answer follows
from the p-indivisibility of a certain class group.
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1. INTRODUCTION

1.1. Overview. As recorded in [GV04, Question 1], R. Greenberg has asked when
the 2-dimensional p-adic Galois representation p; of Gal(Q/Q) attached to a p-
ordinary cuspidal eigenform f of weight k > 2 has the property of being p-locally
split, i.e. its restriction to a decomposition group Gal(@p /Qp) at p is isomorphic to
the sum of two characters. An equivalent form of this question, which appears to
be a very subtle problem in the p-adic theory of modular forms, was independently
raised by R. Coleman [Col96, Remark 2, pg. 232].!

One easily sees that p-ordinary eigenforms with complex multiplication have this
property, and the converse is expected to hold, i.e. (see [Eme97, Conj. (0.1)]):

(CG) Prlea@ /q,) is split = f has complex multiplication.

Date: June 8, 2019.
1See [BE10, Theorem 4.3.3, Theorem 4.4.8] for the equivalence between the two formulations.
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Let Q(f) C C be the Hecke field of f. The Galois representation py is valued
in GL2(FE), where FE is the completion of Q(f) at a prime v above p. Serre [Ser68]
established (CG) when k = 2 and Q(f) = Q using Serre-Tate deformation theory.
Still in weight 2, Serre’s argument was extended independently by Emerton [Eme97]
and Ghate [Gha04] provided py is ordinary and p-split for all primes v of Q(f)
above p (we then say that p; is totally p-split); the general weight 2 case was
recently established by Zhao [Zhal4] building on Hida’s breakthrough [Hid13]. For
weights k& > 2, Emerton [Eme97] showed that (CG) follows from a p-adic analogue
of Grothendieck’s variational Hodge conjecture, provided py is totally p-split. In a
different direction, building on modularity lifting results [BT99, Buz03] in weight
1, Ghate—Vatsal [GV04] showed under mild hypotheses that (CG) holds for all but
finitely many p-ordinary eigenforms in any single Hida family.

The main result of this paper is Theorem 1.3.1, which gives a sufficient condition
for (CG) to hold for all forms in a fixed congruence class f, allowing for any p-adic
weight. This condition is that a certain quotient X (later denoted X (1)) of the
p-part of the class group of the number field cut out by the associated mod p Galois
representation py is zero. Such an X can be associated to any congruence class that
contains some member with complex multiplication; we impose only mild additional
assumptions. We list some examples of vanishing X in §1.8.

Greenberg’s pseudo-nullity conjecture [Gre01, Conj. (3.5)] suggests that a certain
Iwasawa-theoretic class group X (later denoted X (¢)~)), which surjects onto X,
has finite cardinality. To illustrate the influence of X, under an extra assumption,
we prove in Theorem 1.4.1 that the finiteness of X3 can be used to produce another
proof of the main result of [GV04] for the class of gy we consider in this paper.

It is natural to ask whether there exist converse arguments establishing the
finiteness of X . Thus we give modular characterizations of the vanishing of X
(Theorem 1.3.4) and its finiteness (Theorem 1.4.4).

1.2. Setup. In order to state question (CG) and the main result of this paper
precisely, we introduce the objects of study. Here G denotes an absolute Galois
group of a field F, O denotes the appropriate standard integer ring of F', and
“CM” is short for “complex multiplication.” Let p be a prime (later, p > 5).

1.2.1. The question. We fix embeddings of algebraically closed fields Q — @q for
all primes ¢, and Q < C. These embeddings give rise to a choice of g-adic valuation
on any algebraic complex number. They also determine a choice of decomposition
group G, = Gal(@q/(@q) — G and complex conjugation ¢ € Gg. We write
1, C G, for the inertia subgroup.

Choose a classical normalized cuspidal Hecke newform [’ of weight k& > 2 and
level N > 1. If p 1 N, let f be a p-stabilization of f’ of level T'o(p) N T'1(N');
otherwise, let f = f’. Thus f is an eigenvector for the Up-operator. Let

[= Z an(f)q"

n>1

be the g-expansion of f at the cusp oo, write Q(f)/Q for the subfield of C generated
by the coefficients (also the Hecke eigenvalues) a, (f), and write v = vy for the prime
of Q(f) over p that is distinguished by the embeddings above. We call f p-ordinary
when its Up-eigenvalue a,(f) € C, which is known to be an algebraic integer, is a
p-adic unit.
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There is attached to f an absolutely irreducible p-adic Galois representation

(1.2.1) pr - GQ — GLQ(Q(]C)@)
characterized by the property that
(1.2.2) trace ps(Frob,) = aq(f) for all primes ¢ { N'p,

where Frob, € Gy is a choice of arithmetic Frobenius element at ¢. It is known
that f is p-ordinary if and only if ps|c, admits a 1-dimensional unramified quotient
with Frob,-eigenvalue a,(f).

We call such a representation of G, when equipped with the Frob,-eigenvalue,
p-ordinary. Similarly, we call a representation p of Gg p-locally split when, in
addition, p|g, is isomorphic to the direct sum of two characters. We ask the
question recorded in §1.1: when k > 2, what property of f determines whether
py is p-locally split?

As discussed above, the proposal, denoted (CG), is that such f have CM. While
there exist representation-theoretic notions of CM that are arguably more encom-
passing, we give the simplest equivalent definition: f is called CM when there
exists an imaginary quadratic field K/Q such that the attached quadratic Dirichlet
K/Q

character ( ) satisfies

(1.2.3) an(f)(KT/Q) = an(f), for almostalln>1 (the CM condition).

1.2.2. Fizing the congruence class. It is natural to study (CG) over one congruence
class of eigenforms modulo p at a time. Let F be a finite field of characteristic p.
Let f € F[q] be the reduction modulo vy of the f € Og(s)[q] that we designated
above. Let

p = (py mod vy) : Gg — GLa(F)
be the associated representation. The Hecke eigenvalues of f are determined by p
similarly to (1.2.2). Since f is a p-ordinary eigenform, we know that

(17) p is odd and p|g, admits an unramified quotient with Frob,-eigenvalue

ap = ap(f).

Let N > 1 denote the tame level of f, which equals the (prime-to-p) Artin
conductor of p. While in general N divides the prime-to-p part N (’p) of N’, in this
paper we address f that are minimal, that is, N = N(’p).

Because question (CG) addresses p-ordinary eigenforms f such that pr|q, splits,
[Gha05, Prop. 6] ensures that in the presence of (2’) and (3’) below, we may replace
(1) with the more restrictive assumption

(1') pis odd and plg, ~ X1 © X2, where Y2 is unramified and y2(Frob,) = a,.

Our results on (CG) rely on conditions that imply that all Galois representations
that give rise to p arise from Hecke eigenforms, i.e. “R = T.” Such R = T-type
results are subject to the following assumptions, when p is odd.

(2’) X1 # X2, which is known as the residually p-distinguished condition on p.
(3") pla,, is absolutely irreducible, where M = Q(y/(—1)P—=1/2p).

1.2.3. The residually CM p-ordinary setting. The following (0)—(4) are the assump-
tions we work under for the results of this paper.

(0) p>5and f has CM, in the sense of (1.2.3).
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It follows that there exists an imaginary quadratic field K/Q and a character
¢ : G — F*  such that p = Ind% ¢.

Let ¢ : Gxg — W(F)* denote the Teichmiiller lift of ¢, let ¢ C O denote the
conductor of 1, and let ¢ C O be the (prime-to-p) Artin conductor of 1). Recalling
the complex conjugation ¢ € G established above, the anti-cyclotomic character
associated to 1) is

v = (90) 7
where 1)°(7y) denotes 1 (cye).
Having assumed (0), assumptions (1’)—(3’) are implied (respectively) by
(1) p splits in K, i.e.
pOK = pp*?
where p is the prime distinguished by our fixed embedding Q — @p, and,
also, v is unramified at p* with ¥)(Froby-) = &,. One may then check that
N = Normg /q(c)|Disc(K)]|.
(2) ¥~ |e, is non-trivial and v, (¢) < 1.
(3) ™ has order at least 3.
(For (3) = (3’), see [Hid15, Prop. 5.2(2)].) Finally, we impose the following mild
assumption.

(4) ¢+ ¢ =Ok.

1.3. Results, Part I. Our first main result addresses the representation p, : Go —
GL, (@p) attached to a normalized p-ordinary p-adic eigenform g € Zpﬂq]] that has
tame level N, arbitrary p-adic weight, and a congruence with f. We refer to whether
g has CM by the same definition (1.2.3), which makes sense for any p-adic weight.

The theorems in this section are subject to a condition on the following ideal
class group. Let ¢~ : Gx — WX denote the Teichmiiller lift of 1)~ to the Witt
vector ring W = W(F). Let K(¢~)/K be the finite abelian extension cut out by
1™, and denote by X (™) the ¢~ -isotypical component of the p-cotorsion of the
ideal class group of K (¢~).

Theorem 1.3.1. Assume (0)-(4) of §1.2. Let g denote a p-ordinary p-adic eigen-
form of tame level N and arbitrary p-adic weight that is congruent to f. If X (¢ ~) =
0 and py|a, is split, then g has CM.

We apply the theorem to (CG).
Corollary 1.3.2. Assume (0)-(4) of §1.2. If X(¢p=) =0, then (CG) is true when

restricted to those eigenforms of level N with a congruence with f.
See §1.8 for explicit examples where (CG) is verified.

Remark 1.3.3. The condition X (¢p~) = 0 can be ensured analytically in some cases:
it is implied by the anti-cyclotomic Katz p-adic L-function L, (¥»7)* in §3.2 being
a unit (see e.g. [BCGT19, Cor. 5.2.7]). We also note that the implication (CG)
is trivial in the congruence class of f unless a different Katz p-adic L-function
L;(¢7), also defined in §3.2, is not a unit. Indeed, when L (¥)7) is a unit, any g
congruent to f has CM (see Theorem 4.2.2).
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In fact, we prove that the vanishing of X (1)7) is equivalent to a stronger form of
the expected implication (CG). To formulate this, we refer to a modulo p generalized
eigenform g’ € F[q] whose eigensystem equals that of f. We specify these objects
in §2.2, also explaining that such a g’ induces a Galois representation

Py’ - GQ — GLQ(A@/)’
where Ag is a finite-dimensional augmented F-algebra, such that
(pg modmy ,)~p and py #p®r Ag.

We also explain that the conditions “p-locally split” and “CM” can be sensibly
applied to such g’.

Theorem 1.3.4. Assume (0)—(4) of §1.2. The following conditions are equivalent.
(i) X(4~) £0.
(i) There exists a modulo p generalized eigenform g' such that
(a) the Hecke eigensystem of §' is equal to that of f,
(b) §' does not have CM, and
(c) pgla, is split.
When these conditions are true, then §' in (i) may be chosen so that its Hecke span
is 2-dimensional, or, equivalently, Az ~ Fle]/(€?).

1.4. Results, Part II. We expect that there are many choices of (K,4)) such that
X (™) does not vanish, as the results of §1.3 require. The following theorems
address the general case.

We consider the following Iwasawa-theoretic class group tower over X (¢~). Let
K /K be the anti-cyclotomic Z,-extension of K. Let K (¢ ™) be the composite of
K and K(37), and let X (¢p~) be the 1)~ -isotypical component of Galois group
of the maximal pro-p abelian unramified extension of K (¢)~). There is a surjection
X5 (@~) — X (1), and standard arguments about the action of Gal(K_(v~)/K)

oo

on X (1~) imply that
Xo(@7)=0 ifand onlyif X(¢p7)=0.

oo

In light of Greenberg’s pseudo-nullity conjecture [Gre01, Conj. (3.5)], it is natural
to expect that X (¢)7) is finite in cardinality (note that our assumptions rule out
trivial zeros). We prove a proportionally weakened version of Theorem 1.3.1 in this
case.

Theorem 1.4.1. Assume (0)-(4) of §1.2 and that the class number of K is prime to
p. If X (¥™) has finite cardinality, then there exist at most finitely many ordinary
p-adic eigenforms g of tame level N congruent to f such that pyla, is split and g
does not have complex multiplication.

Remark 1.4.2. We note in §3.3 that X (¢7) is infinite if and only if the p-adic
L-function L, (=) and L, (¢~)* mentioned in Remark 1.3.3 have a common fac-
tor. It follows from smoothness results of the ordinary eigencurve in cohomological
weights (i.e. k € Z>o; see [Hid86b, Cor. 1.4], along with a duality argument) that
such a common factor cannot correspond to a p-adic weight in Z ~ {1}.

Remark 1.4.3. The conclusion of Theorem 1.4.1 was proven subject only to the
conditions (1’)—(3’) of §1.2 by Ghate—Vatsal [GV04, Thm. 13]. We describe the
relationship between the two methods in Remark 6.2.2.
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In analogy with Theorem 1.3.4, we also can give a modular characterization of
the infinitude of X (¢»~). However, a more pleasant criterion applies to a mild
generalization X (1) of X (¢~), which surjects onto X__(¢~) (see §3.3 for the
definition), and is isomorphic to it when p does not divide the class number of K.

Similarly to the mod p case above, to any generalized p-adic eigenform ¢’ with
eigensystem equal to that of a p-adic eigenform with CM f with coefficient field
E/W{1/p], there is associated a Galois representation

Py Go — GLa(Ag),
where Ay is a finite-dimensional augmented local E-algebra, such that

(pg modmy ,)~py and py % pr Qp Ay

As before, the conditions of being p-locally split and of being CM can be sensibly
applied to pyr.

Theorem 1.4.4. Assume (0)-(4) of §1.2. The following conditions are equivalent.

(1) X_(v¥™) has infinite cardinality.

(2) There exists a generalized p-adic eigenform g of tame level N such that:
(a) the Hecke eigensystem of ¢' has CM and is congruent to f,
(b) ¢ does not have CM, and
(c) pgla, is split.

When these conditions are true, then ¢’ in (2) may be chosen so that its Hecke span
is 2-dimensional, or, equivalently, Ay ~ FEle]/(€?).

1.5. Method of Galois deformation theory. By Hida’s influential work [Hid86b],
p-ordinary p-adic eigenforms of tame level N with a congruence with f (such as
g in the statement of Theorem 1.3.1, for example) are in bijective correspondence
with ring homomorphisms T — @w where T is the “big” local p-adic Hecke algebra
arising from the Hecke action on p-ordinary modular forms of tame level N whose
residual Hecke eigensystem is congruent to f. On the other hand, upon assumptions
(17) and (2), there exists a universal p-ordinary deformation ring R°*® (constructed
by Mazur [Maz89]) parameterizing p-ordinary deformations of p. Hida’s further re-
sult [Hid86a] — that the Galois representations attached to p-ordinary eigenforms
interpolate in families — implies that there exists a natural map R°™Y — T. Under
assumptions (17), (2’), and (3’) along with mild local conditions, Diamond [Dia97],
following Wiles [Wil95], has shown that this induces an isomorphism R°*4 = T.

Replacing (17) with (1’) so that the expected implication (CG) is not trivial on
T, we use a universal Galois deformation ring denoted R*P! (constructed by Ghate—
Vatsal [GV11]) that parameterizes p-locally split representations of Gal(Q/Q) de-
forming p. It follows from the definitions that there is a surjection R%*d — RSPl
Thus, homomorphisms RSP — @p are in bijection with normalized p-ordinary eigen-
forms g such that py|c, is split.

Assuming (0), there exist p-ordinary CM forms congruent to f, resulting in a
quotient T — TM where T®M arises from the Hecke action on these CM forms.
The fact that the Galois representations arising from p-ordinary CM eigenforms
are p-locally split is reflected in the fact that there exists a surjection RSP — TCM



CLASS GROUPS AND LOCAL INDECOMPOSABILITY FOR NON-CM FORMS 7

fitting in a commutative diagram

~

Rord T

]

Rspl N TCM

In terms of this deformation-theoretic picture, our main result is Theorem 5.5.1,
which states that the surjection R®! — T®M is an isomorphism if and only if
X(1p7) = 0. Theorem 1.3.1 follows directly from this. The argument for Theo-
rem 1.4.1 is similar, with the addition of commutative algebra arguments set up in
§6 and further results on the structure of T reviewed in §4.

Theorem 5.5.1 is deduced from Theorem 5.4.1, which shows that X (1)~) con-
stitutes the conormal module of Spec(T“™M) C Spec(R*P'). With this structure of
R*?! understood, Theorems 1.3.4 and 1.4.4 are applications of R°™" = T and the
duality between Hecke algebras and cusp forms.

1.6. A question. One upshot of Theorem 5.5.1 is that (CG) lies somewhat deeper
than the simplest possible “big R =T"-type theorem one could hope for, namely,
RePl =2 TCM g there a Hecke algebra that always corresponds to R*P'? What is
the module of “p-split” modular forms? We intend to take this up in future work.

1.7. The appendix to this paper. These investigations arose from an attempt
to study (CG), for congruence classes p = Ind% 1 as introduced in §1.2.3 above,
after restriction of the Galois representations from Gg to Gk, using the methods
of Wake and the second author [WWE18] to control residually reducible represen-
tations. In the process, we realized that some of these arguments amounted to an
application of a refined version of Shapiro’s lemma to move between deformations
of representations of Gg and Gk. This is the method that is developed in §5 to
prove the key Theorem 5.4.1; in particular, the proof of our results makes no use
of the theory of ordinary pseudorepresentations of [WWE18].

Independently and at about the same time as us, Haruzo Hida established similar
results to ours by building on [WWEI18] as well as his recent work [Hid18al; see
§A.3 for a discussion of the theory of ordinary pseudorepresentations. He has very
kindly offered to write his proof of our Theorem 1.3.1 (assuming the class number
of K is prime to p) as an appendix to this paper.

1.8. Examples. Theorem 1.3.1 applies to tuples (p, K, 1), where the ¢~ -isotypical
part of the ideal class group of K(1~) vanishes. In order for the theorem to apply
non-trivially, we are interested in cases where:

(i) T 22 TM i.e. there exist non-CM cusp forms congruent to f, and

(ii) X(v~)=0.
For it is in these cases where Theorem 1.3.1 implies that there are no exceptions to
(CG) congruent to f.

There are seven examples of (p, K, 1) satisfying (i) listed in [Til88, pg. 268] (four
of which appear in [Hid85, pg. 142]), calculated by Maeda or Mestre. They also
each satisfy the running assumptions in our paper, because pOx = pp*, v~ has
order at least 3, and 1 is ramified exactly at p. Among these examples, three of
them satisfy [K(~) : K] < 13, so that we found it manageable to calculate K (1))
and its class group using PARI/GP or Magma on a single machine. In each of these
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three cases, p does not divide the class number of K (™), so that (ii) is satisfied
and Theorem 1.3.1 applies. These examples are

p| K |

B Q6 | uf

23 | Q(WV=T) | wp°

79| QW=T) | wp?
The character wy, of Gk is the Teichmiiller lift of the following character w, : Gx —
FY. Let w := #05 and let @, : (Og/p)* = FY be the canonical identification.
Then, for every multiple a of w, one makes sense of wy by taking the (a/w)-th
power of the character of G associated via class field theory to the character

&Y (O [p)* JOf = F.

To illustrate the example (p, K, ¢) = (13, Q(4), wg), we observe that 1)~ has order
3 and cuts out the S3-extension of Q with minimal polynomial

2% — 22° 4+ 22 — 623 + 2522 — 20z + 8.
Its class number is 3.

Remark 1.8.1. At the moment, we know of no single example where (ii) fails (which
implies that (i) holds), so that the surjection RP! — T“M is not an isomorphism
and also the conditions of Theorem 1.3.4 are satisfied.
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ful discussions on this topic, and for offering to write his results on it as an appendix
to this paper. The authors also thank him for providing funding for C.W.E.’s travel
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The authors also thank Matt Emerton, Ralph Greenberg, Mahesh Kakde, Mark
Kisin, Bharath Palvannan, Preston Wake, and Liang Xiao for interesting discussions
related to this work, and the anonymous referee for a very careful reading of this
paper, whose detailed suggestions helped us improve the exposition of our results.
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DMS-1801385; C.W.E. was partially supported by Engineering and Physical Sci-
ences Research Council grant EP/L.025485/1; H.H. was partially supported by NSF
grant DMS-1464106.

1.10. Notation and conventions. Homomorphisms between profinite topological
groups and algebras, and related Galois cohomology modules, are implicitly meant
to be continuous.

When F' is a number field with a set of places X, we let G 5 denote the Galois
group of Fx,/F, where Fy; is the maximal subextension of Q/F that is ramified only
at the places in X. Other conventions about Galois groups, such as decomposition
groups G, have been stated in §1.2. We use the case that F' = Q and X is the set
S of places supporting Npoo, thus the Galois group Gg,s. We use G s to denote
Gk s, where Sk is the set of places of K over S.

When F is either K or Q and T is a G s-module, we write C*(Op[1/pN],T) for
the standard cochain complex of (inhomogeneous) G g-cochains valued in T, and
HY(Op[1/pN],T) for its cohomology. We also use the notation Z*(Or[1/pN],T)
and B*(Op[1/pN],T) for the submodules of cocycles and coboundaries, respec-
tively. For a local field M arising as a completion of F', with absolute Galois group
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G, weuse CY(M,T), H(M,T), Z*(M,T), and B*(M, T) to denote the analogues
of the global objects above.

2. ORDINARY MODULAR FORMS AND GALOIS REPRESENTATIONS

In this section, we review background from the theory of p-adic interpolation of
p-ordinary modular forms and Galois representations.

2.1. Hida theory. Throughout this paper, we freely refer to the p-adic families of
p-ordinary eigenforms constructed by Hida (see [Hid86b, Hid86a]), along with the
associated Hecke algebras and big Galois representations. This section summarizes
the parts of this theory that we shall apply, following [WWE18, §3] in some of this
summary.

We take the data f, p, and N of §1.2.2 to be fixed in advance.

2.1.1. Ordinary A-adic cusp forms and Hecke algebras. Forr > 1, let Sy (Fl(Np’”))%id
be the ordinary summand of the Z,-module of cuspidal forms of weight 2 and level
Np" with coefficients in Z,,. Let

Sh = lim Sy (T (Np"))Z,

the limit being over the natural inclusion maps. Let T’ be the Z,-algebra generated
by the endomorphisms of S} given by the Hecke operators

(2.1.1) T,,Us,U,, (d), where (n, Np) =1,(d, Np) =1,¢| N is prime.

The action of these operators on the modulo p p-stabilized eigenform f gives rise
to a maximal ideal of T’ with residue field F. Let T” denote the completion of T’
at this maximal ideal.

We write y for det p, and x for the Teichmiiller lift of ¥. Using the isomorphism
Gf@b = 7 of class field theory to think of y as a Dirichlet character on (Z/pNZ)*

valued in @; , we define Ag as the x-isotypical quotient of Z,[Z) x (Z/NZ)*].
Likewise, using the projection Z* —» Zy x (Z/NZ)*, we define the character
(2.1.2) (=)g:Go — Ag,

which is a deformation of x from F to Ag.

There is a natural map Z,[Z) x (Z/NZ)*] — T" sending d ~ (d) for d € Z
with (d, Np) = 1. We let

=T" Oz, (25 x (2/NZ)¥] Ag,
that is, we specialize T so that the nebentype on (Z/pNZ)* is constant and equal
to x (as opposed to a non-constant deformation, which is possible when p | ¢(N)).
Let Sp := S @ T; this is the module of p-ordinary A-adic cusp forms congruent
to f and with nebentype precisely x, and T the corresponding Hecke algebra.
By Hida’s control theorem [Hid86b, §3], both T and S are free Ag-modules of
finite rank, and by [loc. cit., §2] the pairing

(2.1.3) (,):TxSyx —Ag, (T,f)—ar(T-f)

is a perfect pairing of Ag-modules. Consequently, we may view F € Sp as a A-adic
g-series in Ag[q] via

(2.1.4) F Y (T, F)g",

n>1
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where T, = T, for (n, Np) = 1 and, otherwise, T} is the usual polynomial (see e.g.
[Shi71, Thm. 3.24]) in the operators of (2.1.1) with coefficients in Z.

2.1.2. Cohomological weights. We define a p-adic weight to be a characteristic zero
height 1 prime P of Ag. Any weight arises from a pair of characters (¢, x'),

br 2 L) —>@; and X' :(Z/p"NZ)* — @: (some r > 1)
such that
(k- X )z/pnzyx = X

under the canonical decomposition Z, = T x (1+ pZy). In general k is a formal
label, but when we start with k € Z, then ¢y, is the homomorphism ¢y, (z) := z*~1.
The height 1 prime P = Py ,» C Ag associated to (¢, x’) is defined to be the kernel
of the factorization of the ring homomorphism Z,[Z) x (Z/NZ)*] — Q, through
Ag induced by ¢y - x'. A weight (¢x, x’) is called cohomological when k € Z>o.

By Hida’s control theorem, T and Sy interpolate their classical analogues in co-
homological weight. That is, for any p-adic weight (¢, x') with k& € Z>o, we recover
the module of cusp forms of this weight £ and nebentype X’ that are congruent to
f via

S @pg Ao/ Pryt = Sk := Sk(T1(Np"), X’)(}rd - Sk(Fl(NpT)7X/)%;d~

Similarly, denoting by Ty ,+ the Hecke algebra generated by the Hecke action on
Sk, We have a ring isomorphism

T ®nq Ao/ Prxr = Thy

and the Ag-adic duality (2.1.3) specializes modulo Py, to the f-congruent part of
the classical duality between Si(T'1(Np"),x’) and its Hecke algebra.
We will use these consequences of the foregoing theory.

Lemma 2.1.5. There is a bijection between forms in Sk @ny/p, v @p and Ag-

linear maps T — @p factoring through T ®@a, Mg/ Pk, restricting to a bijection
between normalized eigenforms and multiplicative maps.

Proof. This is standard: see [Hid86b, Cor. 3.2] and [Hid86a, Thm. 1.2]. O

Lemma 2.1.6. T is reduced.

Proof. This follows from the argument of [Hid15, Lem. 5.4]. Indeed, the nilradical
of Ty, is known to act faithfully on oldforms that are old at levels dividing N
according to [Hid86b, Cor. 3.3], and there are no such oldforms in cohomological
weight by the assumption that N is the Artin conductor of p. Therefore T ®4,
Ag/ Py is reduced for k € Z>o, and since cohomological weights are dense in
Spec Ag and T is flat over Ag, T is reduced. O

2.1.3. Associated Galois representations. Hida [Hid86b] proved that the Galois rep-
resentations py of (1.2.1) associated to p-ordinary cuspidal eigenforms f interpo-
late along T. Under some assumptions, this interpolation takes on the following
particularly strong form. For the statement, we write zy : T — Ef C @p for
the homomorphism associated to a cohomological p-ordinary eigenform f as per
Lemma 2.1.5, where Ey is the residue field of zy.
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Proposition 2.1.7. Upon assumptions (1”) and (2°) of §1.2, there exists a con-
tinuous representation

PT : GQ — GLQ(T),

characterized by the interpolation condition

pf =~ pr Or2p Ey.

Moreover, pr is ramified only at places supporting Npoo and restricts to G, with
form

s o, = ( e, v« > |

where v @ G — T* is an unramified character sending an arithmetic Frobenius
Froby, to U, and (—)q was defined in (2.1.2).

Proof. Using assumptions (1”) and (2’), Hida’s interpolation result [Hid86b, Thm.
2.1] may be upgraded to the claimed form: see e.g. [EPWO06, Props. 2.2.7 and 2.2.9].
Then the characterization claim follows from the fact that T is flat over Ag and
reduced by Lemma 2.1.6, as T therefore injects into the product of the Ey. ([

Also, it follows from the above interpolation and the properties of p; that the
determinant of pr is given by

(2.1.9) det pr 22 (—)g @2, T.

In particular, we have equality of F-valued characters of Gg, (det pr mod my) =
((—)g modmy,) = x.

2.1.4. Complex multiplication in Hida families. When we impose assumption (0)
— i.e., that p is induced from ¢) — there exist classical p-ordinary eigenforms with
CM that are congruent to f and have tame level N. In each cohomological weight
(¢r, x'), these form Hecke submodules

SN C Sk

The action of T on these submodules in cohomological weight results in a quotient
T — T°M which acts faithfully on them (see e.g. [Hid15, Prop. 5.1]).

Recalling from (1.2.3) the definition of CM form, we observe that this also applies
to any element of Sy, using (2.1.4). Thus we have a sub-Ag-module of A-adic CM
forms STM C S,.

It is known (see e.g. [Hid15, §5]) that S{M is Hecke-stable, T®™ and S{™ are
free Ag-modules, and the duality (2.1.3) restricts to a Ag-linear perfect pairing

TM x SM — Ag.

This duality along with the control theorem results in a CM-version of the control
in cohomological weights (¢g, x'),

TM @pq Ao/ Py = Thyy,  SM @2y Ag/Pry = Sis.

We let Icy := ker(T — TM), and denote by pcm the restriction of pr to the
CM locus: poy = pr &1 TOM,
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2.2. Non-classical weights and generalized eigenforms. We will have signif-
icant interest in both

(i) p-ordinary p-adic cusp forms of non-cohomological weight, and
(ii) p-ordinary modulo p cusp forms.

In both cases, we also need to define generalized eigenforms and their associated
Galois representations.

We define p-ordinary cusp forms of non-cohomological weight by interpolation.
These are all implicitly “of tame level N”.

Definition 2.2.1.
(1) A p-adic p-ordinary cusp form of p-adic weight (¢, x’) with a congruence
with f is an element of Sk = SA @ng Ao/ Py
(2) A p-ordinary p-adic Hecke eigensystem congruent to f is a homomorphism
T — @p, and its weight (¢, x’) is determined by the unique height 1 prime
P C Ag through which the composite Ag — T — @p factors.

Remark 2.2.2. Note that Sy, is equal to the module of classical p-ordinary forms,
denoted identically, when the weight is cohomological.

The notions of

e Hecke eigenform,
e generalized Hecke eigenform, and
e CM by K (the condition of (1.2.3))

apply to such objects in the same manner as to their classical counterparts. In
particular, Lemma 2.1.5 generalizes straightforwardly to any p-adic weight. Thus
the eigensystems from Definition 2.2.1(2) are in natural bijection with normalized
eigenforms, i.e., “multiplicity one” holds in the presence of (17)—(3’).

For the sake of clarity, we specify the meaning of “generalized eigenform”. We
use the notation (—)[1/p] as shorthand for (—) ®z, Q.

Definition 2.2.3. Let ¢’ be p-adic p-ordinary cusp form in Sy , that is congruent
to f. Denote by T[1/plg’ the T[1/p]-span of ¢’ in Sk [1/p]. We call ¢’ a generalized
eitgenform when

(i) ¢’ is not an eigenform, and

(i) soc(T[1/plg’) is simple as a T[1/p]-module, where soc(T[1/p]g’) denotes the

socle of T[1/p]g" as a T[1/p]-module.
From such a generalized eigenform, we obtain a p-adic p-ordinary eigensystem

T — @p of weight (¢, x’) via the T-action on this socle. Denote by E, the subfield
of @, generated by the image of T in Endg, (soc(T[1/p]g’)). We also say that the
Hecke eigensystem of ¢’ is g when g € Sy, is a eigenform and also is an Eg/-basis
for soc(T[1/plg").

We also define the p-ordinary modulo p cusp forms required for Theorem 1.3.4.

Definition 2.2.4. A p-ordinary modulo p cusp form (of tame level N) congruent
to f is an element of Sy := Sy @, F.

Exactly as in the p-adic case, the definition of eigenform, generalized eigenform,
and CM by K are identically formulated in Sp. Note, however, that the socle of
the Hecke span of an element of Sp is always simple and even 1-dimensional over
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F, being spanned by f. Thus every element of Sp is a generalized eigenform with
Hecke eigensystem precisely f.

Finally, we require Galois representations associated to generalized eigenforms
g € Sk,x’ and g’ € Sp.

Definition 2.2.5. Let Ay be the Q,-subalgebra of Endg, (Tg’ ®z, Q,) generated
by the Hecke action on the Hecke span T[1/p]g’ of ¢’. Thus we have a natural
homomorphism T — Ag, and the Galois representation p, associated to g’ is
given by

pg = pr 1 Ay,
The definition for pg is formulated identically.

Lemma 2.2.6. There is a canonical structure of augmented Eq -algebra on Ay,
compatible with the maps they receive from T. There is an identical statement for
a generalized eigenform g’ € Sy in place of ¢'.

Proof. Observe that Eg is the residue field of T®a, Ag/ P,y at its prime ideal pg,
because gy is the kernel of the Hecke action homomorphism

T ®ay Ag/Pry — Endg, (soc(T[1/plg")).
Likewise, A, admits a surjection from the completion (T ®a, AQ/P;C,X)QQ, at this
residue field. As this completion is naturally endowed with the structure of an
augmented local Artinian Eg-algebra, this gives Ay the same kind of structure.

This augmentation structure Ey — Ay — E, is T-equivariant, by construction.
O

2.3. The ordinary deformation ring. In this section, we recall an minimal or-
dinary deformation ring and its comparison to a Hecke algebra.

Recall that we have fixed p as in §1.3, with coefficient field F, and that W = W (F)
is the Witt ring of IF. Recall also that we denote the semi-simplification of p|g,
by X1 @ X2, where Y2 is assumed to be unramified. We use ~ to represent isomor-
phisms of representations up to conjugation, while we use = to denote identical
homomorphisms into GL3. Finally, recall also the notation Gg ¢ from §1.10.

Let CNLyy denote the category of complete Noetherian local W-algebras A with
residue field A/my > F.

Definition 2.3.1 (The minimal ordinary deformation functor, e.g. [DFG04, §3.1]).

Let D : CNLy, — Sets be the functor associating to A the set of strict equivalence

classes of homomorphisms p4 : Gg g — GL2(A) such that

(i) pa®aF =p;

(ii) pala, ~ (’%1 sz ), where x2 : G, = A deforms s and is unramified;

(iii) for primes ¢ | N such that #p(I;) # p, reduction modulo m, induces an

isomorphism p4(I) = p(1y);

(iv) for primes £ | N such that #5(I;) = p, p{ is A-free of rank 1.

The “strict” equivalence relation is conjugation by an element of 1 + Mayo(my4) C

GL2(A). Note also that #p(I;) = p is equivalent to p(I;) having unipotent image.
Deformations p4 of p satisfying the conditions defining D°'¢ will be known as

p-ordinary of tame level N, or just p-ordinary.

The term “minimal” refers to conditions (iii) and (iv), while “ordinary” refers
to condition (ii). These conditions are well-known to be relatively representable on
deformation problems, as follows.
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Proposition 2.3.2. The conditions (1”) and (2°) of §1.2 imply that D°* is repre-
sentable by R°™ € CNLyy. In this case, there is a universal ordinary deformation
pord :Go,s — GLQ(Rord) of p.

Proof. Upon these conditions, the representability of a deformation ring for condi-
tions (i) and (ii) of Definition 2.3.1 is originally due to Mazur [Maz89, §1.7, Prop. 3].
A simplification of the argument for (ii) applies to show that (iv) is relatively rep-
resentable as well. It is standard that condition (iii) is relatively representable. O

Assuming (17)-(3’), and under some mild additional conditions, one may produce
a map R — T corresponding to the representation pr and prove that it is an
isomorphism. This was first done in many cases by Wiles [Wil95], followed by
generalizations such as those of Diamond [Dia96, Dia97]. Note, however, that some
of these generalizations require modifications to R°™ or T. We state here only the
case we need, where we assume (0)—(4) of §1.2. In this generality, the isomorphism
is due to Wiles [Wil95, Thm. 4.8].

Theorem 2.3.3 (Wiles). Assume (0)-(4) of §1.2. Then the representation pr of

Proposition 2.1.7 induces an isomorphism R°™ = T of complete intersection rings.

Due to assumption (4), there are no ¢ | N of type (iv) in the sense of Definition
2.3.1; they are all of type (iii). While it is implicit in Theorem 2.3.3 that pr satisfies
condition (iii), it will be useful later to have seen the following verification.

Lemma 2.3.4. Assume conditions (0)-(4) of §1.2. Then reduction modulo my
induces isomorphisms

pr(I)) — p(I;) for all £ | N.

Proof. Because T is reduced (Lemma 2.1.6), by Lemma 2.1.5 it will suffice to prove
the result after replacing pr by ps for an eigenform f with a cohomological weight
(k,x") of Ag.

Choose some prime ¢ | N, and write plg, =~ X1 @ Xe2, where (only) X1
is ramified. It follows that H'(Qy, ()Zg)pZZ%)i) = 0. This in turn implies that
prla, = Xxe1 P Xe,2, where xp; deforms X, ;. Because we have fixed the determinant
at ¢ (i.e. det pslr, = X|1,), we observe that the claimed isomorphism fails if and
only if xg,2 is ramified if and only if the conductor of p¢|g, exceeds that of p|g,.
However, we have assumed that f is of level N, which is defined to be the prime-to-p
conductor of p. O

We have this addendum to Lemma 2.2.6.
Lemma 2.3.5. If we let g denote the eigensystem of g, we have
Py # Py @B, Ag-

Proof. Since the socle of T[1/plg’ is one-dimensional over Ey but ¢’ is not an
eigenform, the Hecke action map T — A, cannot factor through the T-algebra
map E, — Ay that corresponds to the Hecke action on g. Since R°™ | and hence
T as well (Theorem 2.3.3), is a quotient of the unrestricted deformation ring of
p, this means that distinct homomorphisms to A, out of T must correspond to
non-isomorphic Galois representations. [
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2.4. The p-locally split deformation ring. The following deformation problem
was first considered by Ghate—Vatsal [GV11].

Definition 2.4.1. Let D*P' : CNLy, — Sets be the subfunctor of D" associating
to A the set of strict equivalence classes of homomorphisms of the form

0
pale, = ( )8 X2 )

Deformations p4 of p satisfying the conditions defining DP! will be known as p-split.

Proposition 2.4.2 (Ghate—Vatsal). Assume conditions (1°) and (2’) of §1.2. Then
DsP! is representable by R*P' € CNLyy .

Proof. This is [GV11, Prop. 3.1]. O

Corollary 2.4.3. Assume conditions (0)—(4) of §1.2. Then the Galois representa-
tions pr and pcym induce diagram (1.5.1).

Proof. We already know that R°*Y 5 T from Theorem 2.3.3. The canonical surjec-
tion R*Y — RSPl arises from Proposition 2.4.2. Because pcy is induced via Ind(%
(see Proposition 4.1.2) and p splits in K, pcum|a, is p-split. Thus pom induces a
surjection R%P! — TCM . The commutativity of (1.5.1) is clear. O

3. ANTI-CYCLOTOMIC IWASAWA THEORY

In this section, we assemble background information about objects of anti-
cyclotomic Iwasawa theory and their relation to Galois cohomology. We will apply
the assumptions (0)—(4) of §1.2 and use the characters ¢ and ¢~ defined there.

3.1. Anti-cyclotomic extensions and Iwasawa algebras. Recall that we as-
sume that pOg = pp* splits, with Q C @p inducing p. We have G g as in §1.10.
Our notation mostly follows [Hid15, pg. 636].

Let € be the prime-to-p conductor of ¥~ : Gg,s — F*, which is equal to ¢ - ¢¢
by assumption (4). Then we consider the following abelian quotients of Gk g:

3 = the ray class group of K modulo €p,
7~ = the maximal quotient of 3 where complex conjugation acts as —1,

Z, = the maximal p-profinite quotient of Z~.

Let K¢p~ be the ray class field of K modulo €p>. Let Kgpw p/K denote the
maximal pro-p anti-cyclotomic subextension of Kepe /K, so that the Artin map
supplies canonical isomorphisms

3= Gal(Kep< /K),  Zy = Gal(Kg e,/ K)

We also let I'ye = Z, be the maximal torsion-free quotient of Z, and let K /K
be the corresponding Z,-extension.

Let F’ be the subfield of F generated by the values of ¥—, and denote by 9~ :
Gr.s — W' the Teichmiiller lift of ¢)~, where W’ := W (F’). Then 1~ factors
through a character on the quotient Z" := Z— /Z, (a direct factor of Z~), hence
defining a projection

Ty WIZ7] — W'[Z,]
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sending a group-like element (z,,2(")) € Z= C W/[Z7]" to ¢~ (2P))z, € W'[Z,].
In the following, we let

(3.1.1) Ay, =W'[Z)], Ay, =W[lg]

denote the isotypical components of W'[Z~] via 7y, and via - composed with
the natural projection Z, — D'y, respectively. Let 7 := ker(K;V, — Ay,,) be the
kernel of the natural projection.
Notation: For the rest of §3 we drop the subscript W’ in K;V, , Ay, but we resume
this outside §3.

A choice of section s : I'y < Z endows A~ with the structure of an augmented

A~ -algebra. Moreover, it is free of finite rank, receiving a natural isomorphism
(3.1.2) A~ = A [Gal(H,/K)],
where H,/K is the finite p-primary unramified extension of K cut out by the
quotient Z; — Z; /T

Let
(3.1.3) (=) :Grs— (A7), (=) :Grs— (A7)*

be the canonical characters arising from the projection from the group rings (3.1.1),
and denote by A", (resp. A<i>) the free A~-module (resp. A~-module) of rank 1

on which Gk g acts via (—)_ (resp. (—)_). In particular, the residual character in
both cases is ¥~ : Gy g — F'*.
The following extension fields of K are cut out by the characters v¥—, (=) _, and

(=) _, respectively:

K(Vw_) — @ker(df)’
K (¢~) = the composite K K (¢7),
K (¥™) = the composite Kg o ,K(¢7).

o0

3.2. Anti-cyclotomic Katz p-adic L-functions. We briefly recall Katz’s p-adic
L-functions attached to K. In this section we write 2J for the Witt ring W (F,) of
an algebraic closure of IF),.

For any prime-to-p ideal € C Ok, Hida—Tilouine [HT93], following work of Katz

[Kat78] in the case € = 1, produced an element

tp € W[3]

(denoted 1, (€p*>°) in [dS87, Thm. I1.4.14]) characterized by an interpolation prop-
erty of critical values of the complex L-functions attached to certain Hecke charac-
ters of K modulo €p>. Taking ¢ to be the prime-to-p conductor of ¥~, we shall
be concerned with the projection

(W) e W[Z,] = A~ &y W
of py via the composite of the natural projection 20[3] — [Z~] with 7.

By the Weierstrass preparation theorem, we may and do fix a choice of L, () €
A~ such that

(L, (W) @1) = (£, (7))
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as ideals in A~ &y~ 20, and write L, (¢p~) € A~ for its further specialization to A™.

Finally, when Spec(I) C Spec(K‘) is some irreducible component, we denote by
L, (7)1 the specialization of L, (¢7) to L.
The same constructions apply when p is replaced by p* (i.e., starting with pp-),

yielding E; (p=)* € A~ etc. Altogether we obtain the following avatars of the
Katz p-adic L-functions that we will consider:

Ly(7), L, ) €A
(3:2.1) L), Ly () €A

L, ), L, (®7) €L

Since we impose condition (4), the following result gives us that the p-invariants

of these p-adic L-functions (when the coefficient ring is a domain) vanish.
Proposition 3.2.2 (Finis [Fin06], Hida [Hid10]). The p-invariants of L, (¢~),
Ly (W), E; (¥ 7)1, and E; (¥7)r are zero.
Remark 3.2.3. BEach I is abstractly isomorphic to W’ [u,»][t] for some n, where fin

denotes a p"-th root of unity.

3.3. Anti-cyclotomic Iwasawa class groups. Consider the following metabelian
field extensions of K:

M = the maximal p-ramified pro-p abelian extension of K__(¢™),
M = the maximal p-ramified pro-p abelian extension of K (¢~),
L = the maximal unramified pro-p abelian extension of K (™),

L = the maximal unramified pro-p abelian extension of X__ (™).

We have Iwasawa modules coming from Galois groups of these extensions, along
with the following integral units in these fields:

Yoo = Gal(M /K (47)),

Voo = Gal(M /K (¥7)),

X = Gal(L /K (¢¥7)),

Xoo = Gal(L /KL (¥7)),

&, = the group of global units in L (¢p7),

U, = the group of local 1-units in the completion of K__(1)~) above p.

o0

We note that Y, X are naturally modules over Z,[Gal(K (¢~ )/K)], while
E UL, Vo, X5 are naturally modules over Z,[Gal(K3 (¢7)/K)]. In either case,
we append (¢p7), e.g. Y (¢7), to denote their ¢~ -isotypical components. Thus

Yo (™), X5 (47) are A—-modules and £ (47), Us, (7). Vo (¢7), X (¥7) are A~
modules, and of all of these are known to be finitely generated. They are related
by isomorphisms
YoW™) 2V W)/ IV (™), X)) =X (W) /IX (W)
Class field theory then yields the “fundamental” exact sequence of A~-modules

(3.3.1) 0 —E(W7) = UL (W) = V(7)) — A (¥7) — 0.
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Proposition 3.3.2 (Anti-cyclotomic main conjecture [Rub91, HT94, Hid09]). The
characteristic ideal in A~ of Y (¢7) is generated by L, (¥~ ), and the characteristic

ideal of Y (¢¥ 7)1 is generated by Z; (¥ 7)1. In particular,
Vo) =0 = Y (¥7)=0 < L, (7)€ (A7)".
We apply the main conjecture toward the control of X (™).

Proposition 3.3.3. The following equivalences hold.
(i) X)) =0 <= X (¥7) =0 < X_(¢v~) =0, and this is implied by
at least one of L, (¥~) and L, (¢)7)* being a unit in A~.
(i) X (™) is infinite if and only if there exists some irreducible component
Spec(I) C Spec(A~) such that E;(z/f)]l and Z;(z/ﬁ)]’f have a non-trivial
common prime factor P C I of characteristic zero.

Proof. The equivalences of (i) (and the leftmost equivalence of Proposition 3.3.2)
follow from Nakayama’s lemma. For example, X (17) = X (¢7)/mz_ X (¥7).
The relation of the vanishing of X (¢~) to the L-functions in the statement of (i)
follows from Proposition 3.3.2 and its variant for the module Y (¢~ )* obtained by
swapping the roles of p and p*.

To prove (ii), for convenience write ) (resp. Y*) for Y (vb7) (resp. YV (¥ )*),
Y for Y~ (1), and X for X_(xp~). Because X is a quotient of ), and we know
from Proposition 3.2.2 that the p-invariant of Y is zero, Lemma 3.3.4 below implies
that X has a non-zero p-torsion-free quotient.

Therefore X[1/p] is a non-zero A[1/p]-module. By examining a choice of presen-
tation (3.1.2), we see that

AlL/p) = @A/D1/p)

is a regular ring. Therefore X'[1/p] is supported at some maximal ideal of (A /T)[1/p]
for some choice of irreducible component Spec(I) C Spec(A™). Since we know
that X is a quotient of both Y and Y* (whose characteristic ideals on each I
are associated to Z; (7)1 by Proposition 3.3.2), this means that Chary()y) and
Charp(Y}) have a common factor. By Proposition 3.3.2 this is a common factor of

L, (¢7)r and Z; (7 )5 as well. O

Lemma 3.3.4. Let Z be a finitely generated A~ -module. If Z is infinite and p-
power torsion, then the p-invariant of Z := Z ®3_ A~ as a A~ -module is positive.

Proof. Because Z is finitely generated and p-power torsion, there exists some ¢ €
Z>1 such that p' - Z = 0. Because of the surjections -p* : Z/p — p*Z/p*T1Z,
the infinitude of Z implies that Z/p is infinite. Because /N\_/ p is generated over
A~ /p by adjoining finitely many nilpotents (via a choice of presentation (3.1.2)),
the same argument implies that Z/p is infinite. As Z is supported on Spec(A~ /p) C
Spec(A™), this means that the p-invariant of Z as a A~-module is positive. O

3.4. Galois cohomology with support, and duality. In this section, we com-
pute some Galois cohomology groups often known as “Iwasawa cohomology,” relat-
ing them to the Iwasawa-theoretic objects defined in §3.3. We follow the approach of
[WWE18, §6] and parts of [WWEL7, §2], using the notation for Galois cohomology
established in §1.10.
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We will make use of the modules A<__>, /~\<__> equipped with the canonical char-
acters defined in (3.1.3), and respectively denote by

Ay Ay
the same underlying modules equipped with the inverse of those characters.
Let S’ C Sk denote some subset of places of K. We will study the cohomology

of a Gk s-module T with support in S’, denoted HéS,)(OK[l/pN],T), which is
defined to be the cohomology of the cone of the morphism of complexes

Cls1(Ok[1/pN],T) := Cone (c'(oKu /pN],T) — P C*(K,, T)) .

ses’

This gives rise to the standard long exact sequence in cohomology, whose terms in
a single degree are

(3.4.1) Hi4)(Ok[1/pN],T) — H'(Ok[1/pN),T) — @ H(K,,T)
sesS’

We see that we have H(i@) ~ [,
The following module-theoretic version of global Tate duality will be useful.

Proposition 3.4.2. Let T a free module of finite rank over a complete local Noe-
therian Zy-algebra R that is Gorenstein. Equip T with an R-linear action of Gk s.
Let V denote a finitely generated R-module (with a trivial G s-action). Then there
is a spectral sequence

By = Bxtip(Hig3 Ok [1/pN], T (1)), V) = H{{?\ 5, (Ok[1/pN], T @5 V),

where T denotes the R-linear dual module with the contragredient G g s-action.

Proof. This follows directly from [WWE17, Prop. 2.2.1] when R is regular and S’ €
{SKk,D}. We explain how to adapt the proof of loc. cit. to prove this proposition.

The generalization to an arbitrary subset S’ C S follows from the fact that
classical Poitou—Tate duality (i.e. for T a finite abelian group and T* its Pontryagin
dual) holds for an arbitrary S’ C S. For this, see e.g. [GV18, Thm. B.1].

The first part of the proof of [WWE17, Prop. 2.2.1] reduces to the case V = R.
It relies on a particular case of [Nek06, Prop. 5.4.3], which is an expression of this
duality in the derived category of R-modules. In this setting, T may be a bounded
complex and T* is a bounded complex representing RHomg (T, wgr), where wg is a
dualizing complex for R. In our statement, R is assumed to be Gorenstein (thus
one may let wg be R[0]) and T is R-free, so we may use the standard R-linear dual
module T*.

The second part of the proof of [WWE17, Prop. 2.2.1] uses [LS13, Prop. 3.1.3],
and there is no difference in its application. ([l

3.5. Kummer theory for anti-cyclotomic Iwasawa cohomology. We are in-

terested in Galois cohomology with coefficients in T = A;&(l)7 which, in view of the
review of Iwasawa cohomology in [WWE1S, §6.1], is the case of Kummer theory.
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Proposition 3.5.1 (Kummer theory). The long exact sequence (3.4.1) where T =
Ay (1) and S" = {p}, namely,

0 = Hy) (O [1/Np], Ay (1)) = H (O [1/Np], Ay (1)) — H' (K,, A (1)
= Hiyy (Ok[1/Npl, A (1) = H* (O [1/Np], Ay (1) — H? (K, AL (1)) =0,

is canonically isomorphic to the fundamental exact sequence (3.3.1). In particular,
we have isomorphisms

(3.5.2) HZ, (Ok[1/pN], AL (1)) 2 Y, (™),
(3.5.3) H*(Ok[1/pN], AL (1) = X (%),

The proof technique is similar to that of [WWE18, §6], which applies when Q is
replaced by K.

Lemma 3.5.4. There are canonical isomorphisms
H' (Ox[1/pN], A5 (1) = €L (7)
and (3.5.3).

Proof. The isomorphism with £_(1~) appears in [WWE18, Cor. 6.1.3]. The iso-
morphism (3.5.3) follows just as in the proof of [WWE1S8, Cor. 6.3.1]. Namely, be-
cause 1~ is non-trivial at all primes of K dividing N, and is clearly not congruent
modulo p to Z,(1), taking the ¥~ -component of the long exact sequence appearing
in the statement of [WWEI1S8, Cor. 6.1.3] results in the desired isomorphism. O

Similarly, we have the Kummer isomorphism
HI(KPv A;&(l)) = Z/{(;O,

with respect to which the natural maps Hl(OK[l/pNLK;&(l)) — Hl(KpJNX;&(l))

and €3, < UZ, are compatible. Because H(Ky, A (1)) = 0, it follows from (3.4.1)
that H(lp)(OK[l/pN], K;(l)) = 0. By local Tate duality (“derived” as in Proposi-
tion 3.4.2, which can be applied with R = A~ since this ring is a complete intersec-
tion, given its presentation (3.1.2)), the vanishing of H> (Hp, A4 (1)) follows from
the fact that HO(KP,/NXZ_>/I) =0 for all ideals I C A~.

It remains to establish (3.5.2) compatibly with the isomorphisms we have already
drawn. Using the proof of [Lim12, Prop. 5.3.3(b)] (which is written for S’ = Sk,
but applies to any choice of S’, such as S = {p}), we find that

HE, (Ok[1/Npl, Ay (1)) = lim HE,) (O, [1/Np], (v7) 71 (1)),
where K¢ o , O K is a sequence of p-abelian extensions of K cut out by a funda-
mental system of open neighborhoods of the identity in Z,, and the maps of the
limit are corestrictions. We use classical Poitou-Tate duality to draw a canonical
isomorphism to

%i_Hom(Ar)m7 Q,/Z,), where A, ,, = H(INP*)(OK,,_[I/Np],w_ ®z, L/p"L).

rm
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Because 1~ has order prime to p and is non-constant on G for all primes q of K,
dividing Np*, we deduce

Arm = Hyyoy Ok, k) [1/Npl, Z/p"2)"

from the analogous isomorphisms for the cohomology theories H'(Og, [1/Np], —)
or H'(K4, —) replacing H(INP*)(OKT[I/Np], —). Because taking the ¢~ -part kills
the contribution of the cokernel of

H(Ok, k() [1/NpL, Z2/p"Z) = [ HY(EK@ )y, Z/p"Z),
q9’lq| Np*

to H(le*)(OKTKw*)[l/Np], Z/p™Z), we know that A, ,, is canonically isomorphic
to the group of ¥~ -equivariant homomorphisms from the absolute Galois group of
K, K(¢)~) to Z/p™Z that are trivial on G¢ for q' | Np*.

We observe that H'(Ky,1v~) = 0 for q | N follows from assumption (4); likewise,
ker(HY (K, 1) — Hl(K;Fr,u_)_)) = 0 follows from assumption (2). It follows
that triviality of an element of A;; = HY(Ok[1/Npl],4~) at the decomposition
group at q | Np* is equivalent to being trivial on the inertia group at q. It is
straightforward to generalize this conclusion to general K, and m > 1 from this
base case (K1 = K and m = 1), as K,./K is ramified only at p. By definition of
Y (), we deduce a canonical isomorphism

Ay = Homg, (V3 (47) @3- W[ Gal(K,/K)],Z/p™Z).

Applying this isomorphism to the limits over m and r above, we deduce (3.5.2).
To complete the proof of Proposition 3.5.1, it remains to check that the connect-
ing map in (3.4.1) is compatible with the map U (¢¥~) — Y (¥~) coming from

the Artin symbol, and that the map from H(Qp) to H? in (3.4.1) is compatible with

Yo (p~) = X (). This is standard, so we omit it.

4. REsIDUALLY CM HECKE ALGEBRAS

Continuing from §2.1.4, we apply (0)—(4) of §1.2 to describe the structure of T.

4.1. CM Hecke algebras and associated Galois representations. The point
of this section is to study the structure of the CM Hecke algebra T®M, a quotient
of T which we defined in §2.1.4. This will mainly be applied in §6. We do this by
understanding the relation of T®™ to Galois representations.

Recall that Spec(T“™) C Spec(T) is the minimal closed subscheme containing all
of the irreducible components of T with CM by K, and pcy = pr @1 TM denotes
the restriction of pr to this CM locus. Recall that ¢ C Ok denotes the prime-to-p
Artin conductor of ¢ : Gg g — W*.

We will also use the notation for anti-cyclotomic Iwasawa theory established at
the beginning of §3.1. We add to it the following definitions. Let K¢p denote the
ray class field of K modulo ¢p*°, with ray class group Z. Let Z,, denote the maximal
pro-p quotient of Z, which is also naturally a direct factor. Also let I', ~ Z, be
the maximal torsion-free quotient of Z,,.

We see that 1 factors through a character on the quotient Z(?) := Z /Z,, resulting
in a projection

ry : WZ] > WIZ,]
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sending a group-like element (z,, 27)) € Z to 1 (2)z, € W[Z,]. In the following,
we let

A:=WI[Z,)], A:=W[rh],
which are equipped with a canonical surjection A — A.
Similarly to (3.1.3), we denote by

Z:S:GKys—)KX, <7>:GK’S*>AX
the natural characters arising from projection Gx s — Z and my (resp. also via
A — A). Each of A and A are complete local Noetherian W-algebras with residue

field F, and these two characters are residually equal to 1.
Similarly to Definition 2.3.1, a deformation ¥4 of ¥ to A € CNLy is called
minimal at a prime q of K if reduction modulo my induces an isomorphism

Yally) = (L), It is standard (see e.g. [Maz89, §1.4]) that A with (—) is a
universal deformation of v as follows.

Lemma 4.1.1. There is a canonical isomorphism Ry = /~\, where Ry represents
deformations Y4 : Gg,g — A* of 1 to A € CNLy that are minimal outside p.

Proposition 4.1.2. Assume (0)-(4) of §1.2. Induction Tnd% produces an isomor-
phism A = TM | arising from the isomorphism

pPCM = Il’ld% <*>
In particular, T°™ is a reduced complete intersection.

Proof. As pointed out in the proof of [Hid15, Prop. 5.7(2)], since we are working in
the minimal case (the tame level of our forms is equal to the prime-to-p conductor
of p) this claim follows immediately from Lemma 4.1.1 as long as p is induced only
from K among all quadratic fields. By Proposition 5.2(2) in loc. cit., assumption
(3) of §1.2 implies this. O

There is a notion of a Zariski-closed mazimal induced locus for Ind% in Spec R,
where R € CNLyy supports a Galois representation pg : Gg,s — GL2(R) deforming
p=Ind% . (See, for example, [DW18].)

'H‘CM

Corollary 4.1.3. The kernel Icy of the canonical surjection T —» cuts out

the mazimal induced locus for pr : Gg,s — GLo(T).

Proof. By Theorem 2.3.3 and the proof of Lemma 2.3.5, any Zariski-closed locus in
Spec(T) is determined by the Galois deformations it supports. Thus the corollary
follows from Proposition 4.1.2 and the fact that the CM condition of (1.2.3) is
equivalent to the induced condition: R, parameterizes all characters 14 such that

Ind% b4 is p-ordinary of tame level N, and injects into TM, ([l
Proposition 4.1.2 also allows us to the study weight map Ag — TM = A.
Lemma 4.1.4. The composite map B of Ag — T —» TM = A satisfies

(4.1.5) Bo(=)glars= (=) (=) -
Also, B is an isomorphism if and only if p1 hk.
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Proof. The first statement follows from (2.1.9), as Proposition 4.1.2 tells us that

c

pCMlGK,s = <_> ® <_> :
A presentation of Ag as a power series ring W[t] arises from ¢ — (7)o —1, where v
is any element of I, that projects to a generator of the Galois group of the maximal

cyclotomic Zp-extension of Q. From the presentation of A given above, and the
equality (4.1.5), we see that Ag — A is an isomorphism if and only if v — 1 € Ag
maps to a power series generator of A if and only if v maps to a generator of Z,.

This is the case if and only if I, = I, C Gk, s surjects onto Z,, which is equivalent
topthk. O

4.2. Congruence module of the CM locus. We recall Hida’s determination of
the characteristic ideal of the congruence module of the CM locus Spec(TM) c

Spec(T).
For this, and for the further study of non-induced deformations of induced rep-
resentations in §5, we identify how anti-cyclotomic objects over Ay;, set up in §3

(like f; (vp7)) are presented over A.

Notation. In §3 only, we denoted K;V,, Ay, without the subscript. Elsewhere, the
relationship between the two notations is

/NX_ = JA\/;V, Qw W, A = AI;/’ Qwr W,

as in (4.2.1). We mildly abuse notation by continuing to use <f;/>_ (resp. (—)_) for
the base change of this character (as defined in §3.1) via @3- A~ (resp. ®@p- A7)
w/! w/’
These anti-cyclotomic Iwasawa algebras A~ and A~ are domains of isomorphisms
(4.2.1) b:AT A, 5:AT A
that are characterized by inducing the equality of A (resp. A)-valued characters

do(=)_=(=)-((=))7", resp. do(=)_ = (=) ((-))7".

They are induced by the canonical isomorphism ¢ : Z), & Z = of [Hid15, pg. 636].
Because T and T“™ are reduced under our running hypotheses (see Lemma 2.1.6,
Proposition 4.1.2), there is a unique algebra decomposition of total fraction fields

Frac(T) ~ Frac(T°™) @ X.

Letting T"“M be the projected image of T in X, we have Icy — T*M and T*CM
is Ag-torsion-free. The quotient T*“M /Icy is the congruence module, in the sense
of e.g. [Hid00, §5.3.3], between the two components Spec(T*“™) and Spec(TM) of
Spec(T).

Theorem 4.2.2 (Hida). Assume conditions (0)-(4) of §1.2. Then

M /Iy ~ /N\/(Z; (¥7)).
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Moreover, we have the following commutative diagram with exact rows and columns:

Inom —— (L (7))

|

Iou 1r TCM =~ A
Icnm M AL, ().

Proof. This is shown in [Hid15, Thm. 7.2], building on the proof originating from
[MT90] of the anti-cyclotomic main conjecture (Proposition 3.3.2). There we find
the additional assumption that 1 is ramified at p and pt ¢(N). However, the first
assumption is used only in order to apply [Hid15, Thm. 7.1] and ensure that T is a
Gorenstein ring. In our setting, this follows from Theorem 2.3.3. The assumption
p t ¢(N) is used to rule out the failure of minimality of CM families, but our
assumptions guarantee minimality. (I

5. COMPUTATION OF CONORMAL MODULES USING SHAPIRO’S LEMMA

In this section, we give an explicit interpretation of the conormal module of the
closed CM locus inside the p-ordinary (resp. p-locally split) locus. From this, we
deduce the main theorem (Theorem 1.3.1) in §5.5.

5.1. Conormal modules. Assume (0)—(4) of §1.2 in all that follows. We will
study the conormal modules of the closed subspaces

(1) Spec(T“M) C Spec(R°*?) = Spec(T), and
(2) Spec(TM) C Spec(R*P!)
We establish notation
J:=Icy =ker (T - TM),  J* :=ker (R - TM),
so that these conormal modules may be denoted

(1) J/J* and  (2) J*/(J%)?,

respectively. For convenience, we will use the canonical isomorphism A = TOM of
Lemma 4.1.2 and write A in the place of TM throughout this section, studying
J/J% and J*/(J*)? as A-modules.

We also let p represent a member of the strict equivalence class (the equivalence
relation defining DSPI(/N\); see §2.4) of pcy characterized by demanding that

pa= (] o) md slawe=( G O )

Indeed, the left equality fixes a basis up to ordering and scaling, and the second
condition fixes the order. _

Let A[V] denote A ® V as a square-zero augmented A-algebra, so V2 = 0. For
R* € {R°"4, RP! A}, let Homey (R*, A[V]) denote the fiber of

(5.1.1) Homy, (R*, A[V]) — Homy, (R*, A)
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over the canonical Ag-algebra homomorphism ¢, : R* — A induced by p. Here we
use the isomorphism A Ry of Lemma 4.1.1 to speak of the identity automorphism
of A induced by p. Note that Homeys (R*, A[V]) has a natural A-module structure
coming from the second argument.

In what follows, we will use, without further comment, the following concrete
interpretation of Homey (R*, A[V]) as a modified deformation functor D;,.

Lemma 5.1.2. Let D* € {D°*d DsPl, Dy} be the deformation problem represented
by R*. There is a canonical bijective correspondence between Homen(R*, A[V])
and the subset Dy (A[V]) € D*(A[V]) consisting of the image of strict equivalence
classes within the set of homomorphisms py : Gg.s — GLQ(K[V]) such that py

(mod V') = p and det py = (—)q @ay A.

Remark 5.1.3. Strict equivalence classes within D7 amount to conjugacy classes by

1+ M>(V) € GLa(A[V]), which is why it is non-trivial to take the image in D*.

Proof. Let py represent a strict equivalence class in D* that is the image of a
strict equivalence classes in D}. Then py (mod V) ~ p and det py = (—)q. The
first condition is equivalent to the map ¢,, : R* — K[V] being induced by py
composing with A[V] — A to produce ¢,. By examining (2.1.9), we see that
the second condition is equivalent to R* — A being a Ag-algebra homomorphism.

Conversely, any strict equivalence class in D*(A[V]) that satisfies both conditions

contains a representative py of a strict equivalence class in D7 (A[V]), and it is clear
that such a class is unique. O

We also record the relationship between the HomCM(R*,T\[V]L which follows
directly from the surjections R4 — RSPl — A.

Proposition 5.1.4. The conormal modules are characterized as A-modules by
Homj (J/J%, V) = Homen (R, A[V])/ Homewm (A, A[V]),
Hom; (J°/(J*)%, V) = Homewm (R, A[V])/ Homewm (A, A[V]),
for all finitely generated A-modules V.
Notation. We will write py for a homomorphism

pv : Go.s — GLy(A[V]) such that py (mod V) = p and det py = (=)o

That is, pv is a representative of Dy (A[V]). We also mildly abuse terminology by
speaking of a deformation py, when really this is the strict equivalence class of py,
and refer to py as an element of D%(A[V]) for D% € {Dg™, DP' Dy }.

Next we find these py as elements of an Ext'-module.

Lemma 5.1.5. For any finitely generated A-module V and R* € {Rord,RSPI,K},
there exists a A-linear injection of

D3 (A[V]) = Homenm (R*, A[V]) <= Ext . (P p @z V)

determined by sending any pv € D3 (A[V]) to the extension class determined by the
surjection

PV = PV OF 1y A=p.
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Proof. The condition py € D} (/NX[V]) implies that py QK] A= p- One may then
readily check that the kernel of py — p is isomorphic to p @z V' (where V has a
trivial Gg, s-action). Then the map to Ext! is injective because strict equivalence
in D} amounts to conjugation by 1+ Mz(V). The fact that this map is A-linear is
a functorial (in V') version of the standard fact (see e.g. [Maz89, pg. 399]) that the
tangent space of a deformation ring R, with residue field k is given, as a k-vector
space, to Hom(R, k[e]/€?), and admits a canonical isomorphism of k-vector spaces

to Exti[g@s] (p, p) O

5.2. Local conditions. Next we address the local conditions that define the de-
formation problems D°', DPL| thereby determining the images of the injections of
Lemma 5.1.5. We will decompose the condition on the constancy of the determinant
of Lemma 5.1.2 into a sum of local inertial conditions.

First we address conditions at p. As we have seen, p|g, s ~ ¢ @ ¢¥°. Because
p splits in K (and recall that we have designated p such that G, = G,), we also
have this decomposition of p|¢g,. The characters remain distinct after restriction to
both Gk s and G, because 1/_)|Gp =X17%# X2 = 1/7C|Gp, by the assumptions of §1.2.
Therefore, restriction to Gk s induces a canonical map
(5.2.1)

o Extl Ext%[Gp]((:;a <:v>_® V) Ext%[Gp](gc, =%
- E tA[GQ,S} (pv P®V) — Extjl\[Gp] (<f;/>7 <f;J>c ® V) Ext%[cp] (<f;/>c7 <f;z>c ® V)

(where the matrix stands for the direct sum of its entries). For 1 < 4,5 < 2, write
aﬁj for the projection to the (4, j)-th coordinate of the target of o”. Likewise, write
7/; for the composition of o} ; with

Ci+1 i+1 ci+1

Bxty ((0) (=) @V)=Bxty, (5 (=) V)

Lemma 5.2.2. Let V be a finitely generated A module.

(1) The ordinary condition and I,-constant determinant condition on the target
of o are cut out by the kernel of o, @71, & 75 5.

(2) The split condition and I,-constant determinant condition on the target of
o are cut out by the kernel of o | © 07, © 71| © TS 5.

Proof. This computation of the ordinary condition amounts to the study of ordinary
deformation rings appearing in [Maz89, §1.7, pg. 401], and a straightforward gen-
eralization to D®P!. We provide more detail, and address the inertial determinant
condition.

A choice of V-valued cocycles e = (‘; g) representing a cohomology class in the
codomain of oP may be represented as

aeZYQ,V) beZ QA oV)
c€ZY QAL V) de 72 (Q,,V) ’

where /~\<i> ®V is short for /~\<i> ®a-V, and where V is made to be a A~ -module via
the homomorphism A~ — /N\;V, @w W = A found in (4.2.1). This data determines
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a homomorphism

5.2.3 o 1= = — : G, — GLy(A]V]).
( ) P < <—>C <_> ) (1 d)) ( [ ])

Conjugation by 1 4+ Max2(V) C GL2(A[V]) moves e within its cohomology class.
Therefore, a deformation of p|g, to A[V] satisfies the conditions of the deformation
functor D°™ if and only if ¢ is a coboundary and d| 1, = 0. The additional condition
that the deformation of the determinant is trivial on I, is equivalent to (a+d)|;, = 0,
so we must have a|;, = 0 as well.

Similarly, a deformation of p to /~\[V] restricting to G, as p. determines an

element of DSP!(A[V]) with a trivial deformation of the determinant on I, if and
only if both b and ¢ are coboundaries and d|;, = al|;, = 0. O

Next we address the conditions at primes £ | N. This is fairly simple, as we have
noted that the off-diagonal cohomology is trivial at £ in the proof of Lemma 2.3.4.

We set up the maps of, afyj, and Tfj just as for the prime p, above.

Lemma 5.2.4. Let ¢ | N be a prime. The condition of minimality at £ is cut out
by the kernel of Tfl @ 7'2@72.

Proof. This condition is part (iii) of Definition 2.3.1. As the codomains of O’f’j are

zero for (i,7) € {(1,2),(2,1)}, only the conditions cut out by 7{ ;, 75, remain. [
Thus we have determined the image of the injections of Lemma 5.1.5.
Corollary 5.2.5. Let V be a finitely generated A-module.
(1) The image of

Homew (R A[V]) < Exty g (p,p @5 V)

is the kernel of 012’71 o) @va (7'11),1 fe>) 7'2”,2).
(2) The image of

Homou (R, A[V]) = Ext, (p.p@5 V)

is the kernel of o} , © 05 | & @, |y, (T11 & 732)-
5.3. An explicit form of Shapiro’s lemma. Because p = Ind(% <’;1> (see Propo-
sition 4.1.2), we can apply Shapiro’s lemma to the domain of (5.2.1) to yield that
EXt%[GQ,S](p,p ® V) = EXt}{[GK,S](<_> ® <_> ) (<_> & <_> ) ® V)

We need to relate this isomorphism to (5.2.1). For this, we develop, in this section,
an explicit version of Shapiro’s lemma for this particular case.

In order to state it, we use the notation (—)¢ on an extension class as follows,
extending the notation for representations of Gk established in §1.2.3: When p1, p2
are representations of Gg and e € ExtéK (p2, p1) is an extension class represented
by the short exact sequence

00— p1 —> pe — p2 — 0,
then we write e¢ € Extg (05, pf) for the extension class of

0— pf — pS — p5 — 0.
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Using the canonical isomorphism between these Ext-groups and group cohomology,
we also use the notation (—)¢ for the map

H'(Ok[1/Npl, p5 @ p1) — H' (O [1/Npl, p5* @ pf)

induced by the map on Ext-groups.

Similarly, choosing matrix-valued representatives for the p; and choosing some
cocycle a € Z1(Ok[1/Np], p5 ® p1), we may use the notion of (—)¢ that applies to
homomorphisms:

a“(7) = aleye) for v € Grcs.
We next show that these are compatible.
Lemma 5.3.1. With notation as above, if we write p, for the extension of pa by p1

induced by the cohomology class of a, then the cohomology class of a® corresponds
to the extension class of ps.

Proof. Using the matrix valued representatives, we can write p, as a homomorphism

(Pl p1- a)
P2

and observe that p¢ is represented by the homomorphism

(pi T 'Cac> ) 0
P2

For notational convenience, in the statement of Proposition 5.3.2 we use () in
place of (—).

Proposition 5.3.2. The natural map
(5.3.3)

. Extig, (0 0 V) Bxtg, (050 0V)
o Bxty g, (pp®V) = (Extﬁf&‘s]]m, )°®V) Extﬁf&’s]](oi 0°® V)>

a®=d, b = c} .
Proof. Shapiro’s lemma tells us that ¢ is injective.

Choose e = (Z 3) in the group of cocycles whose cohomology class lies in the
codomain of o¥; for example, b € Z*(Og[1/Np|,(—) - ((—)C)*l ®@ V). This is a
function e : Gg,s = Max2(V) that determines the homomorphism p. : Gx,s —
GL2(A[V]) (similar to (5.2.3)) given by

pe = <<—>LL+“> e >:GK,S—>GL2<KW]>-

is injective, and its image is given by

(a b>€ Ext}g, (0:0@V)  Exti. (0%0aV)
¢ d) " \Bxtyg (0, 0°0V) Extyg, 4(0%50°@V)

(—)e (=) 1+4d)
It extends to a function on Gg,s = Gk, s [[ Gk, sc that we denote by [)S, given by
7S : Gr.gc 3 ye = pe(y) - C € GLy(A[V])

(so, in particular, p<'(c) = C), where C' € GL2(A[V]) has order 2 and satisfies
C=(;') (modV).
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We observe that the set of lifts of p to A[V] is in bijection with the set of
pairs (e, C) such that 5¢ is a homomorphism. We break the determination of the
homomorphism condition on 5¢ into cases.

Case C = (;'). When C = (; '), we claim that p¢ is a homomorphism if and
only if a® = d and b° = ¢, as cocycle functions Gg g — V.

We want to verify that p<(7/y") = pS (v")pe(y) for all 4”/,4" € Gg,s. A brief
computation reduces this verification to the case where v’ € Gk s and also v = ¢
for some unique v € Gk s. In this case, rewrite vy = (vy¢)y" as y(¢vy'¢)e, observing

that the desired equality holds if and only if
peler'e) = (1 1)pe(v) (1 1).

This condition holds if and only if a® = d and b° = ¢, proving the claim.

Case of general C. The set of all possible elements GLy(A[V]) satisfying the
conditions demanded of C' are in bijection with

vy v
C= {( e > € Moyx2(V) | vi1 + v22 = vi2 + v21 :0}

V12 V22

via C +— C — (; ). For the moment, fix (v; ;) so that it equals C — (; ). The
7’012/2 7’(}11/2

function arising from conjugating < by 1+ C’ :=1+ ( v11]2 vis/2

1+ -C) = (1 1)

Thus we may reduce to Case C = (; ).

In order to carry out this reduction, we need a bit of additional notation. Write
d for the boundary map 0 : C°(Ok[1/Np|, Max2(V)) — CH(Ok[1/Npl], May2(V)),
and write 0 = (g; gi;) for its decomposition into matrix coordinates. Then we
apply the case C' = (; 1) and observe that 1+ e is fixed by conjugation by (1+C")
to deduce that p¢ is a homomorphism if and only if

) satisfies

a®=d, b°=c.
A complement to C C pglo ® V is (2 %). Conjugating p¢ by 1+ (9§)w fixes
p¢(c) = C, fixes a and d, and sends
br—>b—812(w), C’—)C—agl(w),

which maintains the equality b° = c. B
Altogether, we have calculated that lifts of p to A[V] are in bijection with the
A-module

(a,b,v11,012) € Z*(Ok[1/Np], V) & Z'(Ok[1/Np|, A, @ V) & V¥

)

via (a,b,v11,v12) — p¢, where e and C are defined as

€:<a; bc); CZ( 1)+( Ui vz )
b a 1 —Vi2 —V11

The action of conjugation by 1+ May(V) C GLy(A[V]) on the lifts of p to A[V],

under this bijection, amounts to translation by the sub-A-module
BY(Ox[1/Np), V) ® B'(Ox[1/Npl. A, @ V) & V2.

The quotient is naturally isomorphic to the claimed image of o*. [
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Using the foregoing expression of Shapiro’s lemma, we calculate Homen (R*, A[V]).
Write H,, for the p-primary summand of the ideal class group of K.

Proposition 5.3.4. For any finitely generated A-module V', there are isomorphisms

Homew (R, A[V]) = Homg, (Hy, V) & Hy, (Ox[1/Np, A @ V),
HOHlCM(RSI)l’ K[V]) % HOHIZP (Hp7 V) D H(lNP) (OK[l/NPL KZ*> ® V)a
Homen (A, A[V]) < Homg, (H,, V).

Proof. We apply throughout the interpretation of Homcp (R*, K[V]) in Lemma 5.1.2.
Thus our goal is to calculate the image of the injections of Lemma 5.1.5, which are
determined by Corollary 5.2.5. So it remains is to interpret the conclusion of Corol-
lary 5.2.5 in terms of Proposition 5.3.2.

We use the notation of Galois cohomology instead of Ext!. For convenience,
when v is a rational prime dividing Np and % = ij for i,5 € {1,2}, we use the
natural extensions of ¢¥ and 7¢ to the codomain of o%: these are o0, 7°, where v
is the prime over v distinguished by the embeddings of §1.2.1.

o 5t HY(Ok[1/Np|, Ay @5 V) — H'(Kp, A, @5 V)
o8y HY(Ok[1/Npl, Ay @5 V) — H'(K,, Ay @5 V)
7y HY(Ok[1/Np), V) — HY (K™, V), i=12
We also use the isomorphism of Shapiro’s lemma as given by the top row of o¥:

(5.3.5) Extyg (pp®V) > H'(Ok[1/Np,V) @& H'(Ox[1/Np], AL, @ V).

The map €, |y, (1 @® 75 ,) factors through the summand H'(Ox[1/Np], V) of
the codomain of (5.3.5), yielding

H'(Ox[1/Np),V) — D (H' (K™, V)& H (K™, V)
v|Np

a+ ((alr,,a’|r,) | primes v | Np).

Using the equivalence a®|;, = 0 <= a[s,. = 0, we find that these are V-valued
homomorphisms factoring through H,. This establishes the final claimed isomor-
phism, as deformations induced from K are split upon restriction to K.

For the first claimed isomorphism, we calculate the ordinary case. Similarly to
the previous paragraph, 0371 factors through the summand H'(Ox[1/Np], /~X<i> ®%
V') of the codomain of (5.3.5), yielding

H'(Ok[1/Np, A, @5 V) — H'(Ky, Ay @5 V)

(5.3.6)
b— bC|Gp

Let [ be a prime of K over N. It follows from the cohomology calculation in the
proof of Lemma 2.3.4 that H*(K,1)~) = 0 for all i > 0. Therefore, the local factors
over N of the long exact sequence in cohomology (3.4.1) arising from the cone
construction (with S’ the set of primes of K dividing Np* and T = K;) are trivial.
Likewise, for the local factors over p, we have H°(K,,9~) = H(Ky«,1~) =0, so
there are no local terms in degree zero in this long exact sequence. Also, b°|g, =0
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if and only if b[,. = 0. Therefore, the kernel of (5.3.6) is canonically isomorphic
to Hlyy) (Ok[1/Np, A, @ V).

Recalling the decomposition (5.3.5), we conclude that 0'2371 © D, np (71 ®785)
has kernel naturally isomorphic to the direct sum of the two kernels above. This

gives the first isomorphism.
The argument for the second is essentially identical. We replace 0'23’1 with cr’fy2 @

08 1, which also factors through the summand Hl(OK[l/Np],T\Z_> @3 V) of the
codomain of (5.3.5). This factorization is
H'(Ok[1/Np), Ay ®3 V) — H' (K, AL, @3 V) @ H' (Ky, Ay @3 V)
b— (b|Gp s bc‘Gp).
Therefore the kernel of 0'12 & 0371 © D, vy (Tﬂl e 72"72) is naturally isomorphic to
the direct sum of the two kernels from the factorization. Then, (3.4.1) computes

this group by the same argument as before, where S’ is now the set of primes of K
dividing Np. ([

Now we can interpret maps out of the conormal modules of the CM locus in the
ambient ordinary or split deformation space.

Corollary 5.3.7. For any finitely generated A-module V', we have canonical iso-
morphisms

Homy (J/J?, V) = H{yyy (Ok[1/Npl, A, @ V),
Homg (J*/(J°)*. V) <+ Hiy, (Ox[1/Npl. A, ® V)
that are functorial in V.

Proof. We claim that the injections
Homen (A, A[V]) <> Homen (R*, A[V]), € {ord, spl}

induced by the canonical surjections R'd — RSPl —» A are compatible with the
direct sum decompositions in the statement of Proposition 5.3.4. This follows from
the fact that the image of these injections, say on an element a € Homg, (H,, V),
corresponds exactly to Ind% (=) - (1+a). By Lemma 4.1.1, induced deformations of

p are exactly those that arise from homomorphisms out of A. Hence the statement
follows from Proposition 5.1.4. (|

5.4. Interpretation as class groups. We arrive at the identification of the conor-
mal modules. We apply the map § of (4.2.1), usually restricting it from its domain

K;V, ®w W to its subring Ay, ® 1 = A,
Theorem 5.4.1. We have isomorphisms
(i) V() ®K;V“3K =5 J/J? and
(ii) XS(7) @5 5 A T2/,
compatibly with the natural surjections J/J?* — J*/(J*)? and Y (¢¥™) = XL (™).

Remark 5.4.2. Case (i) was originally proved by Hida; indeed, it follows immediately
from the computation of Homcy (R, A[V]) in [Hid06, Prop. 3.89, Thm. 5.33]
combined with the argument establishing Corollary 5.2.5.
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Proof. Let V be a finitely generated A-module. Since A is a complete intersection
(see Proposition 4.1.2), we may apply global Tate duality in the form of Proposi-

tion 3.4.2. Since H(Z'p)(OK[l/F]VVp],/NX;(l)) = 0 for ¢ # 2 according to Proposition

3.5.1, the application to T'= A, (1) of the global Tate duality spectral sequence of
Proposition 3.4.2 degenerates. This yields

Homy (HZ, (Ok[1/Np], A4 (1)), V) = Hly,. (Ok[1/Np], K@ V).
Because K®g’7\;v/ (K;V,)#(l) > W w (K;V,)#(l), Proposition 3.5.1 allows us to
replace H(Qp)(OK[l/Np],A;(l)) by Y (¥7) ®K§V~5 A. Corollary 5.3.7 canonically
identifies Homy (J/J?, —) with
iy (Ox[1/N), AT, @)
as functors on finitely generated A-modules. Because both J/J2 and Y (™) O3,

A are finitely generated as /~\—modules, Yoneda’s lemma implies the result (i)
The proof of (ii) is essentially the same. Because H'(Ox[1/Np], AL (1)) =
i > 2, the duality spectral sequence of Proposition 3.4.2 yields

Homy (H*(Ox [L/Np], A5 (1)), V) = H{y,, (Ox[1/Npl, A, @ V).

0 for

By Proposition 3.5.1, we can replace HQ(OK[I/Np],K;(l)) by X2 (¢7) @3- 5~K.
W/’
The rest of the proof proceeds as in the proof of (i). O

5.5. Proofs of main theorems. In this section, we deduce the main result (The-
orem 1.3.1), and also Theorems 1.3.4 and 1.4.4, from the following main technical
result. We resume writing TM in place of A.

Theorem 5.5.1. Assume conditions (0)-(4) of §1.2. Then the surjection R —»
TM is an isomorphism if and only if X (¢~) = 0.

Proof. We know that X (¢p~) = 0 if and only if X (¢)~) = 0 by Proposition 3.3.3(i).
Thus Theorem 5.4.1 implies the theorem, as long as we know that J° = 0 <=
J*/(J*)? = 0. This follows from Nakayama’s lemma, as J* is contained in the
maximal ideal of the complete Noetherian local ring R®P'. (]

The main theorem now follows.

Proof of Theorem 1.3.1. The conclusion of Theorem 1.3.1 is equivalent to the set
Spec R°PY(Q,) . Spec TM(Q,)).
being empty. When X (07) = 0, this immediately follows from Theorem 5.5.1. O

Now we deduce Theorems 1.3.4 and 1.4.4 from Theorem 5.5.1 and the background
in §2.

Proof of Theorems 1.3.4 and 1.4.4. It follows from Proposition 2.4.2 that the p-
locally split condition is well-defined on the Galois representations associated to
generalized eigenforms ¢’, §’, even though their coefficient rings are not domains.
Thus condition (c) of the theorems is equivalent to the map T — Ay (resp. T —
Ag) factoring through T — R°PL.
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Similarly, as we have noted that the CM condition is well-defined on generalized
eigenforms in §2.2; the “not CM” condition (b) of both theorems is equivalent to
the map T — Ay (vesp. T — Ay/) not factoring through T — TM.

Case of Theorem 1.4.4. Assume that X'_(1)7) is infinite, which is equivalent to
X = X (¢7) ®;- 5 A being infinite. Then as a Ag-module (where this module
W/ £

structure arises from f : Ag — A discussed in Lemma 4.1.4), X has support on
some height 1 prime P C Ag. By Proposition 3.3.3(ii), P has characteristic zero;
hence P = Py, for some p-adic weight (k, x’).

Let E = Ej ,+ denote the residue field of Py ,-, which is a finite extension of Q,,.
We now consider the surjection with square-zero kernel

(RSpl/(JS)Q) ®A@ E —» TM ®A@ E.

By Theorem 5.4.1, its kernel surjects onto X ®,, F, which is non-zero. Because
TM @ Ag F is a finite product of finite extension fields over E, it has some factor
E, = (T°™ @x, E)/m, with the following property: letting m/ be the kernel of
the surjection from (RP'/(J%)?) ®,, E to E,, X @a, E does not vanish under its
natural map to m/, /m’,>.

Choose some E,-1-dimensional quotient X’ of X ®,, E, and let A, := E,[X'] ~
E.[€]/(¢?) be the corresponding square-zero extension of F,. Then we may factor
(RP'/(J%)?) ®py E — E, through A, — E,.

We now recall the discussion of generalized eigenforms and their attached Galois
representations from §2.2. The composite T — RP! — A, corresponds (via the
duality of Lemma 2.1.5) to a p-adic p-ordinary generalized eigenform ¢’ of p-adic
weight (k,x’) with eigensystem corresponding to the composite T — A, — E,.
The corresponding Galois representation py : Gg,s — GL2(A,) arising as py :=
pr @1 A, has the following properties:

(a) The eigensystem induced by T — F, has CM and is congruent to f, because
it factors through T — TM,

(b) ¢’ does not have CM, because T — A, cannot factor through TM: indeed,
by Theorem 5.4.1, if it did factor, then X must vanish when projected
to A,. But T — A, has been constructed so that it does not have this
property.

(c) pg is p-locally split, because T 2 R°'d — A, factors through R°™d — RSPL
These are the properties (a), (b), and (c) of Theorem 1.4.4. We have also arranged
for A, ~ E,[e]/(€?), as claimed.

For the converse, note that if ¢’ inducing T — A,/ arises from the action on a
generalized eigenform with properties (a), (b), and (c), then

(a) implies that the composite map T — Ay — Ey = Ay /my to the residue
field of Ay amounts to an eigensystem that has CM,

(b) implies that this map does not factor through T — T°M, and

(c) implies that this map does factor through T —» RSP!.

Consider the image A C Ay of R®P!, which is a local ring that is not a field (by
(a) and (b)). Writing my C A for its maximal ideal, we consider the induced map
RSPl — A/m?. Its restriction to J* factors through J*/(.J%)2, and (b) implies that
its image is non-zero. Since this image is a Zy,-submodule of a QQ,-vector space, we
deduce from Theorem 5.4.1 that X (¢~) is infinite.
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Case of Theorem 1.3.4. The proof of this case is essentially the same. The
only difference is that F plays the role of both E and E,, while T¢M ®npqy F is an
Artinian local F-algebra. Then the surjection of Artinian local algebras R®P! ®ng
F — T @, F induces a surjection of the square-zero extension quotients. By
Theorem 5.4.1 and by letting V = F in Proposition 5.3.4, this surjection is

FIX(y7) & (Hp ®z, F)] - F[H), @z, F]

(in the notation of Proposition 5.3.4). It is straightforward to deduce the result
from here, using arguments analogous to the case of Theorem 1.4.4. O

6. COMMUTATIVE ALGEBRA

In this section, we set up a proposition from commutative algebra and deduce
Theorem 1.4.1.

6.1. A proposition using the resultant. The following lemma summarizes the
theory of the resultant that we will require.

Lemma 6.1.1. Let R be a domain, and let F(y),G(y) € Rly] be polynomials.
There is a resultant T € R of F(y) and G(y) with the following properties.

(1) # =0 if and only if F(y) and G(y) have a non-constant common factor.
(2) m € R C R[y] is an R[y]-linear combination of F(y) and G(y), i.e.

o B
(F'(y), G(y))

In the following proposition, we refer to the generic rank of a module M over a
domain R. This is defined to be the Frac(R)-dimension of M ® g Frac(R).

Proposition 6.1.2. Let R be a complete Noetherian regular local ring. Let S be
an augmented reduced local R-algebra that is finitely generated and torsion-free as
an R-module. Let T be an augmented local R-algebra quotient of S, and denote by
K the kernel of T — R.

Assume that K/K? is supported in codimension at least 2 as an R-module. Then
T has generic rank equal to 1.

Proof. For this proof, given an augmented R-algebra R <— A — R, we denote by A°¢
the R-module complement to the summand R C A determined by the augmented
R-algebra structure. That is, we have a canonical isomorphism of R-modules A =
R @ A°. We note that A has generic rank 1 if and only if A€ is R-torsion; we will
implicitly use this equivalence in this proof.

Denote by J the kernel of S — R, and choose a minimal set G of generators for
the ideal J, which is also a minimal set of generators for S as an R-algebra. Choose
an element y € G and write S; cS, Tz; C T for the sub-R-algebras generated by .
We observe that ) — T} is a morphism of augmented R-algebras.

We claim that it suffices to prove that T?:, has generic rank 1 for all y € G. Indeed,
consider these product algebras with an augmented RY-algebra structure

[9 G
R %HT&%R — R,
yeg
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where the additional rightmost arrow is the diagonal projection homomorphism.
We also have a natural map
[z~

yeg
lying over the diagonal projection, inducing a surjection of R-modules

P - 1°.
yeg
Thus we observe that T has generic rank 1 if and only if Té has generic rank 1 for
all y € G.
Having reduced to the case that #G = 1, we render S and T as

Rly]
(y-Fi(y),. .y Fuly)
R[y]
(y-Fi(y), sy Fu(),y-Gi(y), -y - Gr(y)

Now we have J = (y). Note that J/J? is a torsion R-module generated by y
(mod J?). Indeed, if this were not the case, let m > 2 be minimal such that
Jm/Jm=1is R-torsion. If P(y) € R[y|] is a monic polynomial of minimal degree
satisfied by y, then y™ | P(y) because J¢/J*T! is free of rank one for i < m. Thus
y- P(y) is a nilpotent element of S, contradicting our assumption that S is reduced.

Observe that J/J? is a cyclic R-module, generated by ¥, and isomorphic as an
R-module to

S:

T =

R
(F1(0), ..., F,(0))
Likewise, its quotient K /K? is generated by the image 3’ of  in T" and is isomorphic
as an R-module to

JjJ: =

R
(F1(0),...,F,(0),G1(0),...,G.(0))

We claim that there exist a pair of polynomials F(y), G(y) in the set

{F1(y)s -, Fuly), G1(y), -, Gr(y) }

such that R/(F(0),G(0)) is supported in codimension 2. This follows directly from
the assumption that K/K? is supported in codimension 2.
We note that
Rly| Rly]

W-F) W Fl)y Gy)
are naturally augmented local R-algebras with augmentation ideal generated by v,
and with a surjective augmented R-algebra map to S and T, respectively. Therefore,
it suffices to replace S and T with these algebras. Indeed, having done this, we
observe that J/.J? is torsion and K/K? is supported in codimension 2. We define

T . Rly|

(F(y),y-Gy)’
the quotient of T by (F(y)), but note that 7" is not an augmented R-algebra.
Because the kernel of T — T is a cyclic R-module (generated by F(y)), and we
know that T has generic rank at least 1, it will suffice to show that 7" is a torsion
R-module.

K/K* =
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Let m € R be the resultant of the polynomials F(y),y - G(y) € R[y]. By Lemma

6.1.1(2), we have
7T =0.

Thus we want to show that 7 # 0. By Lemma 6.1.1(1), it suffices to prove that
F(y) and y - G(y) do not have any non-constant common factors. Assume, for the
sake of contradiction, that there exists such a divisor H(y) € R[y]. We may assume
that H(y) is irreducible and monic, since both F(y) and y - G(y) are monic. We
see that H(y) # vy, because F(0) # 0. Next, note that H(0) is not a unit in R,
because if H(y) | F(y) with quotient Q(y), then S = R[y]/(y - H(y) - Q(y)) would
not be a local ring (consider S/mgS). Then H(0) | F(0) and H(0) | G(0). This
contradicts the fact that R/(F(0),G(0)) is finite, as it surjects onto the non-finite
R/(H(0). 0

6.2. Proof of Theorem 1.4.1. We will apply Proposition 6.1.2 to R*P! in order
to prove Theorem 1.4.1.

Lemma 6.2.1. Assume (0)-(4). Also assume that p { hx and that X (™) has
finite cardinality. Then R%P' has generic rank 1 as a Ag-module.

Proof. We see that the conclusion of the lemma will follow from verifying that the
assumptions of Proposition 6.1.2 about (R, S, T, K) are satisfied by

(R,S,T,K) = (Ag, R =T, R°P! J*),

where the augmented Ag-algebra structure of R°*® 2 T is understood to be defined
by the ideal J =2 JM,
Recall from Lemma 4.1.4 the sequence of homomorphisms

AQ%T—»RSPI—»TCMQK—»A.

There, we see that these induce isomorphisms Ag —+ A S A if and only if pt hg.

Thus we apply the assumption p { hx and identify Ag — TM = JNL treating
T — RP! as a morphism of augmented Ag-algebras.

All of the assumptions of Proposition 6.1.2, except the one that J®/(J*)? is
supported in codimension at least 2, are satisfied by the properties of T checked in
§2, especially Lemma 2.1.6. We will show that the remaining property follows from
the assumption that X _(¢7) is finite in cardinality.

For R = Ag, an R-module is supported in codimension 2 if and only if it has

finite cardinality. By Theorem 5.4.1, there is an isomorphism X (1~) @3- A
W/
J*/(J%)%. When p{ hg, X5 (™) = X (17). Then the tensor product operation

®K§v'A preserves the finite cardinality property of these modules. ([l

Proof of Theorem 1.4.1. By Lemma 6.2.1, we know that the assumptions of Theo-
rem 1.4.1 imply that R%P! has generic rank 1 as a Ag-module.

Because the locus Spec(T®M) C Spec(T) parameterizes exactly the CM p-adic
eigenforms congruent to f, it follows from the constructions of §4.2 that the map
2g: T — @p of Lemma 2.1.5 corresponding to a p-adic eigenform g (congruent to
f) factors through T — T"“M if g does not have CM. We also know that p, is
p-locally split if and only if z, factors through T — RP!. Thus it will suffice to
show that

RS .— TnCM QT Rspl
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is torsion as a Ag-module.

Since we have already deduced that R%P! has generic rank 1, it suffices to show
that the kernel of

Rspl —» RS0

has generic rank 1. In view of Theorem 4.2.2, we want to show that the kernel
Inom C T of T — T"°M injects into R*P! under T — R*P!. But this follows from
the same theorem, as we see there that I,c\ injects under the composite quotient
map T — RP! — TM = Ag, with torsion cokernel. O

Remark 6.2.2. The main result of Ghate—Vatsal [GV04] establishes the conclusion
of Theorem 1.4.1 upon assumptions (1’)—(3’) of §1.2. The additional assumptions
we rely on to prove Theorem 1.4.1 are (0), (4), and the finiteness of X (¢7).
There, the authors use the fact that the ideal of (x) C T generated by the image
of G, under the “+” of (2.1.8) cuts out the quotient T — R°P!. Our method
hinges on the study of maximal square-zero augmented T®M-algebra quotients of
T (resp. R%"!) over Ag. We found in Theorem 5.4.1 that this maximal quotient is
T — AV ()] (resp. RP' — A[XZ(¥7)]), and that the image of G, cuts out
the quotient Y (=) = X (vb~). So our method relies on detecting “*” in the

conormal module Ion /Iy = Vo (¥7).
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APPENDIX.
LOCAL INDECOMPOSABILITY VIA A PRESENTATION OF THE HECKE ALGEBRA
BY HARUZO HiDA

A.l. Summary. Let p > 5 be a prime. In this appendix, we give a proof of
Greenberg’s conjecture ((CG) in the main text) of local indecomposability of a non-
CM residually CM Galois representation based on the presentation of the universal
ring given in [Hid18a] (so, the proof is different from the one given in the main text).
We impose an extra assumption (H3-4) in addition to the set of the assumptions
made in the main text (we list our set of assumptions as (HO0-4) below). We use
the notation introduced in the main text. For each Galois representation p of G,

we write K(p) = (@Ker(p) for the splitting field of p. We fix an algebraic closure F
of F and write 2 for the Witt vector ring W (F).

A deformation ps : Gg — GLy(A) for an algebra A in CNLy of a the rep-
resentation p = Ind}%@ : Gg — GLy(F) as in §1.2.2 is said to be minimal if
pa(l}) = p(I;) by the reduction map for all primes {|N [DFG04, §3.1, pg. 715]. By
an R = T theorem (e.g., [Dia97, Thm. 2.3]), we have a local ring T of the ordinary
Hecke algebra and its Galois representation pr : Gg — GL2(T) giving a universal
ordinary pair with T being naturally an algebra over the weight Iwasawa algebra
A =WI[[(1+ pZ,)])] = WI[[T]]. We assume that Spec(T) contains a non-CM com-
ponent Spec(T"“M). We made the following assumptions in [Hid18a] to prove a
presentation of T over A:

(HO) ¢~ |a, # 1 (a local condition),

)
2) the character ¢~ has order at least 3 (a global condition),
3) the class number hg of K is prime to p,
)

H4) the class number hg (- of the splitting field K(¢~) = @Ker(wi)

prime to p.

of 9~ is

Assuming T # A, the minimal presentation we found in [Hid18a] has the following
form:

(A1) T = A[[T_))/(T-S-).

Here the ring A[[T_]] is the one variable power series ring over A with variable T
and Sy is a power series in A[[T_]] prime to 7_. We have an involution ¢ over

A acting on T corresponding to the operation p — p ® x for x := (K—/@> Non-

triviality of o is equivalent to the existence of a non CM component of Spec(T).
This involution o extends to an involution o, of A[[T_]] so that oo (T-) = —T-
and 05 (S4+) = Sy. To prove the presentation, we made in [Hid18a] some extra
conditions whose removal will be discussed in §A.2. To have one-variable presenta-
tion in (A.1), we need to assume p { hx (otherwise, we could have variables fixed
by 0 in the presentation).

Let T, be the subring of T fixed by o. Let T*M := A[[T_]]/(S+) and TM :=
A[[T-)]/(T-) = A, and write © for the image of T_ in T. Since the CM Galois
deformation prom into GLy(TM) is induced from K, the involution o is trivial on
TM; so, the image of T_ with oo (T_) = —T_ vanishes in TM; so, © lives in
(0 x T*M) T (this is also clear from TM = A[[T_]]/(T_)). This © plays the
role of L, (¢7) in the main text in the sense that T"CM /(@) = T"M @ TCM =~
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A/(L, (¢7)) (the identity of the congruence modules) even if © lives in T*“™ while
Ly($7)) € T™ = A. Then T — T"°M x T°™ whose cokernel is isomorphic
to T"M /(@) as T-modules and () = (0 x T"M) N T. The congruence module
T"CM /(@) after extending scalars to 20 is isomorphic to (’]I‘CM@WQIT)/(E; (¥7))
for the anticyclotomic Katz p-adic L-function £, (¢7) (of branch character 3,
denoted in the main text as £, (¢7); see Corollary A.2.5); so, © is a generator of
Icy and in this sense, we regard © € T*CM,

Let B be a prime factor of p in K(p) (the splitting field of p). Write the image
of U(p) in T as u. Writing the local Artin symbol [z, K,] (identifying K, = Q,),
for the residual degree f of B, the semi-simplification of pr([p, K,]/) is a conjugate
of (ugf uof) as det(pr([p,Qp)Y)) = 1. Note here ¥~ ([p, Kp]/) = 1 and v*/ =
Y ([p, Kp]?) = 1 mod my (as u = ¥([p, Ky]) mod my). Put a = uv?/ —1 € mq,
and for the Zy-subalgebra W; of W generated by the values of 1~ over G, define

Ay := W4[[T, a]] to be the subalgebra of T topologically generated over Wi [[T]] C A
by a.

Theorem A.1.2. Let the notation be as above. Assume (HO-4) and o # id on
T. Let I, be the wild p-inertia subgroup of Gal(K(pr)/Q) for the splitting field
K(pr) of pr. Then we have a decomposition I, = U x Gal(Quo/Q) for the Z,-
extension Qx/Q, where U is an abelian group mapped by pr into the unipotent
radical of a Borel subgroup in GLo(T) whose logarithmic image w = Lie(U) (in the
nilpotent Lie A-algebra T) is equal to © - Ay. In short, we have an isomorphism

PRINE {(tf;’ @fl)} C GLy(T), wheret =1+ T € A.

This theorem supplies us with a very explicit unipotent element (§ 9 ) in the
image of pr with (OT®w W) N Ay = (L, (¥7)); therefore, we can answer the
question of Greenberg;:

Corollary A.1.3. Assume (H0-4) and o # id on T. For all prime divisors P €
Spec(T*M) with associated Galois representation pp, the following conditions are
equivalent:
(1) the Galois representation pp is completely reducible over the inertia group
I, at p,
(2) P € Spec(TM) N Spec(TM),
(3) PI(L, (¥7)Aa N A).

As described in the main text, from [Eme97] and [Gha05, Prop. 11], the above
corollary implies:

Corollary A.1.4 (Coleman’s question). Assume (H0-4). For every classical mod-
ular form f of weight k > 2 and of level N with residual representation p, write g
for the p-critical stabilization of the primitive form associated to f. Then g is in
the image of (qd%)’“_1 if and only if f has complex multiplication.

A.2. Presentation of a Galois deformation ring. For a set @ of Taylor—Wiles
primes satisfying the conditions (Q0-10) in [Hid18a, §§3-4], we write K (p)®?)
for the maximal p-profinite extension of K (p) unramified outside {p} U Q. We
simply write K(p)® for K(p)?9 if Q = . Let Gg := Gal(K(p)*??/Q) and
Hg = Gal(K(p)??)/K) with G = Gy and H = Hy. We first note that Gg =
Gal(K ()79 /K (7)) # Gal(K (7)/Q) and Hg = Gal(K (5)*9) /K (7)) # Gal(K (7)/K)
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asp > 2 and p1[K(p) : Q). We fix such a decomposition; so, Gal(K(p)/Q) = Ag
for a subgroup Ag of Gal(K (p)”)/Q). Write A C A for the subgroup isomorphic
to Gal(K (p)/K); so, [Ag : A] = 2.

Let N = DNg/g(¢/). Let h® be the big Hecke algebra described in [Hid18b,
§1] for each Q. We have a local ring T? of h? whose residual representation is
isomorphic to p. Let p@ : Gg — GLa(T?) be the Galois representation of T? such
that Tr(p@(Froby)) for primes [ outside {I|Np} L Q is given by the image in T% of
the Hecke operator T'(I). On T?, we have an involution ¢ with the property that
(p9)7 = x®p®? for the quadratic character x = (K—/Q> Put TS := {h € T?|o(h) =
+h}. Let 19 := T(0 — 1)T? = TOT? (the o-different) and TE), := T?/I?. Tt
is known that T? and TgM are reduced algebras finite flat over A. Further we
have an algebra decomposition T ®, Frac(A) = Frac(’]I‘gM) X Frac(T?CM) for
’]T?CM = TQ/(FraC(TgM) x 0) N T®. In the above notation, if Q@ = (), we remove
the superscript or subscript ) from the notation. If ¢ is the identity on T, we have
T»CM — 0. Otherwise the subring TZ‘FCM fixed by o is a non-trivial A-algebra. The
theorem proven in [Hid18a, Thms. B and 5.4] is:

Theorem A.2.1. Assume (HO0-H4), o # id on T and that p splits in K. Let
Spec(T) be a connected component of Spec(h) associated to the induced Galois
representation p = Ind%@ for the reduction 1) of v modulo my for the mazimal
ideal myy of W. Then the following assertions hold:

(1) We have presentations T = A[[T_]]/(T_Sy), Ty = A[[T2]]/(T?S,), T"M =
A[[T_]]/(S+) and TRCM = A[[T2]]/(S4+) such that the involution oo : T—
—T_ over A fizes the power series Sy € A[[T?]] and induces o on T.

(2) The rings T, Ty, ToCM, TﬁCM are all local complete intersections free of
finite rank over A.

(8) The T**M_ideal T = T(oc — 1)T C T*M is principal and is generated by
the image © of T_ with 6 := ©2 € T, and © is not a zero divisor. The
element © generates the ']I‘iCM -module T"M which is free over 'H“}rCM, and
TCM = TiCM[©] is free of rank 2 over THM.

Proof. The result [Hid18a, Thm. 4.10 and Prop. 6.2] asserts that T = A[O] with
0(0) = —0; so, we have a surjection 7w : A[[T_]] - T with #(T-) = ©, and
[Hid18a, Thms. A and B] asserts that T is a local complete intersection over A.
Thus T = A[[T-]]/(S-) for a power series S_ € A[[T-]]. By the construction of 7
of [Hid18a, §4] via a Taylor-Wiles patching argument, we have an involution o, of
A[[T-]] lifting o such that o(T-) = =T and o(S_) = —S_; so, we have T_|S_ and
hence S_ = T_S,. Since T is reduced, T_ and Sy are co-prime in A[[T_]]. This
shows the assertion (1). The assertions (2) and (3) follow from [Hid18a, Thm. B].

Strictly speaking, the patching argument is given in [Hid18a] under the following
extra assumptions:

(h2) N := DNg/q(c') for an O-ideal ¢’ prime to D with square-free Ng g(c’)

(so, N is cube-free),

(h3) p is prime to N []; 5 (I — 1) for prime factors I of N.
Here is the reason why we can remove these two assumptions: We studied the
minimal deformation problem in [Hid18a| over the absolute Galois group Gg, but
as was explained in [DFG04, pg. 717], under the condition that p 1 [p(I;)| (which
holds in our case), all minimal deformations factor through G, and considering the
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deformation problem over {Gg}qg for appropriate sets Q@ of Taylor-Wiles primes
satisfying [Hid18b, §3 (Q0-8)], every argument in the proof of [Hid18a, Thm. 5.4]
goes through for the above choice of T? (as easily checked), and thus we obtain
the theorem. Indeed, we used (h3) in [Hid18a] just because the universal minimal
ordinary Galois representation of prime-to-p conductor N (considered in [Hid18a])
factors through Gj so, just imposing deformations to factor through G the argu-
ments simply work; so, we do not need to assume (h3). The condition (h2) is
assumed to guarantee the big Hecke algebra is reduced, but again, all deformations
over G has prime-to-p conductor equal to N which is equal to the prime-to-p con-
ductor of its determinant (the Neben character). Then, by the theory of new forms,
the Hecke algebra is reduced if its tame character has conductor equal to the tame
level; so, we do not need (h2). O

Since o acts trivially on T™ = T/(0©), writing p := (pr mod (0)), we find
p=p®xfor x = (L/Q
through G. Thus by [DHI98, Lem. 3.2] applied to G = G and H = H (under
the notation of the lemma), we find p = Ind% U for a character ¥ : H — TM:X
unramified outside ¢’p deforming . Let I'y be the Galois group over K(p) of
the maximal p-abelian extension of K inside K (ﬁ)(p) unramified outside p. By
pthi, Ty = O @z Zy, and hence W([[',]] = A canonically via Z,; = Oy. We
identify the two rings. Since p { [K(p) : K], there exists a class field K(p)/K
in K(p)® with Gal(K(p)/K) = T', by Artin symbol. Define a character ® :
Gr — W[[T,]* = A* given by ®(7) = (7)7|k(p)- Then @ factors through H.
Since (A, @) for the character ® : H — A* is a universal pair for the deformation
problem of 1) unramified outside p¢’ over the group H, we have a canonical surjective
algebra homomorphism A — TM inducing ¥. By the same argument which proves
[Hid18a, Cor. 2.5], this is an isomorphism. We record this fact as

). Note that p is a minimal deformation of p; so, it factors

Corollary A.2.2. We have isomorphisms T, /(0) = T/(0) = TM = A, where
0 =02 e TIM.

Recall G = Gal(K(p)?)/Q) and H = Gal(K(p)P)/K). Let pa : Gx — GLa(A)
be a minimal p-ordinary deformation of p for a p-profinite local W-algebra A with
residue field F. The representation p4 factors through G by minimality (so, here-
after, we consider the deformation problem over G). By p-ordinarity, we have

pale, = (4 5,) with (04 mod my) ="

where m4 is the maximal ideal of the local ring A. This gives rise to an exact
sequence €4 < pa — 04. Realize slo(A) inside the A-linear endomorphism al-
gebra End4(pa), and write Fly(pa) the subspace of {T € sly(A)|T(e) = 0} =
Hom (04, €4) on which Ad(pa) acts by the character €4/04 (the upper nilpotent
Lie subalgebra if pa|g, has upper triangular form as above). Write Ad(pa)* for the
Galois module Ad(ps) ®4 A for the Pontryagin dual AY of A, where Gg acts on
the factor Ad(pa). Similarly we put F(pa)* := Fy(pa) @4 AY which is a p-local
Galois module. Then we define

(A.3)

Selo(Ad(p.)) = Ker(H' (G, Ad(pa)") — H' (I, 2APA)

F+(,0A)*) X ll;‘V[H ([lvAd(pA>*))
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for the product of restriction maps to the inertia group I; C G of [. In the Galois
group G, for 11 N, I is trivial (as K (p)® /Q is unramified outside Np); so, in the
right-hand-side of the above definition, H'(I;, Ad(pa)*)) for I { N does not show
up. We write MY for the Pontryagin dual of a module M.

Recall K /K which is the maximal sub-extension of K (5)®) p-abelian and an-
ticyclotomic over K, where the word “anti-cyclotomic” means complex conjugation
c acts on 7 € Gal(KL /K) by ere™! = 71, Lifting 7 € Gal(K¢/K) to h € H and
restricting h to K, we have an isomorphism I', = Gal(K(p)/K) = Gal(K /K)
(see [Hid15, pg. 636] and the main text §3). Recall:

Definition A.2.4. Let ¢ : Gxg — W™ be a character of order prime to p whose
image generates Z,[¢] in W over Z,. Let Y be the Galois group over K_(¢) of
the maximal p-abelian extension of K _(¢) unramified outside p and totally split at
p*. Regarding Gal(K(¢)/K) as a subgroup of Gal(K(¢)/K) = Gal(K(¢)/K) x
Gal(K3 /K), define Y () := Y @z, [Gal(k () /K)).6 Lp(®). Here Ly () is the Ly[¢]-
module free of rank 1 on which Gal(K(¢)/K) acts by ¢.

Corollary A.2.5. We have canonical isomorphisms of T-modules
Selg(Ad(Ind; ®)) = (Yoo (v7) @z, 5] W),
Selg(Ad(Ind% @)Y = (0)/(©)? = T_/4T_ = T"°M/(0) = TM/(9),

TN /()G 20 = Agy /(L (47)).

Proof. By the decomposition Ad(Ind% D) = X@Ind% Y~ for y = (K—/Q) combined

~

with the functoriality of Greenberg’s Selmer group, we have Selg(Ad(Ind% ®)) =
Selg(x) @ Selg(Ind% ¢~). The first isomorphism is [Hid06, Thm. 5.33], where we
get Selg(Ind% ¢~) = Y2 (1)7)V. Note that Selg(x) vanishes by p t hx. The second
follows from cyclicity over A proven in [Hid18a, Thm. B] and Theorem A.2.1. The
third identity () follows from the proof of the anticyclotomic main conjecture
shown by Rubin and Mazur-Tilouine: charp,, (Yo (¥™)) = (£, (¥7)) (see [Rub91],

[Rub94], [Til89], [MT90]) combined with the first two identities. O

A.3. Modular Cayley—Hamilton representations. We introduce representa-
tions with values in a generalized matrix algebra (GMA) as in [BC09], [Chel4] and
[WE18]. We refer to [WWEL1S, §5.9] for the notion of ordinarity over Q for GMA
representations (not treated in [BC09] and [Chel4]). Since we have two conjugacy
classes of p-decomposition groups D, and D,-, we modify the definition (see below)
of ordinarity depending on each factor p and p*. We follow [BC09, §1.3] to define
a GMA A-algebra E. Let A be a commutative ring and E an A-algebra. We say
that E is a generalized matrix algebra (GMA) of type (d1,...,d,) if R is equipped
with:
e a family orthogonal idempotents £ = {ey,...,e,} with >, e; =1,
e for each i, an A-algebra isomorphism 1; : e;Ee; — My, (A), such that
the trace map 7' : R — A, defined by T'(z) := )", Tr(t;(e;xe;)) satisfies
T(xy) = T(yz) for all z,y € E. We call £ = {e;,¢;,i =1,...,7} the data
of idempotents of E.
In this appendix, we assume that » = 2 and d; = dy = 1; so, we can forget about
1; as an A-algebra automorphism of A is unique. Once we have £, we identify
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e;Fe; = A and put B = e1Fey and C = esFe;. Then a generalized matrix
algebra over A is a pair of an associative A-algebra E and £. It is isomorphic
to A® B® C ® A as A-modules; so, we write instead (E,&) = (4 §) which we
call a GMA structure. There is an A-linear map B ® 4 C — A such that the
multiplication in E is given by 2-by-2 matrix product. In this case, A is called
the scalar subring of (E, &) and (E, &) is called an A-GMA. A Cayley—Hamilton

representation with coefficients in A and residual representation (% Eoc) (with this
order ¢ at the top) is a homomorphism p : H — E*, such that (E,£) is an
£ £
p11(o) Plz(U))
o . Pgl (o) P§2 (o)
with (p11(0) mod my) = (o), (p22(c) mod ma) = ¢ (o), and p12(o)p21(c) =0
mod m 4. For a given p, if we change the set £ of idempotents, the matrix expression
changes; so, we added the superscript £ to the matrix entries pfj to indicate its
dependence on £. If the input of £ is clear from the context, we omit the superscript

£.

A-GMA, and such that in matrix coordinates, p is given by o — (

In H, we have two conjugacy classes of the p-decomposition groups depending on
prime factors of p in K. Fix a decomposition subgroup D, C H for p and put D-
for p*. We define p-ordinarity (resp. p*-ordinarity) of p to have £ (resp. £*) such
that pfy(c) = 0 for all o € D, and pS,(I,) = 1 (resp. p; (¢) = 0 for all ¢ € Dy
and p¢, (Ip+) = 1). We say p is ordinary if it is p and p*-ordinary at the same time.
This definition does not depends on the choice of D, and Dy-. For example, if we
replace D, by 0Dy~ t, (E,p(0)Ep(o)~!) satisfies the required conditions.

If (E,€) can be embedded into the matrix algebra My(A) for a complete local
W -algebra A with residue field F containing A, the Cayley—Hamilton representation
p: H — E* can be regarded as a representation into GLg(Z). Since p = Ind%@
is irreducible over GG, we may have an extension p of the GMA representation p to
G. If an extension p exists, the extension is a usual representation into GLg (A)

~

As usual, we call p p-ordinary if plg, = (§ ) with unramified § = ¢ mod mj.

The ordering of the residual representation (15 £C ) (with this order 9 at the top) is
fixed; so, plainly, to have compatibility of ordinarity of p over H and Q-ordinarity
of p (and to preserve residual order of the characters 1) and @C), we need to define
p*-ordinarity to have a set of idempotent £* so that p& | p; in the lower triangular
form. Indeed, if p(c) = (93), p is p-ordinary for £ if and only if p is p*-ordinary for
the same & by choosing Dy« = c¢Dpe™!. As we describe in the following proposition,
this phenomenon occurs if we take p := pr|g for A =T, and A = T. Details of the
deformation theory of p in the category of representations over GG and in the category

of Cayley-Hamilton representations over H will be discussed in a forthcoming paper
[Hid19].

Proposition A.3.1. The Galois representation p = pr|g associated to T restricted
to H is an ordinary Cayley-Hamilton representation with values in the following
T,-GMA

x Ty By ~ [Ty T- . -~
(B,&=¢) = (Ci Ti) - (Tt ’IH) with By ®r, C4 =T_®r, T- = Ty
given by ©b ® Oc + Obc for = ©2 (the product in T).

Proof. Recall T_ := {z € T|o(z) = —2}. Then T_ = OT,, and © € T*“™ under
the inclusion T < TM @T"M: 50, © is a zero-divisor in T but is not a zero-divisor
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in T"°M. Similarly § € T3°™. Extend the character ¢ to a function on G just by
0 outside H, and decompose G = H LI cH. Then we have the following standard
realization of the induced representation:

N A C I €D
P = (57 7))
Then if x(7) = =1 (& 7 ¢ H), we have

Fex)T) = (g, 7))

)

for j:=(§ %). If x(7) =1 (& 7 € Gk), p(7) is diagonal commuting with j; so,

(P@x)(7) =p(r) = jp(r)i~".
Thus we conclude p® x = jpj .
The deformation functor represented by T is given by:

D(A):={p: G — GLy(A) : p-ordinary | (p mod my =p}/ =,

1]
~

where is the strict equivalence (i.e., conjugation by 1+ Ms(m4)). Thus we can
let x act on D by

1 o

p=jlpex)i— =p.
Since j(24)j=! = (%)) and (pr|gmod (©)) = ® & @ is diagonal, we have
uj(pr @ x)(uj ) = p7 with u € 1 + ©OM,(T). Write U = uj. Applying o, we get
U?(p% @ x)U™7 = pr; so, we have

UprU ™' =U(pr @)U '@ x =pF @ x =U"prU°,

Thus ju®ju = U°U =z € Z := 1+ OT. Since 1+ OMy(T) is p- profinite, lettmg
o act on 14+ OMy(T) by  — 2% := jz°j, we can thus write u = v" ! € (1 +
OM-(T))/Z for v € 1 + ©OMy(0O). Thus replacing pr|g by p := v 1jpriv|y, we

—1 = p°. In other words, p has values in E = (TTf 1Tr; ), as desired

Since ¢~ |p, # 1 (HO), we can choose first 7 € A with (1) # (1) so that
pr(T) = (wm y ), we can define the set £ of idempotents of E having the GMA

find jpj

0 ¥°(r)
form as above by

e ) ) i)

Y(7) = Pe(7) Pe(r) — (1)
Writing E = T @ B C @ T4 with B =2 C = T_, we note that B (resp. C)
is the eigenspace under the conjugation action of pr(7) with eigenvalue ¥~ (1)
(resp. 1~ (7)71). Thus our expression of pr|y is associated to (E,ej,es). By
ordinarity of pr on G, (inducing D,), we see pr|g is p-ordinary. Plainly ¢ € G
interchanges e; and eo; i.e., pr(c)eipr(c) = ep. Thus over Dy- = cDyc, we conclude
pr|mp with values in (E, ) is also p*-ordinary. Since the residual representation is

exactly (15 EOC) (with this order 1) at the top), the choice of (ez,e;) is impossible

violating the residual order of the characters (the definition of p*-ordinarity is lower
triangular on Dy« to accommodate to preserve this residual order). Therefore we
need to choose € = (e, e2) for p*-ordinary. O

Under the normalization as above, we may and do assume that pr(c) = (§3).
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A 4. Local Iwasawa theory. Let k/Q, (inside @p) is a Galois extension with
pt[k: Q. Write F/k for the cyclotomic Z,-extension inside Q,. Let I' :=
Gal(F/k) = 4% and put I',, = T?". Set F, := F'» with p-adic integer ring o,,.
Let L (resp. L,) be the maximal abelian p-extension of F' (resp. F,). Write
Xn = Gal(L,/ky) and X := Gal(L/F). We have Gal(F/Q,) = Gal(F/Q,) x X.
The exact sequence
1—-X —Gal(L/k) =T =1

is split just by lifting v to an element 7 € Gal(L/k) taking splitting image 7%».
Therefore the commutator subgroup of Gal(L/k,) is given by (v*" —1)X, and we
have the corresponding exact sequence at each level n: 1 — X/(v*" — 1)X —
Gal(L,F/F) —»T, — 1.

Let koo/k be the unramified Z,-extension inside @p with its n-th layer k,, and
put F, = Fk,. Let L (resp. L,) be the maximal abelian p-extension of F
(resp. Fn). Set X := Gal(L/F). Pick a lift ¢ € Gal(L/k) of the Frobenius
element [p, Q,)7 (for the residual degree f of k/Q,) generating Gal(koF/k) and
a lift ¥ € Gal(L/k) of the generator v of Gal(kQp o/ko) = I'. The commutator
7= [¢,7], acts on X by conjugation, and (7 — 1)z := [r,2] = rerlz~ ! forz € X
is uniquely determined independent of the choice of v and ¢. Define L’ C £ and
L), C L, by the fixed field of (1—1)X (i.e., the fixed field of 7), which is independent
of the choice of ¥ and ¢. Let X' = Gal(L'/Fx) and X, = Gal(L!, /F,).

Proposition A.4.1. Let the notation and the assumptions be as above.

(1) We have a canonical decomposition

— lim — lim P ~ ZP[[Gal(F/Q;D)H if :up(k) = {1}7
* =l X =l Xy 1”‘{@me@m@@m if io(k) = 1p(T,)

as Zp|[Gal(F/Qy)]]-modules. Thus for each finite dimensional Qp-irreducible
abelian representation 1 of Gal(k/Q,) with values in GLgim(y)(Zy) of order
prime to p, writing X[n] for the mazimal n-isotypical quotient of X, we
have

Zp[M @ Zp(1)  ifn=w

as Gal(F'/Qp)-modules. Here k is the residue field of the subalgebra of
Mgim(y)(Zyp) generated by the values of 1 over Z,, w is the Teichmiiller
character and o € Gal(F/Q,) acts on W (k) via n regarded as having values
in W(k)*.

(2) The restriction map X' — X induces an isomorphism of X'/(¢—1)X’ onto
the augmentation ideal of Z,[[Gal(F/Q)]] C X.

(8) For the charactern : Gal(k/Q,) — W (k) in (1), the factor X'[n] is a cyclic
W (&)[[T x T]]-module (i.e., it is generated topologically over W (k)[[[ x Y]]
by one element).

XME{WWMM] ifn#w,

Note that the subalgebra of Mim(y)(Zp) generated by the values of 7 over Z,, is
isomorphic to the Witt vector ring W (k) with coefficients in its residue field .

Proof. We first prove the assertion (1). The statement of [Iwa73, Thm. 25| asserts
X =2 7,[[0))F0] or Z,[[T))F®l0Z,(1) as Z,[[T]]-modules. Write Y be the maximal
Zy[[T']]-free quotient of X. Since Gal(k/Q,) has order prime to p, Gal(K/Q,) =
Gal(k/Q,) xT', and its action on Y is determined by its action on Yy = Y/(y—1)Y.
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We need to show Yy = Z,[Gal(k/Q,)] as Gal(k/Q,)-modules (which implies ¥ =
Yo[[I']] = Zp[[Gal(K/Qp]]). Let Qp oo C Qplptpe] be the cyclotomic Z,-extension.
Writing M = Jm M/p™M for a module M, by class field theory, Gal(LoK/K)
fits into the following commutative diagram with exact rows and surjective vertical

maps:
—~ Nk/Qp

Gal(LoK/K) — = Qx

HJ/ Artin rec‘l al
Gal(LoK/K) ——— Gal(Lo/k) —— Gal(Qp0/Qp),

~J

where the composite ao Ny g, for the norm map Ny g, has image Gal(Q) «/Q;)
1+pZ, =T.

First suppose that p,(k) = {1}. Then k> is torsion-free. The isomorphism class
of a torsion-free Z,[Gal(k/Q,)]-module M of finite rank over Z, is determined by
the Q,[Gal(k/Q,)]-module M ®z, Q,. Since Q,[Gal(k/Q,)] is semi-simple, we

conclude kX = Z,[Gal(k/Q,)] ® T’ with Gal(k/Q,) acting on I' trivially. Thus
we conclude Yy = Z,[Gal(k/Q,)] in which the n-isotypical component has rank
dim(n) = rankz, W (k) over Z,.

Now assume that g, (k) is non-trivial. Since p { [k : Qp], pp (k) = pp(k); so,
the torsion part of kX s cyclic of order p. Let k;f be the maximal torsion-free
quotient of kX. Then by the same argument as in the case where p,(k) = {1}, we
find kf = Zp[Gal(k/Qp)| & T as Zp[Gal(k/Qp)]-modules. By Iwasawa’s expression,
X/(y - 1)X =zl @ (k) in which (k) is identified with Z,(1)/(y — 1)Z,(1).
Again we have (X/(y — 1)X)/up(k) = Zy[Gal(k/Qp)] as Zy[Gal(k/Qp)]-modules.
We have a commutative diagram with exact row

Zy(1)/(y = 1)Zp(1) —— X/(y=1)X —— Y/(y-1)Y

| i |
tip(K) - X/(v-1)X - Zp|Gal(k/Qp)]

of Z,[Gal(k/Qp)]-modules. This shows Yy = Y/(y — 1)Y & Z,[Gal(k/Q,)] as
Z,[Gal(k/Q,)]-modules, and hence Y = Z,[[Gal(F/Q,)]]. Therefore the surjective
Z,[|Gal(F/Qp)]]-morphism X — Y splits, and hence X = Z,(1) $ Z,[[Gal(K/Q,)]]
as desired.

Now we prove (2). Let koo /kn/ko be the intermediate n-th layer of the unramified
Zp-extension of ko (so, Gal(k,/ko) = Z/p"Z)). Recall the integer ring o0, of k.
Let X,, = Gal(L,,/F,). Then we have an exact sequence of Z,[Gal(k,,/Q)]-modules
oy —— kx —Z Z,

| | |
Xy ——— Gal(Lo/ky) —— Gal(koo/kn)

where the map v is induced from the valuation ord, of £ normalized so that
ord,(p) = 1. Writing w for a prime element in o,, we have v(w) = e~!. Then

this exact sequence is split by v(p?r) = Z, = e 'Z, = v(w?); so, ky = X, &
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Z, as Z,|Gal(k,/Qp)]-modules. By this diagram and L], D ks, we still have
Gal(L!, /kn) = X/, & Gal(koo /) with Gal(keo/kn) = Z,.

By the same argument as in the case proving (1), if p,(k) = 11,(Q,), we have
Xy =V @ Zy(1) as Zy[[Gal(k,Qp,00/Qp)]]-modules for a unique direct summand
Y. On Z,(1), ¢ acts trivially (as v,([p, Q,]) = 1 for the p-adic cyclotomic character
vp); 50, [, @] acts trivially on the factor Z,(1). Hence we still have the decompo-
sition X/ =Y, & Z,(1). The restriction from X/, — X/ for m > n induces on
Zy,(1) multiplication by p™~™ as ¢ = [p,Q,]/ acts trivially on p,~(Q,). Thus
passing to the limit, the factor Z,(1) disappears. Therefore, by Kummer theory,

Coker (X' Res, X) =7y, ®Zy(1) if pp(k) = pp(Q,) and otherwise Zy; so, by defini-

tion, the restriction map Y,,, — Y./ is onto, and its image passing to the limit is the
augmentation ideal of Z,[[Gal(F/Q,)]] (as we lose the augmentation quotient Z,
which corresponds to the factor Z, in Gal(L],/k,)). Since Ker(X’ — X) is plainly
(¢ — 1)X’, we find that X'/(¢ — 1)X’ is isomorphic to the augmentation ideal of
Z,[[Gal(F/Q,)] by (1).

The same argument works well when f1,,(k) = {1}. In this case, the argument is
easier as the factor Z,(1) does not show up.

We prove (3). Note that Z,[[Gal(F/Qy)]] = @, W (ky)[[I']] for x running over
all characters of Gal(k/Q), where k, is the finite field generated by the values
of x mod p over F,. Then its augmentation ideal is given by (y — 1)Z,[[I']] ®
D, 1 Wkl Thus X'[n]/(¢ — 1)X'[n] = W(k,)[[I']] as W(ky,)[[I']]-modules
by Proposition A.4.1 (2). This is clear if 7 is non-trivial. If n = 1, we note that
(v = 1)Z,[[T)] = Z,[[I']] as Z,[[I']]-modules. So X'[n]/(¢ — 1)X'[n] is cyclic over
W (x)[[I']]. By the Nakayama’s lemma, we get the desired cyclicity of X'[n] over
W (&)[[I" x Y]] O

A.5. Proof of Theorem A.1.2 and Corollary A.1.3. Recall the T{-GMA E =
(gf Tﬂ) given in Proposition A.3.1. Set E"M = | ®r, ']I“}rCM and E°M = E ®r,
TSM, and write p : W[H] — E, p"°™ : W[H] — E"°M and p“™ : W[H] — E?M
for the associated Cayley—Hamilton representations. Pick a prime p of K(p) above
p. Let I, (resp. Ip-, D,) be the p-inertia (resp. p*-inertia, p-decomposition)
subgroup of Gal(K (p)/K (p)) corresponding to p and p°¢. Regard [p,Q,)’ € D, for

the residual degree f of P = p N K(p), and recall ¢’ := p([p,Q,)¥) = (“af u*f)
with uf € T4. Put Ag := Z,[[T]] C Ay := W1[[T,a]] C T for a = u?/ —1, and recall

t =1+ T. We restate Theorem A.1.2 in the introduction in the following way:
Theorem A.5.1. Let the notation be as above. Suppose (H0-4). Then we can

choose conjugacy classes of I, and Iy« in G and a generator © of the o-different
I=T(c—1)T with ©° = —0O so that we have
p(Iy) ={(3?%)|acti be OA} CEX
and
p"MTy) ={(3}) |aet®, be O} CEMX
and p(Iy<) = Jp(Ip)J Y, where J = (9§) for p= pr and ppou. Here tP» C A is
embedded in E and E"M by the structure homomorphism.

We can conjugate p by (&9) for any a € T*, and by doing this, © will be replaced
by a®©; so, actually, we can always assume that for any choice of the generator
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© with ©7 = —© of the ideal (), we can arrange p(I,) (and p(I,~)) as in the
corollary.

Proof. Write simply I = p(I,) and D = p(D,). From the definition of A-algebra
structure of T and p-ordinarity (e.g., [Hid15, (Gal), pg. 604]), we know I C M(T)N

E and p(Iy-) C JM(T)J*NE for the mirabolic subgroup M(T) := {(§?%)|a € T*,b € T}.
Since Gal(@f,b /Qp) = [p, Qpl% x Z, for the maximal abelian extension Q% /Q and

the local Artin symbol [p, Q,], we find

Ic{(at)|act? beOT} and D= x I

by the shape of E, and det(p(I,)) = T := t%» C A;. Thus we have an extension
1-U—T—T —1withid =Ker(det(p) : I — A*).

By [Hid15, Lem. 1.4], this extension is split by the action of A for U being an
eigenspace on which A acts by ¥~ ; so, we may assume to have a section s : T < [
identifying 7 with {(&9) |a € T}. Replacing ¢’ by an element ¢ € ¢'U, we may

assume that p = (“;f u0f> commuting with (té” 0) = Gal(Qp,c K (p)/K (p)). Take
¢ € Dy such that p(¢) = ¢ and 7 € D, with p(¥) = (§ ). For the commutator
[#,7], we have p([¢,7]) = 1 (i.e. it acts on K(p)yp trivially; the requirement for
the validity of Proposition A.4.1 (3)). The module U is a Aj-module by the adjoint
action of T - . Since p™|; has kernel U, we see that I = p(I,) = p"“M(I,); so,
we only need to prove the assertion for p. If 'IFI}FCM UCT_ =0T, = @Tj‘_CM, we
have UTIM C OmMICMTIOM = mi™T_ for the maximal ideal m}“™ of T3M.

Write B|p for the prime factor in K (i~) corresponding to I,. We apply Propo-
sition A.4.1 to the B-adic completion k of K(1~), its cyclotomic Z,-extension F'
and the composite F, of F' and the unramified Z,-extension of k. Thus I/ is made
of unipotent matrices, and writing

Li={rel,:7lp=1}={rel,:7|r_ =1},

we have U = p(I;). Therefore we may write p(7) = (é“(f)) for 7 € I;. Let
% :=u mod mi°™T_ with values in T_/miMT_ > F. Let H(®~) := Ker(®~ :
H — A*) for the universal character ®. Since T_/0T_ = Y (¢7) ®z -] W by
Corollary A.2.5 and 0T is the ideal of reducibility in T of p in the sense of [BC09,
§1.5], this homomorphism extends to a non-zero homomorphism @ : H(®~) — F
with @(rhr~!) = &~ (7)u(h) unramified outside p over K(®~) = K(p)KL. Since
H(®") := Gal(K(p)® /K(®~)) only ramifies at p, u is unramified at ¢’c¢’°. Since
I, is lower triangular contained in JM(T)J ™!, u is unramified everywhere. Let
Na C K(p)® be the fixed field by Ker(u : Gal(K (p)® /K(®7)) — T_/mi°MT_)
and put X := Gal(Ne/K(®7)). Then No/K(®P™) is an everywhere unramified p-
abelian extension. Since K (®7)/K (¢7) is a fully p-ramified Z,-extension generated
by an element -y, we find X/(y—1)X is a Galois group of an everywhere unramified
p-abelian extension of K (1), which is non-trivial by our assumption. Since p 1
R -y, this is a contradiction. Thus the T, -span of %(I;) is F; so, the T -span of
u(I) is equal to T_ by Nakayama’s lemma. Thus Tiu(l1) # 0 mod m}“MT_; so,
we may assume that © € u(l).

Regard ¢~ as an abelian irreducible Z,-representation acting on W regarded as
a Zy-module. By Proposition A.4.1 (3), under the notation there, the Galois group
X[ is cyclic over Wi[[T' x Y]] (I = ##») and surjects onto . Since the action
of Wh[[T' x Y]] factors through Ay, by Proposition A.4.1 (3), U is cyclic over Ay;
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so, we have U = Ay. Thus we conclude p(I1) =U = {(}¢)|a € OA;} inside p(H)
(for a suitable choice of ©). This shows the desired expression for p(I,). By the
same argument applied to p*, we have p(H) contains JUJ ™, T and JTJ~1, and
we obtain the form of p(I,-). O

Proof of Corollary A.1.3. We have by Theorem A.5.1,
pp|1, is indecomposable < (U mod P) # 1 < P{(O).

By Corollary A.2.5, T"M /(0)@y 20 = A /(L, (¥7)), we conclude that P { () <
Pt (L, (¥7)). By Coker(T&w20 — TM@w x T"M&y ) = Aw/(L, (v7)),
we see

P(L; (47)) & P & Spec(TM)  Spec(TM)
as desired. ]
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