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ABSTRACT: We investigate the polariton-mediated electron transfer
reaction in a model system with analytic rate constant theory and direct
quantum dynamical simulations. We demonstrate that the photoinduced
charge transfer reaction between a bright donor state and dark acceptor
state can be significantly enhanced or suppressed by coupling the molecular
system to the quantized radiation field inside an optical cavity. This is
because the quantum light−matter interaction can influence the effective
driving force and electronic couplings between the donor state, which is the
hybrid light−matter excitation, and the molecular acceptor state. Under the
resonance condition between the photonic and electronic excitations, the
effective driving force can be tuned by changing the light−matter coupling
strength; for an off-resonant condition, the same effect can be accomplished by changing the molecule−cavity detuning. We further
demonstrate that using both the electronic coupling and light−matter coupling helps to extend the effective couplings across the
entire system, even for the dark state that carries a zero transition dipole. Theoretically, we find that both the counter-rotating terms
and the dipole self-energy in the quantum electrodynamics Hamiltonian are important for obtaining an accurate polariton
eigenspectrum as well as the polariton-mediated charge transfer rate constant, especially in the ultrastrong coupling regime.

■ INTRODUCTION
Electron transfer (ET) reaction is one of the most ubiquitous
and fundamental chemical reactions that plays a crucial role in a
broad range of chemical processes. The equilibrium rate
constant for the nonadiabatic ET reaction between the
electronic donor and the acceptor states is given by the Marcus
theory1−3
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whereΔG is the ET driving force, λ is the reorganization energy,
VDA is the diabatic electronic coupling between the donor and
acceptor electronic states, and β = 1/kBT (where kB is the
Boltzmann constant). This theory is enormously successful in
predicting an accurate ET rate constant4−9 when the reaction is
in the nonadiabatic regime (βVDA ≪ 1) and when the reaction
coordinate moves quasi-classically, such that the vibrational
quantum effects10−14 do not play an important role. Based on
this simple theory, the charge transfer process can then be tuned
by changing ΔG, λ, or VDA.
It is of both the fundamental and practical interest to

manipulate the charge transfer processes.15 Interesting examples
include (a) coupling the transfer of electron with a proton
through proton-coupled electron transfer (PCET) reac-
tions,16−25 where the proton donor−acceptor vibronic wave
function overlap modulates the diabatic electronic coupling, (b)
fluctuating VDA to mediate the charge transfer kinetics,26−38 (c)

using the temperature difference between the donor and
acceptor to drive charge transfer,39−41 (d) using infrared
excitation to perturb ET,42−44 (e) applying a strong electric
field to induce stark effects to control charge transfer,45−47 (f)
using quantum interference effects to control ET,48−53 (g) using
electron bifurcation54,55 to move electrons from a two-electron
donor to spatially separated acceptors, and (h) using Auger-
assisted processes to couple ET with hole excitation (or hole
transfer with electron excitation).56−59

Coupling molecules to a quantized radiation field inside an
optical cavity has recently shown to open up new paradigms of
controlling photochemical reactivities.60−63 Through the
quantum light−matter interactions, the electronic states of
molecules hybridize with the photonic states inside the cavity,
generating a new set of photon-matter entangled states, so-called
polaritons. The curvatures of these polaritonic potential energy
surfaces can be engineered by tuning the frequency of the
quantized radiation field64−66 or the coupling strength of light−
matter interactions,64,66 thus opening up new possibilities to
control chemical reactions by changing the fundamental
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properties of the quantized radiation field inside an optical
cavity.64,65,67,68 Theoretical investigations play a crucial role in
revealing the new principles in polariton photochemis-
try.64,65,69,70 Recent theoretical studies have shown that
coupling molecular systems to quantized radiation modes can
suppress71 or enhance65,72 photoisomerization reac-
tions,66,71−73 modify potential energy landscapes even in the
absence of any photon in the cavity,65,71,74−76 increase charge
transfer rate,77−79 enhance electron−phonon coupling
strength,80 accelerate singlet fission kinetics,81 control chemical
reactions remotely,82 enhance excitation energy transfer
processes,79,83,84 and create new conical intersections through
light−matter interactions,65,75,85,86 or split one existing elec-
tronic conical intersection into two polaritonic conical
intersections.87

In this paper, we theoretically investigate the polariton-
mediated electron transfer (PMET) reaction in a model
molecular system coupled to the cavity. The molecular system
contains a ground state, a bright donor state, and a dark acceptor
state. To this end, we explore the possibilities of tuning the
driving force ΔG, the electronic coupling VDA or the
reorganization energy λ by changing the properties of quantized
radiation field inside the optical cavity, such as the light−matter
coupling strength, by changing the frequencies of the photon
(hence the detuning of the optical gap and electronic energies),
or by changing the initial photonic-electronic quantum state.
Unlike the previous theoretical work77 that omits the presence
of the dipole self-energy (DSE) or the counter-rotating terms
(CRT), here, we explicitly explore the influence of both terms in
PMET.We find that in the ultrastrong coupling (USC) regime88

(defined as 0.1 < η < 1.0, where η = gc/ωc is the ratio of the light−
matter coupling strength and the photon frequency88), both
terms play an important role in order to obtain an accurate
polariton eigenspectrum and to accurately describe the PMET
rate constant. With the current experimental setup, it is now
possible to achieve the USC regime at the single quantum
emitter limit.89,90 Through direct quantum dynamical simu-
lations and using analytic rate expressions, we demonstrate that
the quantum light−matter interactions can significantly enhance
or suppress the photoinduced charge transfer reactions by
changing the polaritonmodified effective driving force, as well as
the effective electronic coupling between the polaritonic donor
state and acceptor state. This work provides a solid theoretical
foundation to investigate PMET beyond the weak light−matter
interaction regime, as well as demonstrates the possibilities to
exploit intrinsic quantum behaviors of photons to tune charge
transfer chemical reactions.

■ THEORETICAL APPROACHES
Model Hamiltonian. The molecule−cavity interaction is

described by the quantum electric-dipole Hamiltonian, which is
obtained from the Power-Zienau-Woolley (PZW) gauge
transformation91−93 of the minimal-coupling QEDHamiltonian
in the Coulomb gauge. Further assuming the long-wavelength
approximation94 gives the Pauli−Fierz (PF) nonrelativistic
QED Hamiltonian94−96 which has been recently used to
investigate cavity QED-mediated photochemistry.69,96,97 The
complete derivation of this Hamiltonian is provided in Appendix
A.
The light−matter hybrid system based upon the PF QED

Hamiltonian is described as follows

̂ = ̂ + ̂ + ̂H H H Hen p enp (2)

where Ĥen is the electronic-nuclear Hamiltonian of the
molecular system, Ĥp is the photonic Hamiltonian, and Ĥenp
describes the quantum light−matter interactions between the
molecules and the quantized field inside the cavity. Below, we
briefly describe each part of the above Hamiltonian, then
provide the polariton eigenspectrum calculated at different level
of theories, and finally provide the expression of the rate
constant for the polariton-mediated electron transfer (PMET)
process.

Molecular Hamiltonian. The molecular Hamiltonian is
modeled by a three-state system, with a ground state |G⟩, an
optically bright excited state denoted as the donor state |D⟩, and
an optically dark excited state, denoted as the acceptor state |A⟩.
These three states are treated as diabatic states in our model,
based on considering that the electronic couplings between the |
G⟩ state and the excited states (|D⟩ and |A⟩ states) are assumed
to be zero. Furthermore, |D⟩ and |A⟩ are coupled to each other
through electronic couplings; thus, they are considered as
excited diabatic states. The molecular Hamiltonian (electronic
and nuclear part) is expressed as follows

̂ = ̂ + ̂ + ̂H T H Hen s e sb (3)

where T̂s = P̂s
2/2ms represents the kinetic energy operator of the

reaction coordinate Rs (with mass ms and frequency ωs), Ĥe is
the electronic Hamiltonian that describes the state-dependent
part of Ĥen, Ĥsb describes the interaction between the collective
solvent coordinate Rs and a dissipative bath. With these three
diabatic electronic states |α⟩ ∈ {|G⟩, |D⟩, |A⟩}, Ĥe can be
expressed as

∑

∑

α α

ω α α

̂ = | ⟩⟨ | + | ⟩⟨ | + | ⟩⟨ |

+ − | ⟩⟨ |
α

α

α
α

H U V

m R R

( D A A D )

1
2

( )

e DA

s s
2

s
0 2

(4)

Here, we assume that the diabatic surface for each state is a
simple harmonic potential as a function of Rs centered around
Rα
0. In addition, Uα represents a constant diabatic energy

associated with state |α⟩, and VDA is a constant diabatic
electronic coupling between the excited donor and acceptor
state. They have the following expressions

α α= ⟨ | ̂ | ⟩ = ⟨ | ̂ | ⟩α αU H R V H( ) ; A De
0

DA e (5)

The driving force ΔG for the ET reaction is

Δ = ⟨ | ̂ | ⟩ − ⟨ | ̂ | ⟩ = −G H R H R U UA ( ) A D ( ) De A
0

e D
0

A D (6)

and the reorganization energy is2,3

λ ω= −m R R
1
2

( )s s
2

A
0

D
0 2

(7)

A physical system that we proposed here for Ĥen is the colloidal
nanocrystal (NC) with an organic molecular acceptor,56,57,98,99

which we plan to theoretically simulate with ab initio electronic
structure calculations and experimentally investigate in future.
NCs are advantageous in this application because they are well-
established electron56,99,100 and hole donors57,98 with long
excited state lifetimes and they have been coupled to several
types of optical cavity,101−103 and achieving the strong and
ultrastrong coupling regimes under the single emitter limit is a
promising ongoing research direction.89,90,104 Furthermore,
polaritonic photochemistry in such system is advantageous
since the transition dipole moment between the ground and the
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donor state is large and isotropic due to the spherical symmetry
of the NC.105 Therefore, regardless of the orientation of such
NC system with respect to the field polarization direction, the
quantized radiation modes and the NC always couple to each
other. This is in contrast to other molecular systems where the
rotation of the molecule changes the light−matter coupling
strength and can create polariton induced conical intersec-
tion.86,106

In this work, we assume RG
0 = RD

0 = 0 to simplify our
discussion. This is a reasonable assumption for the NC system,
which has a small Huang−Rhys factor upon photoexcitation
compared to molecular systems.56,107,108 The effects of RG

0 ≠ RD
0

is explored in the Supporting Information. Further, we choose λ

= 0.65 eV,T = 298 K, andVDA = 5meV, and = λ
ω

R
mA

0 2

s s
2 . These

parameters are in agreement with the typical values of NC
coupled to organic molecules.56 In this work, the small
electronic coupling (βVDA ≪ 1 where β = 1/kBT), together
with the quasi-classical behavior of Rs (due to its low frequency
ℏωs ≪ kBT) and the short memory-time for the bath modes
allow using the Marcus theory for obtaining an accurate rate
constant. This is corroborated by the numerical results from our
path-integral quantum dynamics simulations, which does not
have these limitations in the Marcus theory and can provide
accurate charge transfer rate constant.109 In addition, we have
explicitly ignored the electronic couplings between the ground
state |G⟩ and the excited states |D⟩ or |A⟩ ; we assume that the
nonradiative decay from the excited states to the ground state
occurs in a much longer time-scale compared to the PMET
dynamics we investigated here.
The collective solvent coordinate Rs is coupled to a dissipative

environment (phonon bath) modeled by the Caldeira−
Leggett110 system-bath Hamiltonian

∑ ω
ω

̂ = + −H
P
m

m
R

c R
m2 2k

k

k

k k
k

k

k k
sb

2 2
s
2

2

where Rk represents the kth bath mode, with the massmk equal to
ms. The corresponding coupling constant ck and the frequency
ωk are described by an ohmic spectral density ω ζω= ω ω−J( ) e / 0

, with a characteristic frequency ω0 = 10ωs and a friction
constant ζ. Note that the role of the system-bath Hamiltonian is
purely fluctuating Rs, not causing any state-dependent energy
shift. Further, the system-bath Hamiltonian does not impact the
ET dynamics under the Markovian limit (short bath memory),
and the parameters of ζ and ω0 do not explicitly show up in the
rate constant expression in eq 1. Hence, our results are
independent of the particular choice of the parameters in the
spectral density, as long as they are in the Markovian limit such
that memory effects can be safely ignored.
The details of the parameters in Ĥen are provided in Table 1.

Light-Matter Interaction Hamiltonian. The quantized
radiation mode in the optical cavity is described as

ω̂ = ℏ ̂ ̂ +†H a a
1
2p c (8)

where a†̂ and a ̂ are the photonic creation and annihilation
operators, with the frequency ωc.
The NC−molecule subsystem is coupled to the radiation

mode through the following interaction

μ ϵ μ ϵω
ε ε

̂ = ℏ ̂ · ̂ ̂ + ̂ + ̂ · ̂†H a a
2

( )
1

2
( )enp

c

0 0

2

(9)

where μ̂ is the total dipole operator of the NC−molecule system
(electrons and nuclei), is the effective quantization volume of
the cavity, ϵ ̂ is the unit vector along the polarization direction of
radiation mode (see Appendix A for details). Using the photonic
coordinate ω̂ = ℏ ̂ + ̂†q a a/2 ( )c and momentum operator

ω̂ = ℏ ̂ − ̂†p i a a/2 ( )c , one can write down the light−matter
interaction as follows

μ ϵω
ω ε

̂ + ̂ = ̂ + ̂ + ̂ · ̂H H p q
1
2

1
2

1 1
p enp

2
c
2

c 0

2

The second term in Ĥenp of eq 9 corresponds to the quadratic
dipole self-energy (DSE), which has shown to be important in
the USC regime of cavity QED.94 The DSE term arises from the
PZW transformation that explicitly mixes the electronic and
photonic degrees of freedom.69,94 This term describes how the
polarization of thematter system acts back on the photon field,69

which has not been extensively considered in polaritonic
photochemistry. In a two-level system with no permanent
dipole moment, this term causes a constant energy shift, and
therefore can be ignored, as commonly done in the Jaynes−
Cummings (JC) model or the Rabi model. However, beyond
two-level systems, this term can cause state-dependent energy
shifts and therefore can play an important role in the polaritonic
quantum dynamics.
We assume that the NC−molecule subsystem is charge

neutral, and the donor and acceptor electronic states do not
possess any permanent dipole moment. We further assume that
the transition dipole moment between the ground state and the
optically dark acceptor state is zero, and the transition dipole
between the donor and the acceptor state is also zero. This is
because, for both |D⟩ and |G⟩ states, the transferring charge is
confined on the NC, causing a large transition dipole between
these two states. For the |A⟩ state, the charge is localized on the
acceptor molecule, which is spatially separated from the charge
density of |D⟩ and |G⟩ state, resulting in nearly zero transition
dipoles among them. This assumption is further validated by the
experimental observations that no apparent optical transitions
occur56,99 from |G⟩ to |A⟩ or from |D⟩ to |A⟩. Under these
simplifications, the dipole moment operator in the diabatic
representation becomes μ̂ = μGD(|D⟩⟨G| + |G⟩⟨D|), where μGD is
the transition dipole moment between the ground and the donor
state. Thus, the projected dipole operator along the field
polarization direction, μ̂ ≡ μ̂·ϵ ̂ is expressed as follows

μ ϵ μ ϵμ

μ

̂ ≡ ̂ · ̂ = · ̂ | ⟩⟨ | + | ⟩⟨ |

≡ | ⟩⟨ | + | ⟩⟨ |

( D G G D )

( D G G D ),

GD

0 (10)

Table 1. Parameters Used for the Molecular System

parameter value (unit)

β 298 (K)
ζ 25.789 (ps)
ms 0.265 (ps2)
ωs 14.498 (ps−1)
λ 0.65 (eV)
VDA 0.005 (eV)
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where we have defined μ0 through the above equation. The
light−matter coupling in eq 9 is defined as

μ ϵω
ε

ω
ε

μℏ ≡ ℏ · ̂ ≡ ℏ
g

2 2c
c

0
GD

c

0
0

(11)

Note that in general, μGD·ϵ ̂ depends on the nuclear coordinate
and the orientation of transition dipole with respect to the cavity
polarization mode. Here, this quantity is assumed to be
independent of the nuclear coordinate as well as independent
of the orientations of the dipole with respect to ϵ ̂ because of the
isotropic transition dipole carried by the colloidal nanocrystal.
The light−matter interaction Hamiltonian Ĥenp in eq 9 for the

model system is now expressed as

σ σ

̂ = ℏ | ⟩⟨ | + | ⟩⟨ | ̂ + ̂ + ̂

≡ ℏ ̂ + ̂ ̂ + ̂ + ̂

†

† †

H g a a H

g a a H

( D G G D )( ) ,

( )( )

enp c ds

c ds (12)

where we have introduced the following excitation and de-
excitation operators for the NC−molecule system

σ σ̂ ≡ | ⟩⟨ | ̂ ≡ | ⟩⟨ |† D G ; G D (13)

It is easy to verify that σ̂†|G⟩ = |D⟩⟨G|G⟩ = |D⟩, σ̂|D⟩ = |G⟩, and
σ̂†|D⟩ = σ̂|G⟩ = 0, because |D⟩ and |G⟩ are orthogonal diabatic
states.
The DSE operator μ ϵ̂ = ̂ · ̂εH ( )ds

1
2

2
0

is expressed as

ω
ω

ε
μ

ω

̂ =
ℏ

ℏ | ⟩⟨ | + | ⟩⟨ |

=
ℏ

| ⟩⟨ | + | ⟩⟨ |

H

g

1
2

( G D D G )

( D D G G ),

ds
c

c

0
0

2

c
2

c (14)

with μ0 and ℏgc defined in eq 10 and eq 11, respectively. We
further denote the above DSE as ℏξ/2 through the following
definition

ξ ωℏ = ℏg2 /c
2

c (15)

With the above terms, Ĥenp (eq 12) in eq 12 can now be
expressed as

ξ
̂ = ℏ | ⟩⟨ | + | ⟩⟨ | ̂ + ̂

+ ℏ | ⟩⟨ | + | ⟩⟨ |

†H g a a( D G G D )( )

2
( D D G G )

enp c

(16)

Note that because we assume μGA = 0 and μDA = 0 in our
model, the photon-dressed acceptor state |A, n⟩ does not carry
the DSE, i.e., ⟨A, n|Ĥds|A, n⟩ = 0; only the |D, n⟩ and |G, n⟩ states
do.
Polaritonic Hamiltonian. We further define the polaritonic

Hamiltonian Ĥpl as follows

ω σ σ
ξ

̂ = ̂ ̂ ̂ + ̂ + ̂

= ̂ ̂ ̂ + ℏ ̂ ̂ + + ℏ ̂ + ̂ ̂ + ̂

+ ℏ | ⟩⟨ | + | ⟩⟨ |

† † †

H H H H

H a a g a a
1
2

( )( )

2
( D D G G ),

pl e p enp

e c c

(17)

where Ĥe (eq 4) is the electronic part of the Hamiltonian, Ĥp (eq
8) is the photonic Hamiltonian, and Ĥenp (eq 16) describes
matter-field interactions. Note that we use the projection

operator ̂ = | ⟩⟨ | + | ⟩⟨ |G G D D to confine Ĥe within the {|G⟩, |
D⟩} subspace. Thus, we do not consider the electronic acceptor
state |A⟩ in Ĥpl, and only focus on the optically bright part of the
Hamiltonian that spans in the subspace of {|G, n + 1⟩, |D, n⟩}.
Excluding the acceptor state also allows us to analytically obtain
the eigenspectrum of Ĥpl. We make this choice based on the fact
that, in our model system, the acceptor states do not directly
couple to the cavity through Ĥenp (eq 12) but only indirectly
through the electronic coupling VDA. This is a valid assumption
when the electronic coupling is much smaller than the light−
matter coupling strength, VDA ≪ ℏgc. When the electronic
coupling is comparable or even larger than the light matter
coupling, the acceptor state |A, 0⟩ is coupled to the donor state |
D, 0⟩ through VDA, and the donor state |D, 0⟩ also couples to |G,
1⟩ through the light−matter interaction ℏgc. Thus, the acceptor
state is effectively coupled to the photonic excitation of the
cavity |G, 1⟩, even though the acceptor state does not carry any
transition dipole. For this regime, direct quantum dynamics
simulation is used to explore the polariton photochemical
reactivities when all of these states are mixed. The idea of using
both light−matter couplings and the electronic couplings can
also be generalized to other NC−molecular systems that involve
many NCs or acceptor molecules, such that the effective
communications between the matter and the cavity can be
extended across the entire hybrid systems.
Using the electronic-photonic basis {|α, n⟩} = {|α⟩⊗ |n⟩}, eq

17 is expressed as

∑

∑

∑

ω ξ α α̂ = + + ℏ + ℏ | ⟩⟨ |

+ + ℏ [| ⟩⟨ + | + | + ⟩⟨ |]

+ + ℏ [| ⟩⟨ + | + | + ⟩⟨ |]

α
αH H R n n n

n g n n n n

n g n n n n

( )
1
2 2

, ,

1 D, G, 1 G, 1 D,

1 G, D, 1 D, 1 G,

n

n

n

pl
,

s c

c

c

where {|α⟩} ∈ {|G⟩, |D⟩} is the electronic states, {|n⟩} is the
Fock state of the radiation mode, and Hα(Rs) = ⟨α|Ĥe(Rs)|α⟩ =
1/2msωs

2(Rs − Rα
0)2 + Uα.

The eigenstate of Ĥpl is the so-called polariton state, which is
obtained through the following eigenequation:

̂ |Φ ⟩ = |Φ ⟩ν ν νH R E R R( ) ( ) ( )pl s s s (18)

The polariton states |Φν(R)⟩ can be expressed as linear
combinations of the exciton-Fock basis as follows:

∑ α|Φ ⟩ = | ⟩ν
α

α
νR c R n( ) ( ) ,

n
ns

,
s

(19)

The polariton energies and eigenvectors can be obtained by
numerically diagonalizing Ĥpl’s matrix under the {|α,n⟩} basis, or
exactly111,112 as explained in the next section.
The energy detuning between |G, n + 1⟩ and |D, n⟩ states is

δω ω ωℏ = ℏΔ + [ − − − ]R m R R R R( )
1
2

( ) ( )c s c s s
2

s G
0 2

s D
0 2

(20)

where Δωc represents the electronic-photonic detuning

ω ωΔ = − − ℏU U( )/c c D G (21)

and the second term in eq 20 represents the detuning
contribution from the vibronic coupling difference between
the |G⟩ and |D⟩ states, which leads to the “polaron decoupling
effect” mediated by the cavity.77 We have explored the same
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effect through direct quantum dynamics simulations, with the
results provided in the Supporting Information. For all of the
results presented in the main text, we assume that RG

0 = RD
0 = 0,

which leads to ℏδωc = ℏΔωc.
Figure 1 presents a schematic illustration of the model system

considered in this work. Here, the “matter” part of the system

contains a colloidal nanocrystal (NC) plus an organic acceptor
molecule.104 Note that the figure is out of proportion for the size
of the cavity andNC. The actual size of theNC56 is around 2 nm.
The quantized distance in the FP cavity, on the other hand, is
∼210 nm for ℏωc = 3.0 eV. Thus, for the NC (and the attached
molecule), the quantized field (as well as the vector potential)
can be viewed as a constant field, making the long-wavelength
approximation valid in the electric-dipole Hamiltonian (see
Appendix A). The photon-dressed state |D, 0⟩ (red, electronic
excitation on the NC donor and 0 photons in the cavity) and |G,
1⟩ (blue, 1 photon in the cavity and ground state for the NC−
molecule) hybridize to form the polariton state |+, 0⟩ (magenta)
and |−, 0⟩ (yellow), corresponding to the superposition of
excitation on both the matter and the quantized field. The
optically bright states for the matter-cavity hybrid systems are
these polariton states.60,67 Through the quantum light−matter
interactions, the energies of the |+, 0⟩ and |−, 0⟩ state are split by
the amount ofℏΩR. Hence, they are shifted relative to the energy
of the acceptor state |A, 0⟩ (which is not coupled to the cavity
due to μGA = 0). Thus, the effective electronic driving force from
the polariton states (|+, 0⟩ or |−, 0⟩) to the acceptor state |A, 0⟩
(green, the electron transferred to the molecule) can be tuned,
significantly influencing the charge transfer dynamics.
Polariton Eigenspectrum. So far, we have not introduced

any approximation in the Hamiltonian (eq 2), except for the
long-wavelength approximation that allows one to derive the PF
Hamiltonian (see Appendix A) and the single mode
approximation for the cavity. Below, we outline various
approaches to obtain the polariton eigenspectrum. The
polariton Hamiltonian Ĥpl in eq 17 (in the Pauli−Fierz form)
contains the DSE term. Dropping this term gives the so-called
Rabi model Hamiltonian:

ω σ σ

̂ = ̂ − ̂

= ̂ ̂ ̂ + ℏ ̂ ̂ + + ℏ ̂ + ̂ ̂ + ̂† † †

H H H

H a a g a a
1
2

( )( )

Rabi pl ds

e c c

(22)

The Rabi model can be solved exactly by using the Bargmann
transformation111,113 or by using Bogoliubov transforma-
tions.112 The eigenvalues are the roots of a transcendental
function (Henu function) which does not have analytic
expressions. Nevertheless, the same approach can be used to
exactly solve the Polariton Hamiltonian Ĥpl (eq 17) in our case,
because the dipole self-energy contribution considered here only
involves a constant energy shift (eq 14).
To obtain analytic expressions of the polariton eigenspec-

trum, we begin with the most commonly used rotating wave
approximation (RWA) that ignores the |G⟩⟨D|a ̂ ≡ σ̂a ̂ and |
D⟩⟨G|a†̂ ≡ σ̂†a†̂ terms in Ĥenp (eq 12). We denote the counter-
rotating (CR) Hamiltonian as

σ σ̂ = ℏ | ⟩⟨ | ̂ + | ⟩⟨ | ̂ = ℏ ̂ ̂ + ̂ ̂† † †H g a a g a a( D G G D ) ( )pl
(1)

c c
(23)

The RWA Hamiltonian is thus defined as

ω σ σ
ξ

̂ = ̂ − ̂

= ̂ ̂ ̂ + ℏ ̂ ̂ + + ℏ ̂ ̂ + ̂ ̂

+ ℏ | ⟩⟨ | + | ⟩⟨ |

† † †

H H H

H a a g a a
1
2

( )

2
( D D G G )

pl
(0)

pl pl
(1)

e c c

(24)

where Ĥpl is defined in eq 17. This allows one to easily obtain the
analytical solution of the polariton eigenspectrum. Further
dropping the DSE term under the RWA, the polariton
Hamiltonian reduces to the so-called Jaynes−Cummings (JC)
Hamiltonian

ω σ σ

̂ = ̂ − ̂ − ̂ = ̂ − ̂

= ̂ ̂ ̂ + ℏ ̂ ̂ + + ℏ ̂ ̂ + ̂ ̂† † †

H H H H H H

H a a g a a
1
2

( ),

JC pl pl
(1)

ds pl
(0)

ds

e c c (25)

which has been widely employed in quantum optics and
molecular cavity-QED applications.63,70,77,81,114,115 In the
quantum optics literature, the JC model is obtained by dropping
counter-rotating terms (CRTs) in the Rabi model, with the
Hamiltonian ĤJC = ĤRabi − Ĥpl

(1).
The cavity QED literature116 often characterizes the coupling

strength by using

η
ω

μ ε ω= = ℏ
g

/ 2c

c
0 0 c

(26)

Based on the value of η, the light−matter interaction can be
roughly characterized as the weak to strong coupling regime150

for the range of 0 ≤ η < 0.1, ultrastrong coupling (USC)88

regime when 0.1 ≤ η < 1, and deep strong coupling (DSC)116

regime 1≤ η. In both the USC andDSC regimes, the DSE has to
be included in order to get the correct polariton eigenenergy.94

In this paper, we will focus on the case of weak, strong, and some
part of the USC regime within the range of 0 ≤ η < 0.5.
For a single molecule polariton Hamiltonian with a small

light−matter coupling (gc ≪ ωc), the DSE term becomes less
important (ℏξ≪ ℏgc), and both the PF and the JC Hamiltonian
predict nearly identical results for polariton eigenenergy and the

Figure 1. Schematic illustrations of the polariton-mediated electron
transfer process. Here, |G, 0⟩ represents the ground states of the NC−
molecule−cavity hybrid system; |D, 0⟩ (red) represents the electronic
excitation on the donor, with 0 photons in the cavity; |A, 0⟩ (green)
represents the electronic excitation on the acceptor, with 0 photons in
the cavity; |G, 1⟩ (blue) represents the ground states of the NC−
molecule system, with 1 photon inside the cavity. Through the
molecule−cavity interactions, |D, 0⟩ and |G, 1⟩ hybridize to generate
the polariton states |+, 0⟩ (magenta) and |−, 0⟩ (yellow).
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polariton quantum dynamics. However, the DSE term should be
included in order to guarantee a bounded ground state of the
molecule−cavity hybrid system.94 Without DSE, the Gauge
invariance between the minimal coupling Hamiltonian and the
electric-dipole Hamiltonian will breakdown. Further, in the
recently emerged “ultra-strong” coupling regime between light
and matter,88 these DSE terms play a crucial role. For example,
in an experimental work of using collective effects in molecular
dielectric material for ultrastrong vibrational coupling, Ebbesen
and co-workers have shown that these terms are necessary in the
polariton model Hamiltonian in order to reproduce the
polaritonic dispersion results in their experiments.117 In the
intersubband polaritonic systems118,119 as well as a cavity QED
model,120 it has also been shown that DSE is necessary to be
included to provide the correct equation of motion of the
polaritonic state. Recently experiments with single quantum dot
coupled to the cavity have also made impressive progress
approaching toward the USC regime.89,90

The RWA starts to break down beyond the strong coupling
regime. There are many available approaches to provide
corrections, including the generalized RWA by choosing the
proper basis before carrying the RWA121,122 or mapping the
Rabi model onto a solvable JC-like model by choosing a
variational parameter and omitting multiphoton processes.123

Here, we use a simple perturbation theory124 that treats Ĥpl
(0) as

the 0th order Hamiltonian and Ĥpl
(1) as the perturbation. This is a

conceptually simple approach and it provides accurate enough
results for the range of the coupling investigated here. Below, we
elaborate on these different theoretical treatments, with a brief
summary provided in Table 2.

Rotating Wave Approximation. We start with the
commonly used RWA which ignores the σ̂a ̂ and σ̂†a†̂ terms in
Ĥenp (eq 12). Under this approximation, the RWA Hamiltonian
Ĥpl

(0) (eq 24) can be exactly diagonalized in the 2 × 2 subspace of
{|G, n + 1⟩, |D, n⟩}, giving the following polariton states

θ θ
θ θ

|+ ⟩ = | ⟩ + | + ⟩
|− ⟩ = | ⟩ − | + ⟩

n n n

n n n

, sin D, cos G, 1

, cos D, sin G, 1 ,
c c

c c (27)

where the light−matter mixing angle θc is expressed as follows

θ
ω

=
+

Δ
−n

n g
( )

1
2
tan

2 1

c
c

1 c

(28)

Under the RWA, the ground state |G, 0⟩ is decoupled from the
rest of the states. Note that the presence of DSE does not change
the above eigenfunction in our model system, because it only
brings a constant energy shift for both |G, n + 1⟩ and |D, n⟩ states.
The energy of the photon-dressed acceptor state, on the other
hand, does not contain the DSE due to the zero transition dipole
assumed in our model. The DSE term plays an important role in
reducing the divergence in the Lamb shift calculations91,93 in the

electric-dipole Hamiltonian. Here, we find it might play an
interesting role in the PMET process in the USC regime.
The energy of the |D, n⟩ state is

ω ω ξ

= ⟨ | ̂ | ⟩

= + + + ℏ + ℏ

E n H n

m R U n

D, D,

1
2

1
2 2

,

nD, pl

s s
2

s
2

D c
(29)

and the energy of the |G, n + 1⟩ state is

ω ω ξ

= ⟨ + | ̂ | + ⟩

= + + + ℏ + ℏ
+E n H n

m R U n

G, 1 G, 1

1
2

3
2 2

.

nG, 1 pl

s s
2

s
2

G c
(30)

The corresponding eigenenergies of these polariton states
(under the RWA) are

ω= + ℏΔ ± ℏΩ±E E
1
2 2n n,

(0)
D, c R (31)

where ED,n is defined in eq 29, ℏΔωc is defined in eq 21, and the
Rabi-splitting ΩR is

ωΩ = Δ + +n n g( ) 4( 1)R c
2

c
2

(32)

We emphasize that in the context of the molecular polariton, eq
31 does not represent “energy levels”, but rather “potential
energy surfaces”64 as they are explicit functions of nuclear
coordinate Rs. Further ignoring the dipole self-energy operator
(by setting ℏξ = 0) in the RWA Hamiltonian Ĥpl

(0) (eq 24) leads
to the commonly used Jaynes−Cummings (JC) Hamiltonian
ĤJC (eq 25). The eigenenergies of ĤJC can be obtained as eq 31
with ℏξ = 0.

Perturbative Corrections. Furthermore, we use the RWA
Hamiltonian Ĥpl

(0) in eq 24 (which we know how to solve exactly)
as the 0th order Hamiltonian and treat the CRT in Ĥpl

(1) (eq 23)
as the perturbation. The correction of the polariton eigenspec-
trum is calculated up to the second-order. Our main interest in
this paper is the charge transfer dynamics from the |±, 0⟩ states
to |A, 0⟩ state. Thus, we will only focus on the lowest three
polaritonic states. For the |G, 0⟩ state, the first-order correction
is EG,0

(1) = ⟨G, 0|Ĥpl
(1)|G, 0⟩ = ℏgc⟨G, 0|σ̂

†a†̂ + σ̂a|̂G, 0⟩ = 0. In
addition, we notice that for the coupling ⟨k|Ĥpl

(1)|G, 0⟩ =
ℏgc⟨k|σ̂

†a†̂ + σ̂a|̂G, 0⟩, the only nonzero matrix elements are
those with ⟨k| = ⟨±, 1|, such that ⟨±,1|σ̂†a†̂ + σ̂a ̂ |G, 0⟩ = ⟨±, 1|D,
1⟩. This leads to the second order correction of the ground state
energy as

∑

ω
ω ω

ω ω

=
|⟨ | ̂ | ⟩|

−

=
|⟨+ | ̂ | ⟩|

−
+

|⟨− | ̂ | ⟩|
−

= −
ℏ ℏ + ℏΔ

ℏ + ℏΔ − ω

≠

+ −

ℏ

E
k H

E E

H

E E

H

E E

g

g

G, 0

, 1 G, 0 , 1 G, 0

2
2

2
.

k k
G,0
(2)

G,0

pl
(1) 2

G,0
(0) (0)

pl
(1) 2

G,0 ,1

pl
(1) 2

G,0 ,1

c
2

c

c c

c c c
2

c (33)

For the |±, 0⟩ states, the first-order energy correction is E+,0
(1) =

⟨+, 0|Ĥpl
(1)|+, 0⟩ =ℏgc⟨+, 0|(σ̂

†a†̂+σ̂a)̂(sin θc(0)|D, 0⟩ + cos θc(0)|
G, 1⟩) = 0, and similarly, E−,0

(1) = 0. The coupling matrix elements
are ⟨k|Ĥpl

(1)|+, 0⟩ = ℏgc⟨k|(σ̂
†a†̂+σ̂a)̂(sin θc(0)|D, 0⟩ + cos θc(0)|

Table 2. Various Levels of Theory (Approximation) Used for
Solving the Eigenspectrum of Ĥpl

level of theory Hamiltonian eq

Jaynes−Cummings (JC) ĤJC 25
RWA Ĥpl

(0) 24
perturbation theory (PT) Ĥpl

(0) and Ĥpl
(1) 23 and 24

Rabi ĤRabi 22
Pauli−Fierz (PF) Ĥpl 17
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G, 1⟩) = ℏgc cos θc(0)⟨k |D, 2⟩, indicating that the only nonzero
elements are those with ⟨k| = ⟨±, 2|. With these information, the
second-order energy corrections can be shown as follows

ω
θ

ω ω
ω

ω
θ

ω ω
ω

= −
ℏ ℏ − Ω + Δ

ℏ − ℏΩ −

= −
ℏ ℏ + Ω + Δ

ℏ + ℏΩ −

ω

ω

+

ℏ ℏ

ℏ

−

ℏ ℏ

ℏ

E
g

g

E
g

g

cos (0)
2 (0)

2 (0)
,

sin (0)
2 (0)

2 (0)
,

,0
(2) c

2

c

2
c

c 2 R 2 c

c R c
2

,0
(2) c

2

c

2
c

c 2 R 2 c

c R c
2

c

c

(34)

where both themixing angle θc (n) (eq 28) and the Rabi splitting
ΩR(n) (eq 32) in the above expressions are evaluated with n = 0
photons. The detailed derivations of the above energy
corrections in eqs 33 and 34 are provided in the Supporting
Information.
In quantum optics, the energy shift due to the CRT is

commonly referred to as the Bloch−Siegert shift.123,125 Note
that under the resonance condition (ℏΔωc = 0 and cos θc = sin
θc = 1/√2) as well as when gc/ωc < 1, these second-order
corrections of E(2) are of the same order of magnitude as− ℏgc

2/
2ωc = −ℏξ/4. In comparison, the DSE contributes + ℏξ/2,
which is roughly twice of the Bloch−Siegert shift, with an
opposite sign. One can easily see that without DSE, the
eigenenergy of polariton becomes unbounded. The DSE thus
plays a crucial role to make sure a bounded ground state.95

Therefore, both the CRT correction and the DSE term are
important and must be included, especially in the USC regime.
The Rabi model, which only considers the CRT but not the
DSE, often leads to a larger deviation of the eigenenergy
compared to the exact results.126 The JC model Hamiltonian,
which ignores both CRT corrections and DSE, could potentially
provide even more accurate eigenenergy compared to the Rabi
model.126

The first-order correction for the polaritonic state is

∑|± ⟩ =
⟨ | ̂ |± ⟩

−
| ⟩

= |+ ⟩ + |− ⟩
≠± ±

+ −

k H

E E
k

c c

, 0
, 0

, 2 , 2

k k

(1)

0

pl
(1)

,0

(35)

with only nonzero contributions from those ⟨k| = ⟨±, 2| as we
discussed when calculating E+,0

(2) (see the paragraph above eq 34).
Exact Solution of the PF Hamiltonian. The exact solution of

the Rabi Hamiltonian ĤRabi (eq 22) was first discovered by
Braak111 by noticing that the parity symmetry in the Rabi model
is sufficient to solve the Hamiltonian exactly using bosonic
operators in the Bargmann space.111 Later, it was shown that the
same solution can also be obtained from the Bogoliubov
transformation.112 Because the DSE in Ĥpl only involves a
constant energy shift of ĤRabi, we can directly borrow the exact
solution of the Rabi model and write down the eigenenergy of
Ĥpl. In the work of Braak,

111 an essential component of the exact
eigenspectrum is the root x±,n of the following equation

111,112

∑ ω
ω ω

∓ Δ
−

=
=

∞

±
±

K x
x n

g
( ) 1

/2
0

n
n n

n

n

0
,

c

, c

c

c (36)

where Kn(x) satisfies the recursive relation nKn = f n−1Kn−1 −

Kn−2, and ω= + − +ω
ω

ω
Δ
−( )f x n x( )n

g

g x n

2 1
2 c

( / 2)c

c c

c
2

c
, with the

initial condition K0 = 1 and K1(x) = f 0(x). The exact eigenvalues

of ĤRabi are = + ℏ − ω± ±
ℏ

E E xn n n
g

, D, ,
c
2

c
with ± indicating the

parity of the solution. Note that ED,n contains the dipole self-
energy ℏξ/2 = ℏgc

2/ωc, which exactly cancels the corresponding
negative term in E±,n

ex .
Using these results, the exact eigenvalues of Ĥpl are

= + ℏ± ±E E xn n n,
ex

D, , (37)

with ED,n (which contains the dipole self-energy ℏξ/2 = ℏgc
2/

ωc) defined in eq 29 and x±,n is the solution of eq 36. These are
nonexceptional solutions.111 All of the other exceptional
eigenvalues111 are En

ex = ED,n + nℏωc, under the condition
Kn(nωc) = 0.
Alternatively, the polariton Hamiltonian Ĥpl can be solved by

direct diagonalization of the matrix under the electronic−Fock
basis (electron-photon basis) {|α,n⟩}, with a sufficiently large
Fock basis. It can also be solved by using the extended coherent
states basis which includes many-body correlations through
infinitely many photons in the cavity mode (and it is particularly
useful in the strong coupling regime).85 These schemes all
generate identical numerical results for the lowest three states of
Ĥpl.

Numerical Results. Figure 2 presents three polariton
eigenenergies at Rs = 0 shifted by the zero point energy of the

photon, 1/2ℏωc. They correspond to three polariton states |G,
0⟩, |−, 0⟩ and |+, 0⟩. Figure 2a presents the polaritonic
eigenvalues as a function η = gc/ωc at ℏΔωc = 0 (resonance
condition). Figure 2b presents the polaritonic eigenvalues as a
function of the detuning ℏΔωc with a light−matter coupling
strength ℏgc = 1 eV. The eigenenergies are obtained at various
levels theory (see Table 2), including the JC model (yellow) in
eq 25 that ignores both CRT and DSE, the RWA Hamiltonian

Figure 2. Polariton eigenspectrum of the model system with Rs = 0, (a)
as a function of η = gc/ωc at ℏΔωc = 0 and (b) as a function of the
detuning ℏΔωc (see eq 21 and indicated in this panel) at ℏgc = 1.0 eV
obtained with various levels of theory, including exact solution of PF
Hamiltonian (black dashed), JC Hamiltonian (yellow) that assumes
RWA and ignores DSE, Rabi Hamiltonian (cyan) that ignores DSE,
RWA (magenta) that ignores counter rotating term (CRT), and
Perturbation theory (PT) (red) which treats CRT perturbatively.
These different level of theories are summarized in Table 2.
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(magenta) in eq 24 that ignores the CRT, the Rabi model (cyan)
in eq 22 that ignores the DSE, and the full PF treatment (black
dashed) that includes both the CRT term and DSE. The
perturbation theory (PT) (red) which treat CRT perturbatively
and include the exact DSE provides very accurate polariton
eigenvalue in the range of the parameter regime investigated
here.
In the JC model Hamiltonian (yellow), the ground state does

not shift by increasing η, while the |+, 0⟩ and |−, 0⟩ states linearly
split as a function of η. This behavior can be easily understood by
examining the JC eigenspectrum in eq 31. The Rabi model
(cyan) which only accounts for the CRT, overestimates the
negative energy corrections and incorrectly decreases energies
for all states. Thus, the Rabi model predicts that the ground state
energy becomes unstable. The RWA Hamiltonian (magenta)
that ignores the CRT, but includes the DSE, overestimates the
energy correction in the positive direction and shifts all states up.
The perturbative treatment (red) that includes CRT as
perturbation as well as the DSE performs well and is nearly
identical with the exact PF curve within the range of the η or
ℏΔωc presented here. Note that in Figure 2b, for ℏΔωc < − 0.5
eV, the polariton eigenenergy for |−, 1⟩ becomes lower than that
for |+, 0⟩. As a result, a trivial crossing is formed between the
third and fourth polaritonic eigenenergies as a function of ℏΔωc
at ℏΔωc ≈ − 0.5 eV. For simplicity, these polaritonic
eigenenergies are presented in the Supporting Information
and are not shown here.
From these numerical results, one can see that the overall

contribution from the combined DSE and CRT is positive, as PF
curves lie above the JC curves for all three polariton states. These
results agree with our previous analysis that the CRT roughly
contributes −ℏξ/4, partially compensating the positive shift
caused by DSE which is exactly ℏξ/2. We emphasize that the
PMET rate constant is exponentially sensitive to the driving
force, which directly depends upon the polariton eigenenergies.
Hence, a seemingly small deviation of the polariton energy
obtained from various theoretical treatments can cause a large
quantitative difference in the PMET rate constant (up to an
order of magnitude, as shown in our numerical simulations).
Thus, it is crucial to carefully include all contributions in the
light−matter interactions for an accurate PMET rate.
Polariton Mediated Electron Transfer. For the bare

molecular system (quantum dot plus the molecule), we assume
that the photoexcitation leads to a Franck−Condon transition
from the ground state |G⟩ to the optically bright donor state |D⟩.
For a molecular system, FC approximation is valid for
excitations among electronic states when using a short incident
laser pulse to excite the system. Similarly, for a molecule−cavity
hybrid system, FC is also valid for excitations among polaritonic
states, when using a short incident laser pulse to excite the hybrid
system as assumed in this work. Since both |D⟩ and |G⟩ are
centered around Rs = 0 in our model system, the photoexcitation
leads to an equilibrium initial condition for the nuclear
distribution, which allows using the Marcus ET rate expression
in eq 1.
For the NC−molecule−cavity hybrid system, we are

interested in the ET rate from |+, 0⟩ (or |−, 0⟩) state to the
acceptor state |A, 0⟩. For the model system considered here, the
energy of the photon-dressed acceptor state |A, n⟩ (for n≥ 1) are
far detuned from the rest of the polariton eigenspectrum, thus
the electron transfer rate constant to these acceptor states are
negligible in our model study, allowing us to focus on |A, 0⟩ as

the final state. This acceptor state has the energy EA = ⟨A, 0|Ĥ|A,
0⟩ with the following expression

ω ω= − + + ℏ
E m R R U

1
2

( )
2A,0 s s

2
s A

0 2
A

c
(38)

For the model considered here, the photon-dressed state |G,
1⟩ has the same minimum as the |D, 0⟩ state (because RG

0 = RD
0 ),

producing the polariton state |±, 0⟩ with the same potential
energy minimum. The initial photoexcitation from the |G, 0⟩
state to the |±, 0⟩ state will lead to an equilibrium nuclear initial
condition for the photoinduced system.
Assuming the equilibrium and quasi-classical nuclear initial

conditions upon photoexcitation, we can use theMarcus Theory
to describe the charge transfer rate between |±, 0⟩ state to the |A,
0⟩ state. The polariton-mediated electron transfer (PMET) rate
constant is expressed as

πβ
λ

β λ
λ

= | |
ℏ

− Δ +±
± ±

k
V G

exp
( )

4c
c

2
c

2

(39)

whereΔGc
± is the polariton-mediated driving force between the |

A, 0⟩ state (eq 38) and the |±, 0⟩ state

Δ = −±
±G E R E R( ) ( )c A,0 A

0
,0 D

0
(40)

and Vc
± is the polariton-mediated coupling

= ⟨ | ̂ |± ⟩±V HA, 0 , 0c e (41)

Because the acceptor state does not carry any transition dipole,
the matter-cavity coupling Hamiltonian Ĥenp (eq 16) does not
provide any coupling between polariton states and the |A, 0⟩
state. This is why polariton-mediated effective coupling Vc

± only
comes from the electronic Hamiltonian operator Ĥe (defined in
eq 4).
By using eq 40 to describe PMET processes, we have not

considered the photon decay in the cavity (10−50 ps in a
photonic crystal cavity127,128 and 10 ps in metal nanoparticle
cavity arrays129), nonradiative decay of the excitation of matter
(1−10 ns for NCs127,128), or the phonon-assisted upper to lower
polariton population transfer.127,130−132 The former two decay
channels are slower than most of the PMET rate we considered
here, thus we have ignored these two channels. Future studies
will use direct PLDM quantum dynamics simulations to
incorporate the photon leaking channel through either
phenomenological modeling133,134 or with the photon bath
that couples to the cavity mode.135 The upper to lower polariton
transfer process can be assisted by the presence of
phonon.127,130,131 The upper and the lower polariton states
(which are the eigenstates of Ĥpl) are coupled to each other
through the nuclear kinetic energy operator, and more explicitly,
the nonadiabatic coupling ⟨−, 0|∇|+, 0⟩, where∇≡ ∂/∂Rs is the
nuclear gradient operator, as well as the second-derivative
coupling. With the simple JC model Hamiltonian, it can be
shown that75 the derivative coupling is ⟨−, 0|∇|+, 0⟩ = (1 − χ)/
4gc·∇[ED(Rs) − Eg(Rs)] − (χ/Δωc)·∇gc(Rs), where χ = Δωc

2/
(4gc

2 +Δωc
2). Thus, the phonon can couple the upper and lower

polariton surfaces by potential curvature offset between the
ground and excited electronic states (through ∇[ED(Rs) −
EG(Rs)]), as well as by the nuclear dependence of the light−
matter interaction (through the∇gc(Rs) term). In ourmodel, we
assume that both ∇[ED(Rs) − Eg(Rs)] and ∇gc(Rs) equals to 0
(because we assume that the |G⟩ and |D⟩ state have the same
curvature and a zero Huang−Rhys factor) leading to no
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coupling between the upper and lower polariton states (under
the RWA). In a real system, of course, the Huang−Rhys factor is
not exactly zero, and future investigations will explicitly explore
the phonon-assisted polariton population transfer during
PMET. Nevertheless, existing experimental studies have
suggested that the lifetime of the upper polariton can be as
long as 20−60 ps under the resonance condition (at a relatively
low temperature below 30 K),127,128 much longer than the
typical upper polariton lifetime for organic molecules coupled to
the cavity60,136 which is typically in a range of 50−150 fs.
On the basis of various levels of theoretical descriptions of the

polariton eigenspectrum (as summarized in Table 2), we
provide the detailed expressions of the polariton-mediated
driving force and electronic coupling. We note that other similar
expressions of PMET rate have been recently developed to
investigate polariton-mediated electron transfer reac-
tion.77,78,137 Differently from these previous works, here, we
explicitly consider the effects of the CRT and the DSE, both of
which play an important role to correctly describe the polariton
eigenenergy and hence, PMET rate constant in the ultrastrong
coupling regime.
We emphasize that for the charge transfer model systems

studied in this work, even the simplest Marcus theory is
adequate to provide accurate rate constant, because of the weak
donor−acceptor electronic coupling, quasi-classical behavior of
Rs, and short memory-time for the bath modes. This is
corroborated by the numerical results from our path-integral
quantum dynamics simulations, which does not have these
limitations in Marcus theory and can provide accurate charge
transfer rate constant.109 Hence, we take advantage of the
conceptually simple Marcus theory to investigate the influence
of the light−matter coupling on charge transfer kinetics. The
above-mentioned limitations, however, can be conveniently
addressed by using more accurate and advanced ET theories.
The same analyses we have done in this work can be easily
generalized and incorporated into those alternative ET rate
theories to describe PMET processes. These recent theories and
approaches are briefly outlined in the Supporting Information.
Rotating Wave Approximation. Assuming the RWA, the

cavity-mediated driving force is

ξ ω

Δ = −

= Δ − [ℏ + ℏΔ ] ∓ ℏΩ

±
±G E R E R

G

( ) ( )

1
2

1
2

,R

c A,0 A
0

,0
(0)

D
0

c (42)

where we have used the results in eq 31 and eq 38. One can see
that the DSE explicitly contribute to the PMET driving force.
This is because that the transition dipoles μGD = μ0 and μGA = 0
are different, leading to a finite difference of DSE associated with
different states.
Under the RWA, the cavity-mediated electronic couplings

between |±, 0⟩ and |A, 0⟩ states are

θ θ
θ

θ θ
θ

= ⟨ | ̂ |+ ⟩

= ⟨ | ̂ [ | ⟩ + | ⟩]
= ·

= ⟨ | ̂ |− ⟩

= ⟨ | ̂ [ | ⟩ − | ⟩]
= ·

+

−

V H

H

V

V H

H

V

A, 0 , 0

A, 0 sin (0) D, 0 cos (0) G, 1

sin (0) ,

A, 0 , 0

A, 0 cos (0) D, 0 sin (0) G, 1

cos (0) .

c e

e c c

c DA

c e

e c c

c DA (43)

Here, we have used the fact that ⟨A, 0 |Ĥe|D, 0⟩ = ⟨A|Ĥe|D⟩⟨0|0⟩
= VDA and ⟨A, 0|Ĥe|G, 1⟩ = ⟨A|Ĥe|G⟩⟨0|1⟩ = 0 (because ⟨0|1⟩ =
0, and we also assume ⟨A|Ĥe|G⟩ = 0 in our model). The mixing
angle θc(n) is given in eq 28 (with n = 0 case).
Under the RWA-level description, the cavity QEDprocess can

mediate the charge transfer reaction by modifying the driving
force ΔGc

± (eq 42) and the effective electronic coupling Vc
± (eq

43). This suggests that the ET dynamics can be mediated by
changing the photon frequency ωc (thus changing the detuning
Δωc inΔGc

± and the mixing angle θc in Vc
±), as well as the light−

matter coupling strength ℏgc (thus changing the Rabi splitting
Ωc and dipole self-energy ℏξ/2 in ΔGc

±). Thus, coupling
molecules to a cavity opens up new possibilities to control ET
kinetics by using fundamental properties of quantum light−
matter interactions.
Because that the mixing angle appears as sin θc or cos θc in Vc

±

(eq 43), the mixing among various photon-dressed states always
decrease the electronic coupling (since |cos θc|≤ 1 and |sin θc|≤
1). This is due to the fact that only |D⟩ state is electronically
coupled to the |A⟩ state, whereas |G⟩ does not; thus, mixing |G,
1⟩ with |D, 0⟩ effectively reduces the electronic coupling
between the |±, 0⟩ and |A, 0⟩ state. This effect alone will reduce
the ET rate due to the quadratic dependence of the Vc

± in kc
± (eq

39). On the other hand, forming polaritons significantly change
the driving force ΔGc

± (eq 42), which exponentially impacts the
PMET rate, enhancing or suppressing it depending on the sign
of ΔGc

± + λ, (i.e., the Marcus turnover). The competition
between the effect of Vc

± and ΔGc
± + λ provides exciting

opportunities to alter the fundamental charge transfer kinetics.
In this sense, the PMET process is akin to the proton-coupled
electron transfer reaction (PCET), whereas in PCET, the
presence of quantized vibrational levels of the transferring
proton mediates both the effective vibronic couplings as well as
the effective state-to-state driving force.17,18

By setting ξ = 0, the RWAHamiltonian Ĥpl
(0) reduces to the JC

Hamiltonian ĤJC (eq 25) that ignores the DSE. The polariton-
mediated driving force in eq 42 becomes the corresponding
driving force in the JC model ΔGJC

± = ΔG − ℏΔωc/2 ∓ ℏΩR/2,
whereas the polariton-mediated electronic coupling in eq 43
remains unchanged.

Perturbative Treatment. Explicitly considering the counter-
rotating wave terms Ĥpl

(1) through the perturbation theory, and
include the dipole self-energy, the polariton-mediated driving
force is

ξ ω

Δ = − +

= Δ − [ℏ + ℏΔ ] ∓ ℏΩ −

±
± ±

±

G E R E R E R

G E R

( ) ( ( ) ( )),

1
2

1
2

( ),R

c A,0 A
0

,0
(0)

D
0

,0
(2)

D
0

c ,0
(2)

D
0

(44)

with E±,0
(0) and E±,0

(2) expressed in eq 31 and eq 34, respectively.
Furthermore, the first-order correction to the polaritonic

states |±, 0⟩(1) only introduces additional contributions from |±,
2⟩, as suggested in eq 35. Thus, the |±, 0⟩(1) does not couple to |
A, 0⟩ state due to the different number of photons. As a result,
the polariton-mediated electronic coupling remains unchanged

= ⟨ | ̂ [|± ⟩ + |± ⟩ ]

= ⟨ | ̂ [|± ⟩ + |+ ⟩ + |− ⟩]

= ⟨ | ̂ |± ⟩

±

+ −

V H

H c c

A H

A, 0 , 0 , 0

A, 0 , 0 , 2 , 2

, 0 , 0 .

c e
(1)

e

e (45)
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Note that the |±, 2⟩ states do couple to the |A, 2⟩ state. However,
the energy of the |A, 2⟩ state (2ℏωc = 6 eV higher than the |A, 0⟩
state) is off-resonance with the rest of the states, and as a result, it
does not contribute to the overall ET rate in the range of
parameters considered here.
Exact Polariton Eigenstates. Consider the exact polariton

eigenspectrum, the polariton-mediated driving force is ex-
pressed as

Δ = −±
±G E R E R( ) ( )c A,0 A

0
,0

ex
D
0

(46)

where E±,0
ex (eq 37) is the exact eigenstate of Ĥpl. The exact

polariton eigenvector |±, n⟩(ex) can be obtained by using
extended coherent state approach,85 or a large set of electronic-
photonic basis {|α, n⟩}. Using the exact eigenvector we can
compute the electronic coupling Vc

± = ⟨A, 0|Ĥe|±, n⟩
(ex). In this

work, we have used a large set of photonic basis (n = 10−15) to
converge these low-lying eigenstates, and we find the PMET rate
constant based on the perturbative polariton eigenspectrum to
agree well with the PMET rate constant with the exact solution.
Quantum Dynamics Simulations. To simulate polariton

quantum dynamics, we extend the utility of dynamics
approaches that were originally developed for molecular systems
to describe the nonadiabatic transitions among polariton states,
i.e., the electron-photon hybridized states. In particular, we
apply the partial linearized density matrix (PLDM) path-integral
approach138 to propagate the quantum dynamics of the
molecule−cavity hybrid system. PLDM is an approximate real-
time path-integral method that has been successfully applied to
investigate various nonadiabatic processes,139−142 including
excitation energy transfer143 and charge transfer109 across a
broad range of coupling strength. A brief summary of this
approach, together with the numerical details of the simulations
are provided in the Supporting Information. Note that the direct
quantum dynamics simulation does not assume any a priori
assumptions of the coupling strength for ℏgc or VDA.
Here, we compute the time-dependent reduced density

matrix of the light−matter hybrid system

ρ ρ= [ ̂ | ⟩⟨ | ]̂ ℏ − ̂ ℏt i j( ) Tr (0)e eij
iHt iHt

R
/ /

(47)

where, Ĥ is the total Hamiltonian (eq 2), TrR represents the
trace over the nuclear DOF, and ρ̂(0) represents the initial total
density operator of the molecule−cavity hybrid system, and {|i⟩,
|j⟩} ∈ {|α, n⟩}. In general, the charge transfer rate constant can
be obtained by using the flux-side correlation function formalism
k =Qr

−1limt→tpTrR[ρ̂F̂e
iĤt/ℏĥe−iĤt/ℏ], where the side operator ĥ =

∑n|A, n⟩⟨A, n| represents the dividing surface distinguishing
reactant and product (where n is the number of the photon in
the cavity), F̂ = i/ℏ[Ĥ, ĥ] is the flux operator, tp is the plateau
time of the correlation function, ρ̂ = e−βĤ is the thermal density
operator, and Qr = Tr [ρ̂ĥ] is the reactant partition function.
PLDM has shown to provide accurate flux-side correlation
function and predict an accurate rate constant across a wide
range of parameters.109,143 In this work, on the other hand, we
obtain the rate by fitting144,145 the population dynamics
computed from PLDM (eq 47), with the details provided in
the Supporting Information.

■ RESULTS AND DISCUSSIONS
In this section, we present the PMET rate obtained from both
the analytic rate expression from eq 39 as well as from direct
quantum dynamics simulations. For the analytic rate with the PF

Hamiltonian, the polariton eigenspectrum is obtained with the
perturbation theory and the polariton-mediated driving force
and coupling are calculated based upon eq 44 and eq 45,
respectively; for the analytic rate with the JC Hamiltonian, these
quantities are calculated based upon eqs 42 and 43.
Figure 3 demonstrates the influence of the quantum light−

matter interaction on the charge transfer rate constant at various

electronic driving forces ΔG. The light−matter coupling
strength is set to be ℏgc = 0.2 eV, the frequency of the cavity
is ℏωc = 3.0 eV, and the detuning is set to be ℏΔωc = 0. In this

case, <ω 0.1
gc
c

; thus, DSE as well as the CR correction E±,0
(2) has

negligible effects on the polariton energies and the PMET
dynamics. The polariton-mediated driving force (given in eq 44)
u n d e r t h i s c o n d i t i o n i s

Δ = Δ − ∓ ℏ − ≈ Δ ∓ ℏξ± ℏ
±G G g E G gc 2 c ,0
(2)

c.

Figure 3a depicts the electron transfer model system, which
includes an optically bright excited donor state |D⟩ centered
around Rs = 0, and a dark acceptor state |A⟩ displaced by RA

0

along the reaction coordinate Rs and shifted by the driving force
ΔG. The ground state |G⟩ of the molecular system is also
centered around Rs = 0. The photon-dressed states considered
here include |G, 1⟩ which corresponds to the ground state of the
molecule with 1 photon in the cavity (yellow solid line in Figure
3a), |D, 0⟩ (black dashed line) and |A, 0⟩ (black solid line) which
are the donor and acceptor state with 0 photons in the cavity,
respectively. The |G, 1⟩ state is vertically shifted in energy with
ℏωc and in resonance with |D, 0⟩. Through the light−matter
coupling ℏgc, the optically bright |D, 0⟩ state hybridizes with |G,
1⟩ and generates |+, 0⟩≈ [|G, 1⟩ + |D, 0⟩]/√2 (red dotted line)
and |−, 0⟩≈ [|G, 1⟩− |D, 0⟩]/√2 (green dotted line) states that

Figure 3. Modifying electron transfer rate through quantum light−
matter interactions. (a) Potential energy surfaces of |A, 0⟩ (solid black),
|D, 0⟩ (dashed black), and |G, 1⟩ (yellow solid line) states and the
polaritonic states |+, 0⟩ (dotted red line) and |−, 0⟩ (dotted green). (b)
Electron transfer rate constant from |+, 0⟩ (red) or |−, 0⟩ (green) to the
|A, 0⟩ state when the NC−molecule is coupled with the cavity at a
light−matter coupling strength ℏgc = 0.2 eV, compared to the electron
transfer rate constant (black) in the bare NC−molecule system from
the |D⟩ state to the |A⟩ state. The rate is presented as a function of the
electronic driving force ΔG, obtained from both the PLDM quantum
dynamics simulations (dotted) and with analytic rate expression (solid
line). (c) Charge transfer rate as a function of ϕ under the initial
condition |ψ0⟩ = cos ϕ|+, 0⟩ + sin ϕ|−,0⟩ at ℏgc = 0.2 eV and ΔG =
−0.45 eV.
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are split by ℏΩR. These two polariton states (when RWA is valid
for a small ℏgc) contains an equal superposition of the electronic
excitation (of the NC−molecular system) and the photonic
excitation (of the quantized mode in the cavity). In the coupled
NC−molecule−cavity system, the optically bright states |+, 0⟩ or
|−, 0⟩ can be populated through photoexcitation.67 The
acceptor state is coupled to the polariton state through ⟨±, 0|
Ĥpl|A, 0⟩ ≈ VDA/√2, because |+, 0⟩ and |−, 0⟩ only contains 1/
√2 component of the donor electronic state which is directly
coupled to the acceptor state through the electronic coupling. By
photoexcitation of the hybrid system to its upper polariton state,
we can tune the effective driving force of the PMET process by
changing the light−matter coupling strength. This will have a
significant impact on the charge transfer kinetics, as the rate
constant is exponentially sensitive to the driving force (or
reorganization energy). The overall PMET rate constant is
influenced by a competition of the modified driving force and
the reduced effective coupling.
Figure 3b presents the ET rate of the isolated NC−molecular

system (black), and the polariton-mediated electron transfer
rate when coupling the NC−molecule to the cavity, with the
initial excitation to the |+, 0⟩ state (red) or the |−, 0⟩ state
(green). The rate is presented as a function of the negative
electronic driving force − ΔG (not to be confused with the
polariton-mediated driving force ΔGc

±), obtained from both the
analytic rate expression (solid line) and PLDM quantum
dynamics simulations (dotted). For the bare NC−molecular
system (black), the rate constant is described by the Marcus
theory (eq 1), with a well-known parabolic shape in the
logarithmic scale and a maximum of log k at−ΔG = λ = 0.65 eV.
When coupling the NC−molecule with the cavity under the
resonance condition ℏΔωc = 0 (and with a negligible DSE and
CRT), the light−matter interaction modifies the driving force as
ΔGc

± ≈ ΔG ∓ ℏgc, and the PMET rate constant maximizes at
−ΔGc

± = λ, or equivalently, −ΔG ≈ λ ∓ ℏgc when exciting the
system to the |±, 0⟩ bright states. This effect is demonstrated in
Figure 3b, with the corresponding maximum of the rate constant
shifted by− ℏgc for the |+, 0⟩ state (red) and by ℏgc for the |−, 0⟩
(green) case, respectively. In addition, the electronic coupling
between the bright polaritonic states |±, 0⟩ and the acceptor
state |A, 0⟩ is Vc

± = cos θcVDA = VDA/√2 (see eq 43), which
reduces the rate by 1/2 due to the quadratic dependence of the
Vc
± in the PMET rate constant (eq 39). Thus, the maximum

PMET rate constant is only 1/2 of the maximum rate constant in
the bareNC−molecule system. On the other hand, forΔG < λ−
ℏgc or ΔG > λ + ℏgc, the PMET rate can be suppressed or
enhanced compared to the bare NC−molecule case.
Figure 3c demonstrates using initial conditions of the

excitation to tune the electron transfer rate constant. Here, the
initial photoexcitation is prepared as a superposition of |+, 0⟩
and |−, 0⟩ states as |ψ0⟩ = cos ϕ|+, 0⟩ + sin ϕ|−, 0⟩. The PMET
rate constant as a function of ϕ at ΔG = −0.45 eV and ℏgc = 0.2
eV is presented in Figure 3c. At ϕ = 0 (or π) and π/2, the initial
state |ψ0⟩ reduces to pure |+, 0⟩ or |−, 0⟩ states, respectively.
Therefore, at these points, the PMET rate constants (denoted
by k+ and k−, respectively) correspond to the values on the green
and red curve at ΔG = −0.45 eV in Figure 3b. The overall rate
constant profile (solid black line in Figure 3c) can be computed
as a weighted sum of k+ and k−, i.e., k = cos

2ϕk+ + sin
2ϕk− = cos

2

ϕ(k+ − k−) + k−, which matches the results from the PLDM
simulations (red dots).
Figure 4 demonstrates using the light−matter coupling to

tune the electron transfer rate constant. Here, theNC−molecule

subsystem with ΔG = 0 (symmetric charge transfer) is coupled
to a cavity under the resonance condition ℏΔωc = 0.
Figure 4a presents the polaritonic surfaces of the |+, 0⟩ and |−,

0⟩ states, color coded according to the light−matter coupling
strength ℏgc (top panel of Figure 4a). With the perturbation
theory (eq 44), the driving force between |±, 0⟩ with |A, 0⟩ is
given by Δ = Δ − ∓ ℏ −ξ± ℏ

±G G g E R( )c 2 c ,0
(2)

D
0 . At a smaller

coupling strength ℏgc < 0.25 eV, the contribution from the DSE
or CRT can be safely neglected, and as a result, the polariton
energies for state |+, 0⟩ and |−, 0⟩ are shifted by an equal amount
of ℏgc with respect to the energy of |G, 1⟩. At relatively large
coupling strengths (ℏgc > 0.25 eV), the contributions from both
the DSE and CRT become important, leading to an asymmetric
splitting of the polariton energies as shown in Figure 4a (which
can also be seen in Figure 2a). The overall positive contribution
from the DSE and CRT terms enhances the splitting in E+ and
suppresses the splitting in EE−.
Figure 4b presents the rate constants as a function of ℏgc, with

the PF Hamiltonian that explicitly considers the DSE and the
CRT (blue) and the JC Hamiltonian that ignores both (red).
The ET rate constant in the bare NC−molecule system is
indicated with the black dashed line. The JC rate constant curve
is symmetric and exhibits an inversion at −ΔGc

+ = λ, giving ℏωc
= λ = 0.65 eV for this model system (under the conditionΔG = 0
and ℏΔωc = 0). On the other hand, the PF rate constant curve is
asymmetric due to the increasing positive contribution from the
combined CRT and DSE terms. For ℏgc < 0.65 eV, the rate
constant obtained from the PF Hamiltonian and the JC
Hamiltonian agrees well with each other since the overall
contribution from the CRT and the DSE is small. Increasing ℏgc
causes a large deviation of the JC rate from the exact rate
obtained with the full PF Hamiltonian (up to 10 times
differences in rate), demonstrating the importance of including

Figure 4. Control electron transfer rate by changing the coupling
strength ℏgc under the resonance condition Δωc = 0 and a zero
electronic driving force ΔG = 0. (a) Polaritonic surfaces |+, 0⟩ and |−,
0⟩, color-coded according to the value of ℏgc (top of the figure). (b)
Electron transfer rate constant with the PF and the JC Hamiltonian,
with the black dash line indicating the ET rate constant for the bare
NC−molecule system.
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DSE and CRT in the USC regime. By tuning the light−matter
coupling strength, one can enhance the rate constant by almost 2
orders of magnitude. We emphasize that the theory and the
simulations do not consider other processes that are coupled to
the ET reaction, such as the hole excitation in colloidal quantum
dot56 (which has been shown to prevent the presence of the
Marcus inverted regime), the phonon-assisted upper to lower
polariton population transfer,127 and radiative and nonradiative
decays of excitations.
Figure 5 presents various PMET regimes under the resonance

condition (ℏΔωc = 0), with nonzero electronic driving forces,

including ΔG = λ (unfavorable uphill ET reaction), ΔG = −λ
(activationless regime) and ΔG = −2λ (inverted regime). The
potentials of these systems are presented in Figure 5a−c, and
Figure 5d−f presents the corresponding electron transfer rate as
a function of ℏgc obtained from the PF and JC Hamiltonian
through PMET expression (solid lines) and direct quantum
dynamics simulations (dots).
Figure 5a presents the case when ΔG = λ (unfavorable uphill

ET reaction), and the electron transfer rate constant for the
NC−molecule system is off the scale in this figure (k ≈
10−12ps−1). The PMET rate constant is significantly enhanced
when the NC−molecule subsystem is coupled to a cavity and is
photoexcited to the |+, 0⟩ state with a large coupling strength
ℏgc, due to the enlarged cavity-mediated driving force ΔGc

+. In
Figure 5d, the electron transfer rate constant computed with the
PF Hamiltonian increases until ℏgc ∼ 1.1 eV and then shows an
inversion when further increasing ℏgc. At such high ℏgc, the
overall contributions of the DSE and the CRT are significant,

and consequently, the rate constant computed with JC
Hamiltonian deviates from those obtained from the full PF
Hamiltonian. Numerical results obtained with quantum
dynamics simulations agree well with the results obtained
from the analytical rate expressions (eq 39). Thus, without the
presence of the cavity (and the quantized mode of the EM field),
there is no apparent charge transfer reaction due to the uphill
driving force; by forming the light−matter hybridized
polaritonic state, the driving force can be significantly changed
to enable ET.
Figure 5b presents the results for a systemwithΔG =−λ, such

that theNC−molecular system is in the activationless regime. By
coupling to the cavity, the PMET rate constant is suppressed
since both bright polariton states |+, 0⟩ and |−, 0⟩ are shifted
away from the activationless region due to the light−matter
interactions. The effective electronic coupling is also reduced by
Vc
± ≈ VDA/√2, which further reduces the rate. The PMET rate

between the |+, 0⟩ and |A, 0⟩ state as a function of ℏgc is
presented in Figure 5e. Photoexcitation to the |−, 0⟩ state
produces a qualitatively similar rate curve and is not shown here.
For the range of ℏgc represented here, the overall contributions
of the DSE term and the CRT is smaller compared to the
previous case.
Figure 5c presents the case whenΔG =−2λ for which the bare

NC−molecular system lies in the Marcus inverted regime.
Under this circumstance, the ET rate can be significantly
enhanced by coupling the NC−molecule subsystem to a cavity
when the hybrid system is photoexcited to the |−, 0⟩ state. The
driving force between the |−, 0⟩ and |A, 0⟩ state isΔGc

− = −2λ−
ℏξ/2+ℏgc+E−

(2) for the PF Hamiltonian (eq 44). As shown in
Figure 2a, for smaller values of the light−matter coupling
strength (ℏgc < 0.25), the energy of the |−, 0⟩ state shifts down
linearly with increasing ℏgc. Ignoring the DSE and the CRT in
the JC Hamiltonian leads only to a linear increase inΔGc

− =−2λ
+ ℏgc (with an increasing ℏgc), causing an inversion at ℏgc = λ as
the ΔGc

− goes back to the normal regime from the originally
inverted regime. On the other hand, at larger values of ℏgc, the
overall contribution from the DSE and CRT shift the polariton
energy in a different direction compared to the light−matter
coupling strength ℏgc. As a result, the PMET rate curve for the
PF Hamiltonian becomes noticeably wider with a peak shifted
by ∼200 meV. Due to the presence of the DSE and CRT, the
PMET rate curve based on the PF Hamiltonian (blue) in Figure
5f does not show a significant inversion of the rate constant in
the range of ℏωc presented here, whereas the PMET rate
constant predicted by the JC model predicts an incorrect
inversion.
So far, we have demonstrated that by changing the light−

matter coupling strength under the resonance condition (ℏΔωc
= 0), one can modify the PMET rate constant by mediating the
effective driving force ΔGc

± (which appears in the exponent of
the PMET rate in eq 39), while keeping the polariton-mediated
coupling Vc

± ≈ VDA/√2 a constant (due to the fact that under
the resonance condition |±, 0⟩≈ [|G, 1⟩ + |D, 0⟩]/√2). On the
other hand, when the cavity frequency ℏωc is off-resonant with
the electronic excitation UD − UG, both Vc and ΔGc

± will be
modified. Below, we show that we can take advantage of this
effect to enhance the PMET rate constant.
In Figure 6, we explore the PMET processes under the off-

resonance condition (when ℏΔωc≠ 0) while keeping the light−

matter coupling as a constant. Because μℏ = ωℏ
ϵ

gc 2 0
c

0
, one

could modify either ϵ0 or in the cavity to maintain a constant

Figure 5. PMET rate with various electronic driving forces ΔG.
Potentials for the polaritonic state |+, 0⟩ (red dots), |−, 0⟩ (green dots)
and photon-dressed states |D, 0⟩ (black dashed line), |A, 0⟩ (black solid
line), and |G, 1⟩ state (yellow solid line). The electronic driving force is
set to be (a) ΔG = λ, (b) ΔG = −λ and (c) ΔG = 2λ, with black arrow
indicates the initial photoexcitation. The corresponding PMET rate is
presented in panels d−f, respectively. The rate is obtained from both
the analytic expression (solid) and the PLDM quantum dynamics
simulation (dots), at the level of the PF Hamiltonian (blue) or the JC
model (red).
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light−matter coupling strength while changing the frequency of
the photon. Below, we demonstrate that the PMET rate
constant can be significantly enhanced by coupling to an off-
resonant cavity mode to tune the polariton-mediated driving
force ΔGc close to − λ (i.e., the activationless regime), even
when the polariton-mediated coupling Vc

± (eq 43) becomes
much smaller due to the relatively small contribution of the |D,
0⟩ state in the |+, 0⟩ state.
Figure 6a presents the potentials of the NC−molecule

subsystem coupled to an off-resonant cavity. For this example,
we set the electronic driving force ΔG = 0 in the bare NC−
molecule system for which the ET rate constant is small. We also
set the cavity frequency to be ℏωc = 3.45 eV, for which the |G, 1⟩
state (solid yellow line) is above the |D, 0⟩ state (black dashed
line) by ℏΔωc = 0.45 eV. The |D, 0⟩ state hybridizes with the |G,
1⟩ state through the coupling ℏgc = 0.2 eV, creating the |+, 0⟩
(red dotted line) and |−, 0⟩ (green dotted line) states which lie
above the |G, 1⟩ state and below the |D, 0⟩ state, respectively. For
electron transfer from the |+, 0⟩ state, the exponent in the rate
constant expression is maximized since −ΔGc

+ ≈ λ, correspond-
ing to the activationless regime. Meanwhile, the polariton-
mediated electronic coupling between the |+, 0⟩ and |A, 0⟩ states
is Vc

+ = sin θcVDA, which is the original electronic coupling VDA
scaled down by sin θc. However, ΔGc

+ (which appears in the
exponent of kc

+) has a more pronounced effect on the PMET rate
constant than the coupling Vc

+ which appears as the prefactor of
the rate expression (with a quadratic dependence). As a result,
the overall rate constant is significantly enhanced by tuning the

frequency of the photon while keeping the light−matter strength
a constant.
Figure 6b presents the PMET rate constant as a function of

the detuning frequency ℏΔωc at several light−matter coupling
strength ℏgc for the model system presented in Figure 6a. The
PMET rate constant is computed from the analytic rate constant
expression in eq 39 (solid lines) or obtained from PLDM
simulations (dots). The contribution of the DSE or the CRT (in
the range of the coupling strength used here) is not significant
and therefore, the rate computed from the JC model and PF
model are essentially the same. Here,we only provide the results
obtained from the PF Hamiltonian. The black dashed line
represents the electron transfer rate between the donor and the
acceptor states in the bare NC−molecule system. At a light−
matter coupling strength of ℏgc = 0.1−0.3 eV, increasing in the
detuning frequency ℏΔωc leads to an enhancement of the
electron transfer rate, until ℏΔωc ≈ 0.5 eV. Further increasing
ℏΔωc causes the polariton-mediated driving force entering into
t h e i n v e r t e d r e g im e ( ξ ωΔ ≈ − ℏ + ℏΔ+G ( )c

1
2 c −

ω λℏΔ + ℏ < −g( ) 4( )1
2 c

2
c
2 ), and with the additional de-

crease in Vc
+, the PMET rate constant decreases significantly,

although it is still much larger than the ET rate in a bare NC−
molecule system.
Figure 6c demonstrates the control of the ET rate constant

with various range of electronic driving forces ΔG by tuning the
photon frequency. The PMET rate is computed from eq 39 with
the PF Hamiltonian by changing ℏΔωc under a constant light−
matter coupling ℏgc = 0.2 eV. For positive detuning frequencies,
the system is photoexcited to the |+, 0⟩ state, and for the negative
detuning frequencies, it is photoexcited to |−, 0⟩ state.
Therefore, enhancing electron transfer through detuning could
become a useful strategy when it is difficult to achieve a very
strong light−matter coupling.
Note that although our theoretical investigations are closely

related to previous studies,77,78 they do provide new insights into
PMET. In ref 77, the focus was placed on the polaron decoupling
effect146 through which the light−matter hybridization of the
photon-dressed ground and the excited states reduce the
effective Huang−Rhys factor (reorganization energy), thus
enhancing the ET rate. In ref 78, the acceptor state is in
resonance with the cavity. Depending on the choice of the
photon frequency ωc, the rate constant can be enhanced in the
inverted regime and is largely unchanged in the normal regime.78

In this work, we demonstrate a different control of the PMET
rate through the hybridization of the |G, 1⟩ and the |D, 0⟩ states,
leading to a significant enhancement or suppression of the rate
constant.
Till now we have explored the PMET reaction with a weak

electronic coupling βVDA ≪ 1. Next, we explore the situation
when the electronic coupling between the donor and the
acceptor state is large, i.e., βVDA ≫ 1. Because of this large
electronic coupling (hence, the ET reaction lies in the adiabatic
regime), the Marcus nonadiabatic ET theory is no longer
adequate to provide an accurate rate. Thus, we will only present
the results of direct numerical simulations from PLDM. Note
that PLDM has proven to provide accurate rate constant for
both the nonadiabatic and the adiabatic ET regimes.109

Figure 7a presents the polariton surface Eν(R), which is the
eigenenergy of the Hamiltonian Ĥpl = Ĥe + Ĥp + Ĥenp. Figure 7b
presents the matrix elements of Ĥpl in the |G, 1⟩ and |D, 0⟩ and |
A, 0⟩ subspace. |A, 0⟩ and |G, 1⟩ do not directly couple to each
other. But both them couple to |D, 0⟩ and as a result they

Figure 6. Controlling ET rate by changing the detuning ℏΔωc. (a)
Potentials for light−matter hybrid states |+, 0⟩ (red dots) and |−, 0⟩
(green dots) at ℏgc = 0.2 eV and ℏΔωc = 0.544 eV. The photon dressed
states are |D, 0⟩ (black dashed line) and |G, 1⟩ (solid orange line), and |
A, 0⟩ (solid black line). (b) Electron transfer rate constant from the |+,
0⟩ state to the |A, 0⟩ state as a function ofℏΔωc at variousℏgc computed
from analytical rate expression (solid lines) as well as PLDM quantum
dynamics simulations (dots). The black dashed line indicates the
electron transfer rate in the bare NC−molecule system. (c) Enhancing
electron transfer rate through the detuning frequency ℏΔωc at various
electronic driving force ΔG and a constant light matter coupling ℏgc =
0.2 eV. The system is photoexcited to the |+, 0⟩ state for positive
detunings and to the |−, 0⟩ state for negative detunings.
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become effectively coupled to each other. Note that this
polariton Hamiltonian is different than one defined in eq 17,
where the projection operator ̂ is used to confine Ĥe within the
{|D⟩, |G⟩} subspace. Here, we do not exclude the acceptor state,
because it is strongly coupled to the donor state |D⟩ with VDA =
100 meV. Because of the strong light−matter interaction
between |G, 1⟩ and |D, 0⟩ state, the |A, 0⟩ state also couples to
the |G, 1⟩ state indirectly through the |D, 0⟩ state. Thus, the
presence of both the strong electronic coupling and the strong
light−matter interactions induce large splittings between the
eigensurfaces and resulting in a strong mixing between |D, 0⟩, |A,
0⟩, and |G, 1⟩ states.
Figure 7c provides the time-dependent population dynamics

of the |A, 0⟩ state at various light−matter coupling strength ℏgc
obtained from the direct PLDM quantum dynamics simulation.
The initial polaritonic wavepacket is prepared in the |+, 0⟩ state
through a Franck−Condon excitation from the |G, 0⟩ state
(indicated by a black arrow in Figure 7a). The presence of the
strong electronic couplingVDA causes a large polariton-mediated
electronic coupling (eq 41) Vc

+ ∼ 70.7 meV between |+, 0⟩ and |
A, 0⟩ states, and induces oscillations in the |A, 0⟩ population. By
increasing the light−matter coupling and hence the Rabi
splitting (i.e., the gap between the |+, 0⟩ and |−, 0⟩ states), the
energy gap between |+, 0⟩ and the |A, 0⟩ state is reduced, and the
magnitude of oscillations become more prominent. This can be
clearly seen at ℏgc = 544 meV (yellow line) where the |+, 0⟩ state
is in the activationless regime, and |A, 0⟩ and |+, 0⟩ states are
strongly mixed due to the resonance condition. The magnitude
of the population oscillation of the acceptor state also increases
with the increasing light−matter coupling strength ℏgc.
Figure 7d presents the time-dependent population dynamics

of the |G, 1⟩, |D, 0⟩, and |A, 0⟩ states at ℏgc = 544 meV. The
initial state |+, 0⟩ (with the solvent coordinate Rs in the Franck−
Condon region) is a superposition of the |G, 1⟩ and |D, 0⟩ states.
The presence of the strong coupling between |+, 0⟩ and |A, 0⟩
(Vc

+ ∼ 70.7 meV) leads to oscillations in the population. The
dissipative nuclear environment leads to a rapid decoherence
process and the population plateaus after 50 fs. Through these

direct simulations, we demonstrate that the strong light−matter
interaction and electronic coupling can induce mixing between
bright polariton state |+, 0⟩ and dark acceptor state |A, 0⟩. Thus,
we envision that a strong electronic coupling between the donor
and the acceptor state can be used to effectively couple
quantized photonic states inside a cavity to the acceptor
molecular state, even through the acceptor does not have a
significant transition dipole and does not directly coupled to the
cavity.
Note that the polariton-mediated charge transfer process

presented in Figure 7 is in a different regime compared to the
previous cases discussed in Figures 3−6. In the weak electronic
coupling case (Figures 3−6), the charge transfer is mediated by
fluctuations of the solvent, and the molecule−cavity interaction
tailors the relative driving force and coupling. In the strong
electronic coupling case (Figure 7), the charge transfer is
induced by polariton-mediated population oscillations, which
happens in amuch faster time scale. One interesting possibility is
to use the light−matter coupling to change the ET regime, from
an originally adiabatic one, to the nonadiabatic regime. This is
because that the PMET effective coupling Vc

± = ⟨A, 0 |Ĥe|±, 0⟩ is
controlled by the donor component |D, 0⟩ in the polariton state |
±, 0⟩ (see eq 43 and eq 45). For a resonance case presented in
Figure 7, |+, 0⟩ = (|D, 0⟩ + |G, 1⟩)/√2, hence effectively reduce
the electronic coupling VDA by 1/√2. On the other hand, VDA
can be further decreased by changing the light−matter detuning,
such that the electronic component is further reduced in the
polariton states. Thus, by changing the light−matter detuning,
one can switch the ET regimes from an originally adiabatic one
to the nonadiabatic one, with the example provided in the
Supporting Information. Coupling to the cavity provided a new
strategy to switch the ET regimes by changing the light−matter
detuning, as opposed to the existing approaches such as
changing the donor−acceptor distance.

■ CONCLUSIONS
We investigate polariton-mediated charge transfer reaction
between a bright donor state of a nanocrystal (NC) and a dark
acceptor state associated with amolecule. By coupling the NC to
an optical cavity, the electronically excited state |D, 0⟩ can
hybridize with the photon-dressed ground state |G, 1⟩ through
quantum light−matter interactions, forming polaritonic states.
We demonstrate that both the effective driving force and the
electronic coupling between these polaritonic states and the
molecular acceptor state can be tuned by changing the photon
frequency (hence the molecule−cavity detuning) and light−
matter coupling strength, providing a new way to enhance or
suppress the electron transfer dynamics. Through direct
quantum dynamics simulations and analytic rate constant
expressions, we demonstrate that forming polariton can (i)
facilitate ET reactions even when the reaction is energetically
uphill, (ii) enhance the rate in the inverted regime, (iii) or
suppress the rate by the initial photoexcitation to the lower
polariton state. Further, we demonstrate that the strong
electronic coupling between the donor and the acceptor states
can be used to effectively couple the quantized photonic state of
a cavity to an optically dark acceptor molecular state. Our results
clearly demonstrate several promising strategies of using the
cavity polariton to mediate charge transfer reactions.
Our theoretical investigations start from the rigorous

nonrelativistic QED Hamiltonian. We perform a systematic
analysis of the accuracy for various commonly used model
Hamiltonians in quantum optics, such as the Jaynes−Cummings

Figure 7. PMET dynamics with a strong electronic coupling VDA = 100
meV. (a) Polaritonic potential with ℏgc = 200 meV, color coded to
represent the excitation charactor. (b) Matrix elements of the polariton
Hamiltonian Ĥpl in the {|A, 0⟩, |D,0⟩, |G,1⟩} subspace. (c) Time-
dependent acceptor population at different coupling strength ℏgc. (d)
Population dynamics of |A, 0⟩, |D, 0⟩, and |G, 1⟩ at high light−matter
coupling ℏgc = 544 meV.
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model that ignores both the counter-rotating terms (CRTs) and
the dipole self-energy (DSE), and the Rabi model that ignores
the DSE. We demonstrate that both the DSE and the CRT are
required to be explicitly considered in order to accurately
describe the polariton eigenspectrum and polariton-mediated
charge transfer rate in the strong and ultrastrong coupling
regimes.88 With the perturbation theory, we show that for the
lowest three polaritonic states, the Bloch−Siegert shift caused by
the CRT is roughly half of the dipole self-energy, with an
opposite sign, and including the DSE guarantees a bounded
ground state.95 The combined effects from the DSE and CRT
enhances the splitting of the upper polariton branch and
suppress the splitting of the lower polariton branch. The current
work significantly complements the previous works in the
direction of PMET,77,78,137 where both the DSE and CRT terms
are often ignored or overlooked. We provide analytic rate
expression of PMET that explicitly considers their contributions,
and demonstrate their importance through numerical examples.
Our proposed PMET experiments and the PMET rate can also
be potentially used as an effective way to measure the Bloch−
Siegert shift and the dipole self-energy in a molecule−cavity
hybrid system. We hope that our study helps to bridge
photochemistry and quantum optics, and inspire future studies
that take advantage of intrinsic QED effects to facilitate new
chemical reactivities and transformations.

■ APPENDIX A: DERIVATION OF THE PAULI−FIERZ
HAMILTONIAN

We provide a brief derivation of the commonly used Pauli−Fierz
nonrelativistic Hamiltonian for light−matter interactions.94,95

We begin by writing the electric field as E(r) = E∥(r) + E⊥(r),
with its longitudinal part E∥(r) that is curl free (irrotational)∇×
E∥(r) = 0, and the transverse part that is divergence free
(solenoidal)∇·E⊥(r) = 0. Themagnetic field is purely transverse
B(r) = B⊥(r), because ∇·B(r) = 0.
By choosing the Coulomb gauge ∇·A = 0 that makes the

vector potential purely transverse, the Hamiltonian of N point
charge particles (including both electrons and nuclei) can be
written as follows

∫
∫
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where the sum includes both the nuclear and electronic DOFs, ri
and pi are the position and momentum of the charged particle i,
with the charge qi and mass mi. Furthermore, A⊥(r), E⊥(r) and
B⊥(r) are the transverse vector potential, electric field, and
magnetic field, respectively. The energy associated with E∥(r)
(the second term in eq 48) is given by
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Here, the first term ∑iϵi
∞ in the third line of eq 49 is a time-

independent infinite quantity that is referred to as the self-energy

(not to be confused with the dipole self-energy), which can be
regarded as a shift of the zero-point energy92 and is dropped in
the last line of the above equation. In short, the coulomb
potential Vcoul(r) emerges from the longitudinal electric field.
The last term in eq 48 is the energy associated with the

transverse fields E⊥(r) and B⊥(r). When charged particles are
placed in a planar Fabry−Peŕot (FB) microcavity, solutions of
A⊥(r), E⊥(r), and B⊥(r) that satisfy the boundary conditions are
considered, and are quantized91,92 as follows:
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Here, j is the index of the quantized radiational mode, aĵ
† and aĵ

are the creation and annihilation operators of photon,
respectively, the frequency for mode j is ωj = c |kj| = jπc/L,
where L is the distance between the mirrors, c is the speed of
light, and j≥ 1 is an integer, kj = |kj|k̂ align in the direction of the
unit vector k̂ that is perpendicular to the mirror surfaces, and

ϵ̂ ⊥ ̂kj is the polarization unit vector for E⊥(r).
Using the above expressions, the energy of the transverse

fields, i.e., the last term in eq 48 is quantized as follows
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where the spatial integral dr3 is done within the effective
quantized volume of the FB cavity.
Assuming that the dimension of the molecular system is much

smaller than the length of the cavity, which is commonly referred
to as the long wavelength approximation, the transverse fields can
be treated as it is spatially uniform, i.e., eikj.r ≈ 1, such that
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With the above approximation, the first term in eq 48 is
expressed as
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Furthermore, we consider only a single mode of the radiation field
along the ϵ ̂ direction (which is commonly referred to as the
single mode approximation in cavity QED), with the frequency
ωc = πc/L(c is the speed of the light, andωc represents the single
mode frequency of the cavity), and the corresponding photonic
creation and annihilation operators a†̂ and a.̂ The single mode
cavity-QEDHamiltonian under the long-wavelength limit in the
Coulomb Gauge is then given as
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The above Hamiltonian is referred to as the “p·A”
Hamiltonian. The disadvantage of using the above Hamiltonian
is that when assuming a two-level approximation in quantum
optics (or a few-state approximation in a truncated Hilbert
space) to describe the molecular system, the gauge invariance
explicitly breaks down even in amoderate light−matter coupling
strength, due to the breakdown of the locality of the potential
energy operator.147 On the other hand, the light−matter
interaction Hamiltonian in the electric-dipole “d·E” form
provide accurate results even when assuming a finite-level
approximation of the molecule.147,148 The difference between
these two descriptions is rooted in the fundamental asymmetry
between the position and the momentum operators. This can be
easily seen by noticing ̂ = [ ̂ ̂ ] = ̂ℏr r H p md /dt , /

i
1 , thus using the

energy representation {|k⟩}, one has ⟨k|[r,̂Ĥ]|l⟩ = iℏm⟨k|p̂|l⟩, i.e.,
⟨k|r|̂l⟩·(El − Ek) = iℏm ⟨k|p̂|l⟩. Even though ⟨k|r|̂l⟩ only has an
appreciable value for those states |k⟩ and |l⟩ that have small
energy differences, themomentum operator in general, does not,
because of the (El − Ek) term that multiplies with the ⟨k|r|̂l⟩.
Thus, the large energy gaps in molecular system does not
guarantee a small matrix element of the p̂ operator,148 hence a
finite-level truncation in the “p·A” Hamiltonian often leads to
large numerical errors. Note that such an asymmetry in r ̂ and p̂
operators disappear for the electromagnetic mode or for a
harmonically bound dipole, where momentum and position
operators are interchangeable.148 However, when the molecular
potential is highly nonharmonic, the gauge invariance is
explicitly broken under the finite-state approximation,147 unless
a complete basis for the molecule is used. Thus, it is often more
convenient to use the dipole gauge when applying the finite-level
approximation for the matter.148

To arrive at the convenient “d·E” form of the QED
Hamiltonian,91,92 we use the following Power−Zienau−
Woolley (PZW) gauge transformation91,94 under the dipole
approximation

μ̂ =
ℏ

· ̂⊥U
i
A rexp ( )pzw (54)

Here, μ̂(r) = ∑iqiri represents the total dipole operator of the
molecular system (with contributions from both electrons and
nuclei). This transformation is also commonly referred to as the
length gauge,94 electric-dipole gauge, or the Göppert-Mayer
canonical transformation.149

Applying the above PZW gauge transformation on the “p·A”
Hamiltonian (eq 53), one can obtain the light−matter
interaction Hamiltonian in the “d·E” form (dipole−electric
field interaction). This can be done by using the Baker−
H a u s d o r ff i d e n t i t y

̂ = ̂ + [ ̂ ]̂ + [ ̂ [ ̂ ]̂] +̂ − ̂
!B B A B A A Be e , , , ...A A 1
2

, and each individ-

ual term in Ĥp·A (eq 53) is transformed as follows
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Note that the dipole self-energy arises from the PZW transform
of the (a†̂a ̂ + (1/2))ℏωc term in eq 59, and is not equivalent to
the A2 term in eq 57. These results can also be found in recent
literature.78,94

Using the above results, the PZW transformation of the Ĥp·A
Hamiltonian (eq 53) becomes
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(60)

The above Hamiltonian, Ĥd·E is known as the “d·E”
Hamiltonian, since the light matter coupling term involves the
dipole operator and the transverse electric field, i.e.,

μ μϵ̂· ̂ ̂ − ̂ = − ̂ ·ωℏ
ϵ

†
⊥i a ar r E( )( ) ( )

V2 c

c

0
, w h e r e

μ= ϵ̂· ̂ ̂ − ̂ω
⊥

ℏ
ϵ

†i a aE r( )( )
V2 c

c

0
is the transverse component of

the E field associated with the single mode in the cavity under
the long-wavelength limit. The “d·E” Hamiltonian can also be
viewed as effectively using the Poincare ́ (multipolar) gauge,91

where the vector potential under the Coulomb gauge upon PZW
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transformation gives the new vector potential A∥′(r) = −∇∫ 0
1du

r·A⊥(ur) and A⊥′ (r) = A⊥(r). Note that in this new gauge, the
vector potential is no longer purely transverse. This choice of the
vector potential91 makes r·A′(r) = 0. Thus, the Poincare ́ gauge
enforces the vector potential to be perpendicular to r vector
everywhere.
Furthermore, the above Hamiltonian with the complex light−

matter coupling can be transformed into a new Hamiltonian
with a real light−matter coupling, through a phase trans-
formation with the following unitary operator

π̂ = ̂ ̂θ
†U i a aexp

2 (61)

which gives Ûθ
†aÛ̂θ → ia ̂ and Ûθ

Ta†̂Ûθ → − ia†̂. Applying this
unitary transformation on Ĥd·E (and using the Baker−Hausdorff
identity), we obtain the following Pauli−Fierz Hamiltonian
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(62)

Here, ∑ + ≡ ̂V Hr( )i
N p

m2 coul en
i

i

2

represents the molecular

Hamiltonian, which includes all electrons and nuclei. ĤPF is
the Hamiltonian we used in eq 2.
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(47) Garzoń-Ramírez, A. J.; Franco, I. Stark Control of Electrons
Across Interfaces. Phys. Rev. B: Condens. Matter Mater. Phys. 2018, 98,
121305.
(48) Skourtis, S. S.; Beratan, D. N.; Waldeck, D. H. Coherence in
Electron Transfer Pathways. Procedia Chem. 2011, 3, 99−104.
(49) Lin, J.; Balamurugan, D.; Zhang, P.; Skourtis, S. S.; Beratan, D. N.
Two-Electron Transfer Pathways. J. Phys. Chem. B 2015, 119, 7589−
7597.
(50) Prytkova, T. R.; Beratan, D. N.; Skourtis, S. S. Photoselected
Electron Transfer Pathways in DNAPhotolyase. Proc. Natl. Acad. Sci. U.
S. A. 2007, 104, 802−807.
(51) Goldsmith, R. H.; Wasielewski, M. R.; Ratner, M. A. Transfer in
Multiply Bridged Donor-Acceptor Molecules: Dephasing and
Quantum Coherence. J. Phys. Chem. B 2006, 110, 20258−20262.
(52) Zarea, M.; Powell, D.; Renaud, N.; Wasielewski, M. R.; Ratner,
M. A. Decoherence and Quantum Interference in a Four-Site Model
System:Mechanisms andTurnovers. J. Phys. Chem. B 2013, 117, 1010−
1020.
(53) Renaud, N.; Powell, D.; Zarea, M.; Movaghar, B.; Wasielewski,
M. R.; Ratner, M. A. Quantum Interferences and Electron Transfer in
Photosystem I. J. Phys. Chem. A 2013, 117, 5899−5908.
(54) Yuly, J. L.; Lubner, C. E.; Zhang, P.; Beratan, D. N.; Peters, J. W.
Electron Bifurcation: Progress and Grand Challenges. Chem. Commun.
2019, 55, 11823−11832.
(55) Zhang, P.; Yuly, J. L.; Lubner, C. E.; Mulder, D. W.; King, P. W.;
Peters, O. W.; Beratan, D. N. Electron Bifurcation: Thermodynamics
and Kinetics of Two-Electron Brokering in Biological Redox
Chemistry. Acc. Chem. Res. 2017, 50, 2410−2417.
(56) Zhu, H.; Yang, Y.; Hyeon-Deuk, K.; Califano, M.; Song, N.;
Wang, Y.; Zhang, W.; Prezhdo, O. V.; Lian, T. Auger-Assisted Electron
Transfer from Photoexcited Semiconductor Quantum Dots.Nano Lett.
2014, 14, 1263−1269.
(57) Olshansky, J. H.; Balan, A. D.; Ding, T. X.; Fu, X.; Lee, Y. V.;
Alivisatos, A. P. Temperature-Dependent Hole Transfer from Photo-
excited Quantum Dots to Molecular Species: Evidence for Trap-
Mediated Transfer. ACS Nano 2017, 11, 8346−8355.
(58) Olshansky, J. H.; Ding, T. X.; Lee, Y. V.; Leone, S. R.; Alivisatos,
A. P. Hole Transfer from Photoexcited Quantum Dots: The
Relationship between Driving Force and Rate. J. Am. Chem. Soc.
2015, 137, 15567−15575.
(59) Ding, T. X.; Olshansky, J. H.; Leone, S. R.; Alivisatos, A. P.
Efficiency of Hole Transfer from Photoexcited Quantum Dots to
Covalently Linked Molecular Species. J. Am. Chem. Soc. 2015, 137,
2021−2029.
(60)Hutchison, J. A.; Schwartz, T.; Genet, C.; Devaux, E.; Ebbesen, T.
W. Modifying Chemical Landscapes by Coupling to Vacuum Fields.
Angew. Chem., Int. Ed. 2012, 51, 1592−1596.
(61) Schwartz, T.; Hutchison, J. A.; Genet, C.; Ebbesen, T. W.
Reversible Switching of Ultrastrong Light-Molecule Coupling. Phys.
Rev. Lett. 2011, 106, 196405.

The Journal of Physical Chemistry B pubs.acs.org/JPCB Article

https://dx.doi.org/10.1021/acs.jpcb.0c03227
J. Phys. Chem. B 2020, 124, 6321−6340

6338

https://dx.doi.org/10.1021/cr1001436
https://dx.doi.org/10.1021/cr1001436
https://dx.doi.org/10.1146/annurev.physchem.49.1.337
https://dx.doi.org/10.1021/jp961025g
https://dx.doi.org/10.1021/jp961025g
https://dx.doi.org/10.1021/jp012396m
https://dx.doi.org/10.1021/jp012396m
https://dx.doi.org/10.1021/jp9522324
https://dx.doi.org/10.1021/jp9522324
https://dx.doi.org/10.1021/jp805876e
https://dx.doi.org/10.1021/jp805876e
https://dx.doi.org/10.1063/1.482053
https://dx.doi.org/10.1063/1.482053
https://dx.doi.org/10.1063/1.482053
https://dx.doi.org/10.1021/cr100085k
https://dx.doi.org/10.1021/cr100085k
https://dx.doi.org/10.1021/ja010330z
https://dx.doi.org/10.1021/ja010330z
https://dx.doi.org/10.1021/ja010330z
https://dx.doi.org/10.1063/1.452723
https://dx.doi.org/10.1063/1.452723
https://dx.doi.org/10.1007/BF00048296
https://dx.doi.org/10.1007/BF00048296
https://dx.doi.org/10.1063/1.458426
https://dx.doi.org/10.1063/1.458426
https://dx.doi.org/10.1063/1.1601600
https://dx.doi.org/10.1063/1.1601600
https://dx.doi.org/10.1146/annurev.physchem.012809.103436
https://dx.doi.org/10.1146/annurev.physchem.012809.103436
https://dx.doi.org/10.1063/1.1601600
https://dx.doi.org/10.1063/1.1601600
https://dx.doi.org/10.1063/1.470630
https://dx.doi.org/10.1063/1.470630
https://dx.doi.org/10.1021/ar900123t
https://dx.doi.org/10.1126/science.1134862
https://dx.doi.org/10.1126/science.1134862
https://dx.doi.org/10.1126/science.1134862
https://dx.doi.org/10.1021/ja993784t
https://dx.doi.org/10.1021/ja993784t
https://dx.doi.org/10.1021/ja993784t
https://dx.doi.org/10.1063/1.474741
https://dx.doi.org/10.1063/1.474741
https://dx.doi.org/10.1073/pnas.94.8.3703
https://dx.doi.org/10.1073/pnas.94.8.3703
https://dx.doi.org/10.1073/pnas.1609141113
https://dx.doi.org/10.1073/pnas.1609141113
https://dx.doi.org/10.1063/1.4971293
https://dx.doi.org/10.1063/1.4971293
https://dx.doi.org/10.1103/PhysRevLett.118.207201
https://dx.doi.org/10.1103/PhysRevLett.118.207201
https://dx.doi.org/10.1039/C5CP00610D
https://dx.doi.org/10.1039/C5CP00610D
https://dx.doi.org/10.1021/acs.jctc.8b00001
https://dx.doi.org/10.1021/acs.jctc.8b00001
https://dx.doi.org/10.1021/acs.jctc.8b00001
https://dx.doi.org/10.1038/nchem.2332
https://dx.doi.org/10.1103/PhysRevLett.99.126802
https://dx.doi.org/10.1103/PhysRevLett.99.126802
https://dx.doi.org/10.1038/nature11567
https://dx.doi.org/10.1103/PhysRevB.98.121305
https://dx.doi.org/10.1103/PhysRevB.98.121305
https://dx.doi.org/10.1016/j.proche.2011.08.016
https://dx.doi.org/10.1016/j.proche.2011.08.016
https://dx.doi.org/10.1021/jp511429z
https://dx.doi.org/10.1073/pnas.0605319104
https://dx.doi.org/10.1073/pnas.0605319104
https://dx.doi.org/10.1021/jp0639187
https://dx.doi.org/10.1021/jp0639187
https://dx.doi.org/10.1021/jp0639187
https://dx.doi.org/10.1021/jp3102942
https://dx.doi.org/10.1021/jp3102942
https://dx.doi.org/10.1021/jp308216y
https://dx.doi.org/10.1021/jp308216y
https://dx.doi.org/10.1039/C9CC05611D
https://dx.doi.org/10.1021/acs.accounts.7b00327
https://dx.doi.org/10.1021/acs.accounts.7b00327
https://dx.doi.org/10.1021/acs.accounts.7b00327
https://dx.doi.org/10.1021/nl4041687
https://dx.doi.org/10.1021/nl4041687
https://dx.doi.org/10.1021/acsnano.7b03580
https://dx.doi.org/10.1021/acsnano.7b03580
https://dx.doi.org/10.1021/acsnano.7b03580
https://dx.doi.org/10.1021/jacs.5b10856
https://dx.doi.org/10.1021/jacs.5b10856
https://dx.doi.org/10.1021/ja512278a
https://dx.doi.org/10.1021/ja512278a
https://dx.doi.org/10.1002/anie.201107033
https://dx.doi.org/10.1103/PhysRevLett.106.196405
pubs.acs.org/JPCB?ref=pdf
https://dx.doi.org/10.1021/acs.jpcb.0c03227?ref=pdf


(62) Munkhbat, B.; Wersall, M.; Baranov, D. G.; Antosiewicz, T. J.;
Shegai, T. Suppression of Photo-Oxidation of Organic Chromophores
by Strong Coupling to Plasmonic Nanoantennas. Sci. Adv. 2018, 4,
eaas9552.
(63) Stranius, K.; Hertzog, M.; Börjesson, K. Selective Manipulation
of Electronically Excited States Through Strong Light-Matter
Interactions. Nat. Commun. 2018, 9, 2273.
(64) Kowalewski, M.; Mukamel, S. Manipulating Molecules with
Quantum Light. Proc. Natl. Acad. Sci. U. S. A. 2017, 114, 3278−3280.
(65) Feist, J.; Galego, J.; Garcia-Vidal, F. J. Polaritonic Chemistry with
Organic Molecules. ACS Photonics 2018, 5, 205−216.
(66) Mandal, A.; Huo, P. Investigating New Reactivities Enabled by
Polariton Photochemistry. J. Phys. Chem. Lett. 2019, 10, 5519−5529.
(67) Ebbesen, T. W. Hybrid Light-Matter States in a Molecular and
Material Science Perspective. Acc. Chem. Res. 2016, 49, 2403−2412.
(68) Thomas, A.; Lethuillier-Karl, L.; Nagarajan, K.; Vergauwe, R.;
George, J.; Chervy, T.; Shalabney, A.; Devaux, E.; Genet, C.; Moran, J.;
Ebbesen, T. Tilting a Ground-State Reactivity Landscape by Vibra-
tional Strong Coupling. Science 2019, 363, 615−619.
(69) Flick, J.; Ruggenthaler, M.; Appel, H.; Rubio, A. Atoms and
Molecules in Cavities, from Weak to Strong Coupling in Quantum-
Electrodynamics (QED) Chemistry. Proc. Natl. Acad. Sci. U. S. A. 2017,
114, 3026−3034.
(70) Ribeiro, R. F.; Martínez-Martínez, L. A.; Du, M.; Campos-
Gonzalez-Angulo, J.; Yuen-Zhou, J. Polariton Chemistry: Controlling
Molecular Dynamics With Optical Cavities. Chem. Sci. 2018, 9, 6325−
6339.
(71) Galego, J.; Garcia-Vidal, F. J.; Feist, J. Suppressing Photo-
chemical Reactions with Quantized Light Fields. Nat. Commun. 2016,
7, 13841EP.
(72) Galego, J.; Garcia-Vidal, F. J.; Feist, J. Many-Molecule Reaction
Triggered by a Single Photon in Polaritonic Chemistry. Phys. Rev. Lett.
2017, 119, 136001.
(73) Galego, J.; Garcia-Vidal, F. J.; Feist, J. Cavity-Induced
Modifications of Molecular Structure in the Strong-Coupling Regime.
Phys. Rev. X 2015, 5, 041022.
(74) Kowalewski, M.; Bennett, K.; Mukamel, S. Cavity Femtochem-
istry: Manipulating Nonadiabatic Dynamics at Avoided Crossings. J.
Phys. Chem. Lett. 2016, 7, 2050−2054.
(75) Kowalewski, M.; Bennett, K.; Mukamel, S. Non-Adiabatic
Dynamics of Molecules in Optical Cavities. J. Chem. Phys. 2016, 144,
054309.
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