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Abstract 36 

The atmospheric effects of precipitating electrons are not fully understood, and uncertainties are large for 37 
electrons with energies greater than ~30 keV. These electrons are underrepresented in modeling studies today, 38 
primarily because valid measurements of their precipitating spectral energy fluxes are lacking. This paper compares 39 
simulations from the Whole Atmosphere Community Climate Model (WACCM) that incorporated two different 40 
estimates of precipitating electron fluxes for electrons with energies greater than 30 keV. The estimates are both 41 
based on data from the Polar Orbiting Environmental Satellite Medium Energy Proton and Electron Detector 42 
(MEPED) instruments, but differ in several significant ways. Most importantly, only one of the estimates includes 43 
both the 0° and 90° telescopes from the MEPED instrument. Comparisons are presented between the WACCM 44 
results and satellite observations poleward of 30˚S during the austral winter of 2003, a period of significant energetic 45 
electron precipitation (EEP). Both of the model simulations forced with precipitating electrons with energies >30 46 
keV match the observed descent of reactive odd nitrogen better than a baseline simulation that included auroral 47 
electrons, but no higher energy electrons. However, the simulation that included both telescopes shows substantially 48 
better agreement with observations, particularly at mid-latitudes. The results indicate that including energies >30 49 
keV and the full range of pitch angles to calculate precipitating electron fluxes is necessary for improving 50 
simulations of the atmospheric effects of EEP.  51 

 52 

Plain Language Summary 53 

 The study presented here investigates the effects from energetic electron precipitation 54 
(EEP) in the southern hemisphere winter of 2003. Electron precipitation is common during 55 
periods of enhanced geomagnetic activity and can create reactive nitrogen oxides and hydrogen 56 
oxides that can destroy ozone. Most global climate models currently do not include precipitating 57 
electrons with energies greater than 30 keV. To test whether this deficiency is important, this 58 
investigation compares observations with model simulations that included electrons with 59 
energies greater than 30 keV, as observed by the Medium Energy Proton and Electron Detector 60 
(MEPED) satellite instruments. In addition, one of the EEP data sets used in the simulations 61 
included data from just one of the telescopes on the MEPED instruments, whereas the other 62 
included data from both of the telescopes. We found that including both of the telescopes is 63 
important for capturing chemistry changes at polar and sub-polar latitudes. The model simulation 64 
that only included only one of the telescopes showed significant improvement compared to 65 
a simulation with only low energy electrons. However, it did not perform as well as the model 66 
simulation that included both MEPED telescopes. This work is important because it shows 67 
that including energies >30 keV and the full range of precipitating electron pitch angles is 68 
necessary to show the impact electrons have on the atmosphere and provides an EEP data set for 69 
use in future model simulations.  70 

 71 

 72 

1. Introduction 73 

 Space weather’s influence on the earth’s atmosphere and near-earth environment has 74 

attracted significant attention since the satellite era. Solar protons and high-energy electrons can 75 



be very dangerous to astronaut health and can damage expensive space instrumentation (Parsons 76 

and Townsend 2000; Moreno-Villanueva et al., 2017). In addition, charged particles can enter 77 

the atmosphere and disturb the chemistry of the middle and upper atmosphere through energetic 78 

particle precipitation (EPP). Atmospheric effects of solar protons and auroral electrons (energy < 79 

30 keV) have been studied extensively over the last few decades (Jackman et al., 1995; 2004; 80 

2008; 2009; Orsolini et al., 2005; López-Puertas et al., 2005b; Funke et al., 2011; Roble and 81 

Rees, 1977; Crutzen, 1979). Particularly in the past several years, more attention has been paid to 82 

medium energy electron (MEE; ~30-1000 keV) and high-energy electron (HEE; > 1 MeV) 83 

precipitation influences on the atmosphere (Andersson et al., 2018; Seppälä et al., 2018; Clilverd 84 

et al., 2013; Newnham et al., 2018; Verronen et al., 2015). Evaluating two different energetic 85 

electron precipitation (EEP) data sets for inclusion in global climate models, both of which 86 

include MEE precipitation inferred from the Medium Energy Proton and Electron Detector 87 

(MEPED) instruments, is the focus of this paper. One of the EEP data sets incorporates data from 88 

only the 0° MEPED telescope, while the other incorporates data from both the 0° and 90° 89 

telescopes. 90 

EEP causes ionization of atmospheric constituents, with electrons of higher energies 91 

reaching deeper into the atmosphere. The primary region of energy deposition is ~60-90 km in 92 

altitude for MEE precipitation, and lower for HEE precipitation (e.g., Fang et al., 2008, 2010). 93 

The ionization leads to significant increases in reactive odd nitrogen (NOx = N + NO + NO2) and 94 

odd hydrogen (HOx = H + OH + HO2) (Thorne, 1980; Jackman et al., 1980; Solomon et al., 95 

1982; Solomon et al., 1981). Both of these chemical families are involved in catalytic ozone 96 

destruction, making them important for the chemistry and the dynamics of the middle 97 

atmosphere. In addition to direct production of NOx and HOx by EEP, the indirect effect of EEP 98 

(Randall et al., 2006; 2007) also dictates the extent to which EEP affects the middle atmosphere. 99 

During the polar winter, when limited light increases the lifetime of the NOx via photolysis, it 100 

descends from the thermosphere and mesosphere into the stratosphere. Furthermore, mesospheric 101 

air that was depleted in ozone via EEP-HOx (Andersson et al., 2014) may descend into the 102 

stratosphere in the polar winter. In order to simulate accurately the atmospheric effects of EEP, it 103 

is important for models to correctly simulate both EEP-induced production of HOx and NOx as 104 

well as descent rates in the polar winter. 105 

One critical challenge in quantifying EEP effects is determining the spectral energy flux 106 



of electrons that precipitate into the atmosphere (Clilverd et al., 2010; Rodger et al., 2013; 107 

Turner et al., 2012). Currently, the longest continuous data set of precipitating MEE comes from 108 

the observations made by the MEPED instruments onboard the Polar Orbiting Environmental 109 

Satellite (POES) constellation, which measure MEE fluxes in the bounce loss cone (e.g., Rodger 110 

et al., 2010). Codrescu et al. (1997) studied the influence of MEE precipitation on the 111 

mesosphere and thermosphere using the Thermosphere Ionosphere Mesosphere Electrodynamics 112 

General Circulation Model and MEPED data. The simulations showed that MEE precipitation 113 

could influence NOx and HOx concentrations, leading to ozone depletion in the mesosphere. 114 

However, ionization rates used in that study were uncertain since the MEPED electron and 115 

proton detectors suffer from multiple issues. Examples are: cross contamination between the 116 

electron and proton telescopes (Asikainen and Mursula, 2013; Lam et al., 2010; Rodger et al., 117 

2010; Yando et al., 2011; Peck et al., 2015), radiation damage to the proton sensors (Asikainen et 118 

al., 2012), that the telescopes do not sample the entire loss cone (Rodger et al., 2013), and that 119 

the instruments provide only highly integrated measures of the spectral flux (Evans and Greer, 120 

2004). Because of these limitations, and the limited time frame over which MEPED data are 121 

available (van de Kamp et al., 2016), global climate models have historically excluded MEE and 122 

HEE from their specification of EEP, and therefore underestimate the amount of EEP-induced 123 

ionization in the atmosphere (e.g., Randall et al., 2015). Without accounting for all ionization 124 

sources, simulated chemistry changes in the middle atmosphere would be incomplete and 125 

underestimated. 126 

Several independent efforts have been made to correct the errors associated with the 127 

MEPED instruments, and as a result several corrected electron flux data sets have been created 128 

(Lam et al., 2010; Asikainen and Mursula, 2013; Green et al., 2013; Peck et al., 2015; Nesse-129 

Tyssøy et al., 2016; Asikainen and Ruopsa, 2019). The study presented here compares results 130 

from three different simulations of the National Center for Atmospheric Research (NCAR) 131 

Whole Atmosphere Community Climate Model (WACCM), a fully coupled chemistry climate 132 

model. All three simulations included auroral electron precipitation, but differed in their 133 

inclusion of MEE precipitation. A baseline simulation omitted MEEs. A second simulation 134 

specified ion production rates (IPRs) according to the Coupled Model Intercomparison Project 135 

version 6 (CMIP6) recommended forcing data set described in van de Kamp et al. (2016) and 136 

Matthes et al. (2017); this data set includes MEE IPRs derived from measurements made by the 137 



0° MEPED telescope. In a third simulation, IPRs for MEE were specified by a modified version 138 

of the data set described by Peck et al. (2015), which used measurements from both the 0° and 139 

90° MEPED telescopes. Results from all three simulations are compared with each other and 140 

with satellite observations for the Southern Hemisphere (SH) winter of 2003.  141 

WACCM is an appropriate model for studying EEP impacts on the atmosphere because 142 

the model vertical domain extends to about 140 km. It has been used in previous studies of the 143 

atmospheric effects of EEP. Randall et al. (2015) showed that WACCM underestimated the 144 

amount of NOx descending to the stratosphere in the Arctic springtime of 2004, attributing the 145 

underestimate to a combination of insufficient EEP (only auroral electrons were included in the 146 

model used) and inadequate descent rates. Eyring et al. (2016) reported the development of a 147 

long-term EEP data set for CMIP6 model comparisons, which was derived from the MEPED 148 

measurements using the Ap magnetic index as a proxy (van de Kamp et al., 2016; Matthes et al., 149 

2017). Andersson et al. (2018) incorporated the CMIP6 EEP data set into a free-running version 150 

of WACCM to investigate polar ozone losses from MEE precipitation. They found MEE 151 

precipitation to have a significant impact on ozone loss in both the mesosphere and stratosphere. 152 

Another recent study used simulations from WACCM-D (WACCM with D-region chemistry) 153 

both with and without medium energy electrons as specified by Nesse Tyssøy et al. (2016) to 154 

simulate the April 2010 EEP event (Smith-Johnsen et al., 2018). They found that using D-region 155 

chemistry with WACCM improved the direct production of NO versus WACCM without D-156 

region chemistry. Strong correlations between the model and observations were found in the 157 

lower thermosphere and in the middle mesosphere; however, near 90-110 km the model 158 

underestimated the NO.  159 

The SH winter of 2003 was chosen for the investigation described here for two reasons. 160 

First, since the SH shows less variability in polar winter dynamics than the northern hemisphere, 161 

simulations of SH winter dynamical conditions are likely to be more robust, facilitating 162 

investigations of chemical effects. Second, in May through August of 2003 elevated levels of 163 

geomagnetic activity resulted in significant EEP, which makes this an ideal winter for evaluating 164 

simulations of EEP effects. The following section discusses the details of the WACCM model 165 

and the simulations performed as well as how the EEP data sets are generated. Section 3 166 

describes the results of the simulations and comparisons with observations. Finally, section 4 167 

summarizes and discusses the conclusions of the study. 168 



 169 

2. Numerical Simulations and Observations 170 

WACCM is a high-top configuration of the NCAR Community Earth System Model 171 

(CESM) (Hurrell et al., 2013). The ‘high-top’ refers to the uppermost level of the atmospheric 172 

component, which extends into the thermosphere. WACCM version 4 (Marsh et al., 2013) was 173 

used in this study, following the protocols defined for the Chemistry-Climate Model Initiative 174 

(CCMI, Eyring et al., 2013). WACCM4 is based on the Community Atmosphere Model, version 175 

4 (CAM4), and uses a hybrid-sigma coordinate system with 66 pressure levels from the surface 176 

extending to 5.1 x 10-6 hPa. The horizontal resolution of WACCM4 is 1.9° lat x 2.5° lon. The 177 

chemistry module in WACCM derives from the Model for Ozone and Related Chemical Tracers, 178 

version 3 (MOZART3), which is discussed in detail by Kinnison et al. (2007), with updates 179 

described in Solomon et al. (2015). The simulations used in this study applied the ‘Specified 180 

Dynamics’ WACCM (SD-WACCM) mode (Lamarque et al., 2012; Brakebusch et al., 2013). 181 

SD-WACCM uses reanalysis data from the Modern-Era Retrospective Analysis for Research and 182 

Applications (MERRA) (Rienecker et al., 2011) to nudge the meteorological conditions in the 183 

model to match actual meteorological conditions for the dates of the simulation. That is, at every 184 

time step (30-minutes) SD-WACCM calculates new wind and temperature fields by taking 99% 185 

of the calculated model data and 1% of the meteorology data. The nudging in this study occurs 186 

from the surface to approximately 40 km. The nudging is linearly reduced from 40-50 km, where 187 

the model becomes free running (not nudged). SD-WACCM also increases the number of levels 188 

from 66 to 88. 189 

To help improve the chemistry in the mesosphere, the D-region chemistry module is 190 

adopted in this work, which adds 307 reactions in addition to the default MOZART chemistry 191 

(Verronen et al., 2016). Many of these reactions are from water cluster ions that are common in 192 

the mesosphere. The mesosphere has small quantities of water up through the mesopause. Water 193 

cluster chemistry can have a significant impact on odd nitrogen in the mesosphere, but is not 194 

included in the default model (Verronen et al., 2016). As shown by Newnham et al. (2018) and 195 

Smith-Johnsen et al. (2018), SD-WACCM-D describes the mesosphere and lower thermosphere 196 

chemistry during geomagnetically active times more accurately than regular WACCM. For 197 



simplicity, for the remainder of the paper we refer to the model used as WACCM, but it should 198 

be understood that this is the specified dynamics version of WACCM4 with D-region chemistry. 199 

The MEPED instruments (Evans and Greer, 2004) used in this study are part of the 200 

Space Environment Monitor-2 (SEM-2) platforms that fly aboard POES and the European Space 201 

Agency MetOp satellites. The satellites have near circular orbits at about 850 km. Each MEPED 202 

instrument consists of two proton telescopes and two electron telescopes. Each telescope pair has 203 

a telescope that points 9° away from the zenith (“0°” detector), while the other points 9° away 204 

from the anti-ram direction (“90°” detector). Each telescope has a 30° field of view with a 205 

combined 2-second sampling time using both detectors. The proton telescopes have 6 broad-206 

band energy channels, labeled P1 to P6 (Evans and Greer, 2004). The highest energy channel 207 

(P6), which will be discussed more below, measures protons with energies greater than 6.9 MeV. 208 

The proton telescopes have cobalt magnets designed to bring incident electrons into an 209 

aluminum bin, preventing them from reaching the detector. The electron telescopes have three 210 

integrated energy channels, which measure the number of electrons with energies greater than 30 211 

keV (labeled E1), 100 keV (E2), and 300 keV (E3). The electron telescopes have a nickel-foil 212 

cover to prevent low energy protons from entering the detector. The electrons that reach the 213 

detector collide into a silicon sheet that is designed to absorb electrons with energies up to 2.5 214 

MeV. Using MEPED data to specify EEP ionization rates requires consideration of several 215 

previously documented problems. Cross contamination between the proton and electron 216 

detectors causes false detections that must be removed from the electron and proton data (Lam et 217 

al., 2010; Green et al., 2013; Rodger et al., 2010; Peck et al., 2015), and radiation damage has 218 

been shown to affect the proton detectors of all POES satellites (Asikainen and Mursula, 2012). 219 

Radiation damage is one source of error that affects the estimation of proton contamination in 220 

electron measurements in both the CMIP6 EPP ionization rates as well as the energetic electron 221 

flux data set created according to the method of Peck et al. (2015). This source of error can 222 

become significant in just a few years after the instrument is launched (Asikainen and Mursula 223 

2013; Nesse-Tyssoy et al., 2016). In addition, the instruments do not sample the entire bounce 224 

loss cone (Rodger et al., 2013), so accurately calculating the total precipitating flux requires 225 

estimating the MEE pitch angle dependence (Nesse-Tyssøy et al., 2016). 226 



The two data sets used in this work, from CMIP6 (van de Kamp et al., 2016) and from 227 

Peck et al. (2015), were chosen because they represent improvements on previous MEPED-228 

based electron precipitation data sets, are publicly available, and are easily incorporated into 229 

WACCM. The CMIP6 method of calculating EEP is based on measurements from the 0° 230 

MEPED detectors, because the 0° detectors measure electrons within the bounce loss cone, while 231 

the 90° detectors measure both trapped and bounce loss cone electrons at middle and high 232 

latitudes (Nesse-Tyssøy et al., 2016). The method described in Lam et al. (2010) is applied to 233 

remove proton contamination from the electron measurements. The corrected electron counts are 234 

converted to directional fluxes using the conversion method described in Evans and Greer 235 

(2004). In cases where the electron directional flux in the E1 channel is less than 250 electrons 236 

cm-2 sr-1 s-1, all channels are set to zero. The corrected directional fluxes are given with 0.5 L-237 

shell resolution and one-day temporal resolution across all magnetic local times. To calculate the 238 

spectral flux from the three electron channels (E1-E3), a power law spectrum is assumed. As 239 

explained in van de Kamp et al. (2016), the power law assumption breaks down at energies 240 

greater than 1 MeV, so HEE precipitation is not included in the CMIP6 calculations.  241 

After calculating the spectral flux for the time period from 2002-2012 as just described, 242 

the data are used to derive a relationship between the fluxes and the Ap index for that time 243 

period. This relationship is then used to infer the precipitating spectral flux for any given value 244 

of the Ap index, and these Ap-based fluxes are then used to compute vertical profiles of 245 

ionization rates via the mono-energetic method of Fang et al. (2010). The ionization rate 246 

calculations use temperatures and densities from an empirical model of the atmosphere (Picone 247 

et al., 2012), rather than the WACCM atmosphere. The resulting data set contains daily 248 

ionization rates binned by L-shell. An additional step was taken in this study to interpolate the 249 

CMIP6 ionization rates to the WACCM grid by converting L-shell to magnetic latitude and 250 

finally to geographic latitude.  251 

The second EEP data set considered by this study is a modified version of the EEP data 252 

set of Peck et al. (2015); it is referred to hereinafter as the MP15 data set. Like the CMIP6 253 

calculation, the MP15 data set is also based on POES MEPED data; but there are several notable 254 

differences between the CMIP6 and MP15 calculations. The first difference is the incorporation 255 

of MEPED measurements from both the 0° and 90° electron detector telescopes, which serves to 256 



broaden the observed pitch angle distribution (Nesse-Tyssøy et al., 2016). Based on previous 257 

work (e.g., Gannon et al., 2007; Gu et al., 2011; Vampola, 1998), for MP15 it is assumed that 258 

the pitch angle (α) dependence of the precipitating particle flux varies as sinn(α), with no particle 259 

flux at 0° pitch angle and maximum particle flux at 90° pitch angle. For the MP15 data, n is set 260 

equal to 1, since a robust parameterization of the variation with such parameters as magnetic 261 

local time and geomagnetic activity is not yet available. Second, to remove proton 262 

contamination, inversion methods from O’Brien and Morley (2011) were used instead of the 263 

method described in Lam et al. (2010). Details of the inversion method can be found in Peck et 264 

al. (2015). Third, since the P6 channel on the proton telescope is intended to record protons with 265 

energies >6.9 MeV but also responds to relativistic electrons, in the absence of protons in the P5 266 

channel (which records protons in the range 2.5-6.9 MeV), the P6 channel is a good proxy for 267 

highly energetic electrons (Rodger et al. 2010). Therefore, Peck et al. (2015) use the P6 channel 268 

to create an additional virtual electron channel (E4) that quantifies electrons with  energies (>1 269 

MeV). Thus all four channels (E1-E3 plus E4) are used in the calculation of MP15 differential 270 

flux values, and the energetic electron flux spectra extend to 10 MeV instead of 1 MeV. Fourth, 271 

rather than assuming that the differential electron flux follows a power law, Peck et al. (2015) fit 272 

a combined spectrum of a relativistic Maxwellian, double Maxwellian, power law, and energy 273 

exponential to the MEPED electron channel measurements.  274 

Three improvements to the method of Peck et al. (2015) are included for our current 275 

investigation. Peck et al. (2015) included electron counts in all L-shells from the MEPED 276 

detectors. However, at very low geomagnetic latitudes MEPED is sensitive to both drift cone and 277 

trapped electrons as well as to bounce loss cone electrons. The majority of the electrons that exist 278 

at L-shells less than 2 are most likely trapped electrons that will not precipitate into the 279 

atmosphere (Rodger et al., 2013). Therefore, to improve the MEPED data set for this 280 

investigation, any electron counts below L-shell 2 were removed prior to processing the data. In 281 

addition, to be consistent with the CMIP6 data set, electron counts from L-shells larger than 10 282 

were also removed. Lastly, after converting count rates to directional fluxes, those measurements 283 

with fewer than 250 electrons cm-2 sr-1 s-1 were removed from the data set, since this is close to 284 

the noise floor of the MEPED instruments; this is in agreement with the CMIP6 method (van de 285 

Kamp et al., 2016).  286 



In addition to the differences in electron flux calculations, the CMIP6 and MP15 287 

simulations also differ in their approach for undertaking ionization rate calculations. Instead of 288 

calculating ionization rates offline using a separate atmospheric model as in the CMIP6 289 

simulation, for the MP15 simulation the electron flux spectra are interpolated from the original 290 

MEPED measurement locations to the WACCM grid points. In order to include enough 291 

observations to create a robust map, each daily map on the WACCM grid includes five days of 292 

MP15 electron flux spectra, centered on the day of interest. This does bring small errors into the 293 

calculation because the five day averaging causes some artificially elevated ionization rates prior 294 

to stronger events. The results are hemispheric maps of electron flux spectra that are used as 295 

input to WACCM, and ionization rates are computed self-consistently within WACCM using the 296 

model temperatures and densities, following Fang et al. (2010). Since ionization rates based on 297 

Fang et al. (2010) have not yet been validated for electrons greater than 1 MeV, fluxes in energy 298 

bins higher than 1 MeV were removed before calculating ionization rates. Thus neither the 299 

CMIP6 nor the MP15 EEP data sets include HEE precipitation. The MP15 maps allow for 3D 300 

ionization rate profiles, as compared to the CMIP6 data, which are zonally averaged on each L-301 

shell. 302 

WACCM results are compared with several different satellite instrument observations. 303 

The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS; Fischer et al., 2008) 304 

was operational from 2002-2012 and measured several minor atmospheric constituents as well as 305 

temperature using atmospheric limb emissions from 4.15 μm to 14.6 μm. As an infrared emission 306 

instrument, MIPAS sampled globally each day. This study uses NOx (NO+NO2) from the 307 

MIPAS version V5H data set (Funke et al., 2014). For the time period of interest here, NOx is 308 

available at altitudes from the clouds’ top to 72 km, with a vertical resolution of 3 km in the 309 

stratosphere and 5-10 km in the mesosphere. The Halogen Occultation Experiment (HALOE; 310 

Russell et al., 1993) is one of four solar occultation instruments used in this study. It measured 311 

temperature and several trace gases including NO and NO2 from 1991-2005. Like other solar 312 

occultation instruments in low earth orbit, it provided ~15 vertical profiles around two different 313 

latitude circles on any given day, at spacecraft sunrise and sunset. HALOE Version 19 NOx data 314 

is used here (Gordley et al., 1996; see also Randall et al., 2002). The second solar occultation 315 

instrument employed is the Polar Ozone and Aerosol Measurement (POAM) III. POAM III 316 

measured vertical profiles of NO2 between 20 and 60 km, from 1998-2005. The POAM NO2 data 317 



used here is version 6.0 (Randall et al., 2002), which has a vertical resolution of 1-2 km between 318 

22 km and 37 km in altitude, increasing to 3 km near 40 km and 7 km at 45 km. The third solar 319 

occultation instrument is the Stratospheric Aerosol and Gas Experiment (SAGE) III on the 320 

Meteor-3M spacecraft, which operated from 2002-2005. SAGE III measured ozone, aerosols and 321 

NO2 density profiles from cloud top to 40 km with a vertical resolution of 1 km (Rault et al., 322 

2004). The SAGE III NO2 data product version 3.0 is utilized here. 323 

The three simulations conducted for this investigation are referred to as the baseline, 324 

CMIP6, and MP15 simulations. The baseline simulation included auroral electrons, but no MEE 325 

or HEE. The CMIP6 simulation included the CMIP6 MEE ionization rates, and the MP15 326 

simulation used spectral fluxes as described above, with ionization rates calculated inline in 327 

WACCM. All model simulations were run from January through September 2003 and were 328 

forced with daily aurora input based on the parameterized auroral oval of Roble and Ridley 329 

(1987). All three simulations included ionization from solar protons. Input values of proton 330 

fluxes for the solar proton events (SPEs) were taken from GOES measurements. A detailed 331 

description of how the proton fluxes are input into the model is available in Vitt and Jackman 332 

(1996). In previous work, hourly proton fluxes were binned into daily averages before the ion 333 

production rates were calculated (Jackman et al., 2008; 2009). In the simulations presented here, 334 

the ion production rates from SPEs were hourly, not daily. During the SH winter of 2003, there 335 

were very minor SPEs on 29 May, 31 May, and 19 June, but no major events.  336 

 337 

3. Results and Discussion 338 

Figure 1 gives a snapshot of the ion production rates from the CMIP6 and MP15 data sets 339 

on two days in May of 2003 at altitudes of 90 km and 75 km. This was during a period of 340 

enhanced geomagnetic activity. Both simulations show a similar geographic distribution at these 341 

altitudes, with a displacement toward Australia due to the location of the magnetic pole. 342 

However, peak ionization rates in the MP15 case are more than a factor of three higher than in 343 

the CMIP6 calculation at 90 km. At the lower, 75 km, the MP15 shows higher ionization rates as 344 

well and the peak ionization rates are geographically different between the two data sets. 345 

Particularly noteworthy is the extension of high ionization rates to more equatorward latitudes in 346 



MP15 than in CMIP6 at lower altitudes; this has an important effect on the model results, and 347 

will be discussed more below.  348 

Figure 2 shows a time series of the ionization rate vertical profiles from the CMIP6 and 349 

MP15 data sets during the SH winter from March through September 2003. The rates are 350 

averaged from 50°S to 80°S geographic latitude in Figure 2a and 2b, and averaged from 30°S to 351 

50°S in Figure 2d and 2e. The differences between the two are shown in Figure 2c and 2f 352 

(MP15-CMIP6). At high latitudes, the timing of ionization events is similar in both data sets, 353 

although there are some differences that we attribute to the fact that the CMIP6 data set is 354 

parameterized according to the Ap index, so it does not necessarily reproduce the MEPED 355 

variations precisely. As noted by van de Kamp et al. (2016), errors associated with the CMIP6 356 

EEP ionization rates can reach a factor of 10. It is clear from the figure that overall the MP15 357 

ionization rates are larger than the CMIP6 rates, and that the MP15 ionization extends to lower 358 

altitudes, as quantified in panels c and f. The CMIP6 simulation resulted in very little ionization 359 

at 30°S-50°S (panel d), whereas the MP15 simulation shows significant ionization at these 360 

latitudes during geomagnetically active time periods. The larger rates are primarily due to the 361 

MP15 use of both the 0° and 90° MEPED telescopes, which extends the latitude extent farther 362 

equatorward than using just the 0° telescope. Another interesting feature is the difference in 363 

altitudes where the peak ionization occurs. The peak CMIP6 ionization rates occur at nearly the 364 

same altitude during all periods, whereas the MP15 peak ionization altitude varies with the event, 365 

often peaking at lower altitudes than in CMIP6. For example, the altitude of the MP15 peak 366 

ionization on 1 August is at 0.001 hPa (~96 km), while the 1 June peak is near a pressure level of 367 

0.01 hPa (~80 km). This is likely due mainly to the inclusion of the 90° detector, which tends to 368 

have higher energy electrons than the 0° detector and to a lesser extent differences in the 369 

calculation of spectral fits to the MEPED electron channel data. As mentioned in the previous 370 

section, the MP15 spectral flux calculation uses a combination of analytical functions to fit the 371 

MEPED integrated electron flux measurements. Although the ionization rate calculations include 372 

only the fluxes of electrons with energies less than 1 MeV, the multi-function fit is applied to 373 

MEPED data that extends to 10 MeV. The CMIP6 spectral flux calculation, on the other hand, 374 

uses a power law fit that includes only energies up to 1 MeV. Both the functional form and the 375 

inclusion of higher energy electrons will cause MP15 spectral fluxes to exceed those of CMIP6 376 

for the highest energy electrons (e.g., 300 keV – 1 MeV), which precipitate at the lower altitudes. 377 



To show the impact of MEE precipitation on OH, Figure 3 shows OH mixing ratio 378 

differences between the baseline simulation and the model simulations that were forced with the 379 

CMIP6 (Figure 3a) and MP15 (Figure 3b) data sets. The plots show the differences as forced 380 

minus baseline; for brevity, we refer to the simulations that include MEE ionization as “forced”, 381 

but it should be understood that even the baseline simulation includes auroral electrons and 382 

SPEs. Results were averaged over latitudes from 50°S-80°S and are shown for the months of 383 

March through September. Over-plotted on each panel are the MEE ionization rates at 0.01 hPa 384 

from the respective simulations. We chose to show this altitude because this is where the largest 385 

change in OH is seen. Tick marks on the horizontal axes denote the first day of each month. The 386 

CMIP6 simulation shows relatively little OH increase from MEE precipitation, whereas the 387 

MP15 simulation shows large increases during periods of electron precipitation. The black lines 388 

indicate that the timing of the OH increases coincided with MEE ionization. OH increases of at 389 

least 2 ppbv can be seen during periods of elevated EEP in the MP15 simulation. The odd 390 

hydrogen lifetime in the mesosphere is on the order of hours (Solomon et al., 1983), so as 391 

expected, Figure 3 shows no evidence of the OH being transported to lower altitudes. The MP15 392 

simulation did show some moderate ozone loss in the SH polar mesosphere from the OH 393 

production during this time period (not shown); ozone mixing ratio losses of 0.5 - 0.75 ppmv 394 

were found at 0.05 hPa, and coincided with the altitudes and times of OH increases.  395 

Figure 4 shows NOx mixing ratios from the MIPAS instrument (a), the baseline 396 

simulation (b), the CMIP6 simulation (c), and the MP15 simulation (d), during the SH 2003 397 

winter. All panels show averages between 70°S and 90°S, and the model was sampled at the 398 

satellite observation times and locations. The model results were interpolated to an altitude grid 399 

with a 1 km vertical resolution using model geopotential height. The black contours are included 400 

for guidance, and denote the 16 ppbv and 64 ppbv levels from the MIPAS data. Areas of white in 401 

Figure 4a indicate either missing MIPAS data (so these areas are also shown as white in the 402 

numerical simulations), or MIPAS data with errors greater than 200%. All simulations show a 403 

“tongue” of descending NOx throughout the winter, as expected from the observations. This is 404 

unambiguously identified as EPP-NOx, since EPP is the only source of NOx in the mesosphere 405 

and lower thermosphere (MLT) during the polar winter. It is clear, however, that both the 406 

baseline and the CMIP6 simulations underestimate the descending NOx mixing ratios relative to 407 

MIPAS, with the low bias apparent all the way up to 70 km. In combination with the fact that the 408 



CMIP6 simulation agrees slightly better with MIPAS than the baseline, this suggests that the 409 

underestimate is caused at least partially by too little production of EPP-NOx, although too little 410 

descent in the MLT could also contribute. More EPP-NOx is produced in the mesosphere in the 411 

MP15 simulation because of the higher ionization rates, so the MP15 simulation more accurately 412 

matches the observations. Even in the MP15 simulation, however, WACCM often shows a NOx 413 

deficit in the tongue, indicating that too little EPP-NOx descended into the stratosphere. That this 414 

most likely results from insufficient descent rates is supported below by an analysis of WACCM 415 

carbon monoxide (CO), which serves as a tracer of vertical transport.  416 

To quantify the differences between the forced simulations and the observations, the 417 

percent differences in NOx mixing ratios between the WACCM simulations and the MIPAS 418 

measurements are presented in Figure 5. Areas of blue show where WACCM underestimates 419 

NOx relative to MIPAS, whereas red regions indicate overestimations. The CMIP6 simulation 420 

(Figure 5b) is a significant improvement over the baseline simulation (Figure 5a), but results 421 

show a systematic NOx deficit of 20% – 80% relative to MIPAS at most altitudes in May through 422 

August. During this same time period, differences between the MP15 simulation and MIPAS are 423 

more often within ±40%, consistent with the qualitative conclusion from Figure 4 that the MP15 424 

simulation more accurately reproduces the tongue of descending EPP-NOx. However, Figure 5 425 

also shows large regions where all three simulations overestimate NOx compared to MIPAS. 426 

This is particularly evident below 60 km in March and April, and above 40 km in late August 427 

and September. The former is attributed to a high NOx bias in the initial model conditions that 428 

descends with time as air is transported downward by the residual circulation. The latter appears 429 

to reflect a high bias in the amount of descending EPP-NOx above the top altitude of the MIPAS 430 

measurements, which then descends with time from 60-70 km in late August into the 431 

stratosphere in September. This bias could be caused by too much production of NOx via EEP 432 

(EEP-NOx) and/or too-rapid descent in the mesosphere and lower thermosphere (MLT), but no 433 

measurements are available to definitively distinguish between these possibilities. The high bias 434 

in late August and September is largest in MP15, followed by CMIP6 and then the baseline 435 

simulation, which suggests that the different MEE flux estimates contribute to the bias. That 436 

even the baseline simulation shows a high bias would argue that too much auroral EEP and/or 437 

too-rapid descent in the MLT also contributes to the bias. An overestimate of auroral EEP is 438 

consistent with the WACCM results for the northern hemisphere winter of 2004 reported by 439 



Randall et al. (2015), but inconsistent with the WACCM simulations of a geomagnetic storm in 440 

April 2010 reported by Smith-Johnsen et al. (2018). The possibility that the bias is caused by 441 

too-rapid (or prolonged) descent is revisited below in the discussion of Figure 8. 442 

As discussed above, incorporating data from both the 0° and 90° MEPED telescopes in 443 

the MP15 data set results in more EEP-NOx production at mid-latitudes than in the CMIP6 444 

simulation. To investigate the mid-latitude effects further, Figure 6 compares MIPAS NOx 445 

observations with the model results for latitudes between 40°S and 50°S. The dashed black line 446 

denotes the 16 ppbv NOx contour from the MIPAS observations, and is included for guidance. 447 

The MIPAS data show clear evidence of EEP-NOx descending from the mesosphere into the 448 

stratosphere at mid-latitudes during the SH winter. The CMIP6 simulation shows very little 449 

descending EEP-NOx, because electron ionization using only the 0° detector would be confined 450 

primarily to more polar latitudes. The MP15 simulation more closely matches the observations, 451 

but does underestimate NOx mixing ratios in the stratosphere and mesosphere. This could 452 

indicate too little ionization at these latitudes and altitudes, and/or that there are errors in the 453 

meridional and/or vertical transport. Nevertheless, Figure 6 confirms that including the 90° 454 

telescope, and possibly better constraining the spectral distribution for energies of 300 keV – 1 455 

MeV, improves simulation results significantly for the mid-latitudes.  456 

To broaden the comparisons to other available measurements, Figure 7 compares 457 

observations of NOx at 45 km altitude from HALOE (top row), and of NO2 at 40 km altitude 458 

from SAGE III (middle) and POAM III (bottom, all in black), with WACCM results at the 459 

corresponding locations and times from the baseline (left), CMIP6 (middle) and MP15 (right) 460 

simulations (all in red). The latitudes of the measurements are plotted in blue and referenced to 461 

the right vertical axis. In March to September of 2003, HALOE measurement locations swept 462 

rapidly through sunlit latitudes between 69°S and 77°N, resulting in observations that were only 463 

occasionally at SH latitudes influenced significantly by MEE precipitation. Figure 7 shows all 464 

HALOE SH measurements poleward of 40°S, since these are the latitudes most relevant to the 465 

current investigation. Note that most of these measurements were between 40°S and 50°S, with 466 

excursions to polar latitudes in March and early April, and an excursion to 56°S in August. As 467 

might be expected for an altitude of 45 km at mid-latitudes, there is little difference between the 468 

baseline and CMIP6 simulations, since neither includes ionization from electrons at these 469 



latitudes. All three simulations overestimate NOx mixing ratios at 40 km in March through May, 470 

reflecting a high bias that was present at the beginning of the simulations. But by late June, when 471 

the HALOE data exhibit a substantial enhancement due to descending EPP-NOx, all three 472 

simulations underestimate the observed NOx. This is consistent with the mid-latitude MIPAS 473 

results in Figure 6, and with the early deficit in simulated descending NOx at polar latitudes 474 

shown in Figures 4 and 5. Nevertheless, the MP15 simulation, which includes electron flux at 475 

lower latitudes, more closely matches the HALOE NOx mixing ratios from mid-July through 476 

August, once again highlighting the need to include count rates from the 90° telescope in 477 

electron flux calculations. 478 

Moving to slightly more polar latitudes, the middle row of Figure 7 shows comparisons 479 

between the WACCM simulations and SAGE III measurements at 40 km. Since the SAGE III 480 

measurement latitudes changed slowly with time, Figure 7 shows seven-day running averages of 481 

the measurements. Only NO2, not NOx, is shown, because SAGE III did not measure NO. One 482 

can infer from the MIPAS data in Figures 4 and 6 that the increase in NO2 mixing ratios 483 

observed by SAGE III in late June and July was caused by descent of EEP-NOx to 40 km. The 484 

subsequent decline in August most likely indicates that the tongue of NOx-rich air had descended 485 

below 40 km, so NO2 at 40 km was returning to background levels at this time. Both the CMIP6 486 

and baseline simulations show a deficit of NO2 from July through September, with maximum 487 

differences of about 2 ppbv, or 50% of the observed NO2. The MP15 simulation, however, 488 

compares very well with SAGE III. The improved agreement is again attributed to the fact that 489 

MP15 includes electron precipitation outside the polar region, which is influential at the latitudes 490 

sampled by SAGE III. Thus, in agreement with the mid-latitude MIPAS and HALOE 491 

comparisons, the SAGE III comparison confirms that including measurements from both 492 

MEPED telescopes in electron flux calculations is important for accurate simulation of EEP 493 

effects at mid latitudes.  494 

As shown by the bottom row in Figure 7, POAM III sampled latitudes poleward of 60°S 495 

throughout the March to September time period. Like SAGE, POAM measurement latitudes 496 

changed slowly with time, so Figure 7 shows seven-day running averages of the measurements; 497 

also like SAGE, POAM measured NO2, but not NO. The MIPAS data in Figure 4 indicate that 498 

40 km was near the lower edge of the tongue of descending polar NOx in June and July, well 499 



within the tongue throughout most of August, and above the tongue in September. Thus, as in the 500 

SAGE observations, the increase in POAM NO2 mixing ratios in June and July is indicative of 501 

the descent of EEP-NOx from higher altitudes down to 40 km. The decline in August-September 502 

is attributed mostly to the fact that, as noted above, the tongue of EEP-NOx descended below 40 503 

km in September, so polar NOx mixing ratios at 40 km were declining to their background values 504 

at this time. There might also be a contribution from the change in latitude of the POAM 505 

measurement sampling, from ~71°S in early August to 88°S on 22 September. MIPAS data 506 

confirm that NO2 mixing ratios at 40 km decreased slightly toward the pole in September (not 507 

shown), so it is expected that the POAM sampling excursion would result in a decline in NO2. 508 

Consistent with the MIPAS NOx comparisons from 70°S-90°S in Figures 4 and 5, all of 509 

the WACCM simulations underestimate the increase at the POAM measurement locations in 510 

June and July, but the MP15 simulation comes closest to reproducing it. Maximum NO2 mixing 511 

ratios of 3.5 ppbv were measured by POAM in early August, and only the MP15 simulation 512 

shows values up to 3 ppbv; maximum mixing ratios in the baseline and CMIP6 simulations are 513 

only ~2 and 2.5 ppbv, respectively. It thus appears that the amount of EEP-NOx that descends to 514 

40 km in the MP15 simulation is sufficient, but that the timing is delayed, possibly because of 515 

too little descent to 40 km in June and early July. As noted above, POAM NO2 mixing ratios 516 

declined in August-September to less than 2 ppbv, whereas the NO2 mixing ratios in all three 517 

simulations remain relatively constant (baseline and CMIP6) or decline just slightly (MP15) after 518 

reaching their maximum values. That all of the simulations show too little decrease in 40-km 519 

NOx mixing ratios in September suggests that the cause is most likely unrelated to the EEP 520 

specification, and is more likely due to errors in MERRA-forced WACCM transport caused 521 

either by too much replenishment, or too little removal, of NOx-rich air at 40 km at the POAM 522 

measurement locations. As noted above, the MIPAS comparisons in Figures 4 and 5 suggest that 523 

there is too much descent of NOx-rich air from the mesosphere into the stratosphere in late 524 

August and September in the WACCM simulations. 525 

To evaluate vertical transport in WACCM, simulated CO was compared with MIPAS 526 

CO, since CO is a tracer that can be used as a proxy for descent in the mesosphere and upper 527 

stratosphere during the winter (Allen et al., 1999; Harvey et al., 2015). Figure 8 shows CO 528 

mixing ratios from MIPAS (a) and WACCM (b), and the percent differences (c), averaged over 529 



70°S-90°S in March through September of 2003. Results from only the baseline simulation are 530 

shown; but as expected, CO mixing ratios are similar in all three simulations. The black contour 531 

lines are guides that denote the 32 ppbv, 256 ppbv, and 1024 ppbv contour lines from MIPAS. 532 

Qualitatively, the WACCM and MIPAS CO mixing ratios are morphologically similar. Except 533 

for a week in early May, however, the MIPAS CO contours in March through early June are 534 

steeper than the WACCM CO contours, which indicates that WACCM descent is too slow at this 535 

time. While this should lead to negative differences between WACCM and MIPAS, the 536 

systematic high bias in WACCM at the beginning of the time series leads to the positive 537 

differences in Figure 8c throughout March at most altitudes, and also in April through June at 538 

sequentially lower altitudes as the CO at 70 km and above descends with time. In April and May 539 

below 60 km, the vertical gradient in CO steepens in WACCM (i.e., the color contours in Figure 540 

8b become compressed), because simulated descent rates at the lower altitudes decrease relative 541 

to those at the higher altitudes. This does not appear to occur in the observations (Figure 8a). In 542 

addition, the MIPAS data indicate strong downwelling below 50 km in mid-May that is not 543 

captured in the simulation. Together, these differences lead to the swath of negative differences 544 

in Figure 8c that begins in late March and descends with time through June. Descent rates above 545 

40 km from mid-June through September cannot be inferred from Figure 8; but a continued 546 

underestimate of descent rates early in the winter would be consistent with the early winter NOx 547 

deficits discussed above. WACCM CO mixing ratios in August and September are higher than 548 

MIPAS mixing ratios throughout the polar stratosphere, which appears from Figure 8b to result 549 

from too much CO descent. If this is indeed indicative of descent that is too prolonged in 550 

WACCM, it could explain the high bias in NOx mixing ratios in the MP15 simulation in 551 

September, and the lack of NO2 decline at 40 km in the comparisons in Figure 7. 552 

 553 

4. Conclusions 554 

This work compares SD-WACCM simulations of the 2003 SH winter using two different 555 

estimates of MEE ionization rates. In the “CMIP6” SD-WACCM simulation, the publicly 556 

available CMIP6 EEP ionization rates (Eyring et al., 2016) were prescribed. The CMIP6 557 

ionization rates are derived from an Ap-index-based parameterization of measurements from the 558 

MEPED 0° electron detector telescope (van de Kamp et al., 2016). In the “MP15” SD-WACCM 559 



simulation, MEE spectral fluxes from an improved version of the MEE data set described by 560 

Peck et al. (2015) were input to SD-WACCM, and ionization rates were calculated within SD-561 

WACCM. The MP15 electron fluxes are based on measurements from both the MEPED 0° and 562 

90° electron detector telescopes. Both the CMIP6 and MP15 SD-WACCM simulations included 563 

precipitating electron energies up to 1 MeV. However, the analytical fits used to convert 564 

spectrally integrated MEPED electron fluxes to differential spectral fluxes used different 565 

functional forms, and the MP15 fits extended to energies as high as 10 MeV (even though the 566 

spectra were truncated at 1 MeV for inclusion in SD-WACCM). A baseline simulation was also 567 

performed, which included auroral electrons but no MEE precipitation. Ionization rate 568 

comparisons show that the MP15 electron fluxes correspond to significantly more ionization than 569 

the CMIP6 fluxes during the 2003 SH winter. This is probably due to the utilization of both 570 

MEPED telescopes in the MP15 calculation, with some contribution from the different spectral 571 

fit used in the MP15 flux calculation, which would increase the flux of electrons on the high 572 

energy tail of the distribution.  573 

Results from the three WACCM simulations were compared with observations from the 574 

MIPAS infrared emission spectrometer as well as from the HALOE, SAGE III, and POAM III 575 

solar occultation instruments. NOx mixing ratios from the CMIP6 and MP15 simulations agree 576 

better with observations than NOx mixing ratios from the baseline simulation. Compared to the 577 

CMIP6 simulation, the MP15 simulation shows significantly more EEP-NOx descending into the 578 

stratosphere, which is in better overall agreement with observations. Particularly noteworthy is 579 

the substantially improved agreement in the MP15 simulation at mid-latitudes (40°S-50°S). 580 

Although the MP15 simulation reproduces the main body of descending EEP-NOx 581 

reasonably well, some significant disagreements with the observations are also apparent. For 582 

instance, NOx mixing ratios at the lower altitude edge of the descending body of EEP-NOx are 583 

underestimated in all three simulations relative to the MIPAS data. Comparisons between 584 

WACCM and MIPAS CO, a tracer of vertical motion, suggest that in the specified dynamics 585 

version of WACCM descent rates in the lower mesosphere and upper stratosphere are too low 586 

early in the winter, resulting in too little descending EEP-NOx. On the other hand, the MIPAS 587 

comparisons suggest that there is too much EEP-NOx above 70 km in late August in the MP15 588 

simulation, leading to a high bias as the excess NOx descends into the stratosphere; this is also 589 



true for the CMIP6 simulation, but to a much smaller degree. This might indicate too much 590 

production of EEP-NOx in the mesosphere and lower thermosphere; but it is also consistent with 591 

descent rates that are too strong in late winter, as suggested by the comparisons of modeled and 592 

measured values of CO. At mid-latitudes, all three models underestimated EPP-NOx descending 593 

into the stratosphere. Additional ionization at energies > 1 MeV could be contributing to the lack 594 

of EEP-NOx shown in the model simulations here. Future work will examine the contribution of 595 

HEE precipitation during geomagnetic activity.  596 

To summarize, the WACCM simulation that includes MP15 electron fluxes reproduces 597 

the descent of EEP-NOx from the mesosphere into the stratosphere during the 2003 SH winter 598 

more accurately than the simulation that includes the CMIP6 electron fluxes. The CMIP6 599 

simulation performs better than the baseline simulation, but it underestimates ionization rates, 600 

resulting in less NOx and OH production from EEP. Although not investigated in this study, 601 

underestimating NOx and HOx would also lead to underestimating ozone destruction. An updated 602 

version of the CMIP6 electron data set has been produced recently (van de Kamp et al., 2018), 603 

and should be included for future comparisons with other electron data sets. However, a key 604 

advantage of the MP15 data set over CMIP6 is that MP15 incorporates measurements from both 605 

the 0° and 90° MEPED telescopes. Thus the MP15 calculations include a wider range of 606 

precipitating electron pitch angles and energies. Another advantage is that the MP15 multi-607 

function spectral fit used to convert the MEPED integrated channel data to differential fluxes 608 

better constrains the high-energy tail of the EEP distribution than a simple power law, as used in 609 

the CMIP6 calculations. The model-measurement comparisons in this study confirm that 610 

including both electron detector telescopes, which means considering the full range of pitch 611 

angles, is critical for accurate simulations of the effects of EEP on the atmosphere, particularly at 612 

mid-latitudes. This study confirms that a comprehensive understanding of the impacts of EEP on 613 

the atmosphere requires consideration of the full range of pitch angles of precipitating electrons, 614 

as well as the full range of energies, as first suggested more than three decades ago by Baker et 615 

al. (1987).  616 

 617 

Figure Captions 618 



Figure 1: Energetic electron ionization rates at 90 km (top) for 11 May 2003 from CMIP6 619 
(a) and MP15 (b) and 75 km (bottom) for 2 May 2003 from CMIP6 (c) and MP15 (d). 620 

Figure 2: Energetic electron ionization rates for 2003, averaged from 50°S - 80°S (top) and 621 
30°S - 50°S (bottom), from CMIP6 (a, d) and MP15 (b, e). The ionization rate differences 622 
are shown in (c, f).  623 

Figure 3: CMIP6 (a) and MP15 (b) model simulations minus the baseline simulation for 624 
OH mixing ratios averaged from 50°S-80°S. The black line indicates the MEE ionization at 625 
0.01 hPa for the respective simulations.  626 

Figure 4: NOx mixing ratios averaged over latitudes from 70°S - 90°S, from MIPAS (a) and 627 
from the baseline (b), CMIP6 (c) and MP15 (d) WACCM simulations at the times and 628 
locations of the MIPAS measurements. The black lines denote the MIPAS 16 ppbv and 64 629 
ppbv NOx contours. White regions indicate missing MIPAS data or regions where MIPAS 630 
errors were >200%. 631 

Figure 5. Differences between MIPAS and WACCM NOx mixing ratios [100×(WACCM-632 
MIPAS)/MIPAS] for the baseline (a), CMIP6 (b) and MP15 (c) simulations. All panels are 633 
averaged from 70°S - 90°S. Model results are taken at the MIPAS times and satellite 634 
locations.  635 

Figure 6: NOx mixing ratios averaged over 40°S - 50°S, from MIPAS (a) and from the 636 
baseline (b), CMIP6 (c) and MP15 (d) WACCM simulations at the times and locations of 637 
the MIPAS measurements. The dashed black line denotes the MIPAS 16 ppbv NOx 638 
contour.  639 

Figure 7: Comparisons of observations of NOx at 45 km altitude from HALOE (top row), 640 
and NO2 at 40 km from SAGE III (middle row) and POAM III (bottom row), with results 641 
from the baseline (left column), CMIP6 (middle) and MP15 (right) simulations at the 642 
corresponding measurement locations and times. HALOE plots show all individual 643 
measurements poleward of 40°S; POAM and SAGE plots show 7-day running means; 644 
measurement latitudes are shown in blue and referenced to the right axis.  645 

Figure 8. CO mixing ratios from MIPAS (a) and baseline WACCM (b) and CO percent 646 
differences, 100*(WACCM-MIPAS)/MIPAS (c). Panels show averages from 70°S - 90°S 647 
during March-September 2003. Model results are taken at the MIPAS times and satellite 648 
locations. The black lines indicate the MIPAS 32 ppbv, 256 ppbv and 1024 ppbv CO 649 
contours for reference. 650 
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