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#### Abstract

This paper addresses the problem of identification of error in variables switched linear models from experimental input/output data. This problem is known to be generically NP hard and thus computationally expensive to solve. To address this difficulty, several relaxations have been proposed in the past few years. While solvable in polynomial time these (convex) relaxations tend to scale poorly with the number of points and number/order of the subsystems, effectively limiting their applicability to scenarios with relatively small number of data points. To address this difficulty, in this paper we propose an efficient method that only requires performing (number of subsystems) singular value decompositions of matrices whose size is independent of the number of points. The underlying idea is to obtain a sum-of-squares polynomial approximation of the support of each subsystem one-at-a-time, and use these polynomials to segment the data into sets, each generated by a single subsystem. As shown in the paper, exploiting ideas from Christoffel's functions allows for finding these polynomial approximations simply by performing SVDs. The parameters of each subsystem can then be identified from the segmented data using existing error-in-variables (EIV) techniques.


## I. INTRODUCTION

The problem of identifying switched affine systems from experimental data is ubiquitous in several domain applications such as electronic circuits [1], biological systems [2], computer vision [3], [4] and automated machines [5], [6], to name just a few. In the so-called error in the process model case, the problem has been thoroughly studied in the past few years (see e.g. [5], [7]-[14] and references therein). Recently, it has been shown in [15] that, when the goal is to find a switching model that interpolates the data within a given noise level with the minimum number of switches, then the problem can be solved in polynomial time.

On the other hand, many scenarios require fitting the data with a minimum (or known) number of subsystems. Examples of these situations include not only control applications (fault tolerant control and anomaly detection), but also, among others, computer vision and machine learning (activity recognition, subspace clustering of dynamic data). Unfortunately, in Error in Variables (EIV) cases where the measured data is corrupted by noise, the minimum number of subsystems scenario leads to a very challenging NP hard problem. This difficulty has motivated the search for tractable relaxations, leading to several approaches, which can be roughly divided into optimization-based methods [13], [14], [16]-[18], algebraic methods [19]-[21], and recursive

[^0]methods [22]-[25]. While these methods have been shown to be effective, most scale poorly with the number of data points. Thus, their application is restricted to moderate number of data points and models with relatively few low order subsystems (typically, these methods scale polynomially or worse with the number of points, number of subsystems and subsystem order). Methods designed explicitly to handle large data sets include [14], [18], [26]. However, [18] needs information about the moments of the noise distribution (something that is not always available) and relies on the solution to a (simple) optimization problem. [14] introduced an efficient branch and bound approach, but the worst case complexity of the method is still exponential in the dimension of the data and number of modes. Finally, [26] relies on a spectral clustering step that can be computationally expensive in situations where the number of clusters is large.

To address these difficulties, motivated by an earlier algebraic approach proposed in [19] for the noiseless case and its stochastic reformulation in [27], in this paper we propose a one-at-a-time algebraic method for efficient identification of switched systems with a given number of subsystems. The advantages of the proposed method are:

1) It can handle error-in-variables (EIV) scenarios
2) It only requires performing (number of subsystems) singular value decompositions of a matrix whose dimension is independent of the number of data points
3) It scales linearly with the number of data points

The basic idea behind this method is to find, for each subsystem, a sum-of-squares polynomial that approximates its support, and use this polynomial to segment the data. Once the data is segmented, the parameters of each subsystem can be obtained using existing EIV methods for LTI systems. Our main result, motivated by [27], [28], shows that these polynomials can be found by performing a singular value decomposition of the empirical moments matrix.

The rest of the paper is organized as follows. Section II presents the notation used in the paper and some background material related to the Generalized Principal Component Analysis (GPCA) method and Christoffel functions. In Section III-A, we formally state the error-in-variables switched auto-regressive exogenous (EIV-SARX) problem. Section III-B, presents the proposed subspace clustering based approach and discusses its connection to algebraic methods and iterative application of [27]. Section IV illustrates the effectiveness of the proposed method compared to existing approaches. Finally, Section V concludes the paper with some remarks and possible directions for future research.

## II. PRELIMINARIES

## A. Notation

| $(\mathbf{A})_{i}$ | $i^{\text {th }}$ row of $\mathbf{A}$. |
| :---: | :---: |
| $\mathbf{A} \succeq 0$ | matrix $\mathbf{A}$ is positive semidefinite. |
| $\mathscr{P}_{\text {d, }}{ }^{n}$ | subspace of $n^{\text {th }}$ degree homogeneous multivariate polynomials in $d$ variables. |
| $s_{n, d} \doteq\binom{n+d-1}{d}$ | number of monomials of degree $n$ in $d$ variables. |
| $\mathbf{v}_{n}(\mathbf{x})$ | Veronese map of degree $n$ : |
| $\mathbf{v}_{n}\left(x_{1}\right.$ | $\left.x_{d}\right) \doteq\left[\begin{array}{llll}x_{1}^{n} & x_{1}^{n-1} x_{2} & \ldots & x_{d}^{n}\end{array}\right]^{T}$ |
| $\mathscr{E}_{\mu}(x)$ | Expected value of $x$ with respect to the probability density function $\mu$. |
| $\mathbf{H}_{x}^{r, c}$ | Hankel matrix with $c$ columns and $r$ rows associated with a vector sequence $\mathbf{x}$, with elements $\left(\mathbf{H}_{x}\right)_{i, j}=\mathbf{x}_{i+j-1}$ |

## B. Moment Matrices and Sum-of-Squares (SoS) Polynomials

Given a probability measure $\mu$ supported on $\mathbb{R}^{d}$, its associated moments sequence is given by

$$
\begin{equation*}
m_{\alpha}=\mathscr{E}_{\mu}\left(\mathbf{x}^{\alpha}\right)=\int_{\mathbb{R}^{d}} \mathbf{x}^{\alpha} d \mu \tag{1}
\end{equation*}
$$

where $\mathbf{x} \doteq\left[\begin{array}{llll}x_{1} & x_{2} & \ldots & x_{d}\end{array}\right]^{T}, \alpha$ is shorthand for the multiindex $\left[\begin{array}{llll}\alpha_{1} & \alpha_{2} & \ldots & \alpha_{d}\end{array}\right]$ and $\mathbf{x}^{\alpha} \doteq x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{d}^{\alpha_{d}}$. In the sequel we will denote by $\mathbf{M}(\mathbf{m})$ the moments matrix with elements $\mathbf{M}(\alpha, \beta)=m_{\alpha+\beta}$ (where we have assumed that the sequence $\mathbf{m}$ has been ordered in a graded reverse lexicographic order) and by $\mathbf{M}_{n}$ its truncated version containing moments of order up to $2 n$. For instance, in the case of 2 variables, $x_{1}$ and $x_{2}$, there are $\binom{4}{2}=6$ monomials of degree up to $2 n=2$ and the corresponding moment matrix is

$$
\mathbf{M}_{1}=\left[\begin{array}{ccc}
1 & m_{(1,0)} & m_{(0,1)}  \tag{2}\\
m_{(1,0)} & m_{(2,0)} & m_{(1,1)} \\
m_{(0,1)} & m_{(1,1)} & m_{(0,2)}
\end{array}\right]
$$

A homogeneous polynomial $P(\mathbf{x})=\sum_{\alpha} p_{\alpha} \mathbf{x}^{\alpha} \in \mathscr{P}_{d, h}^{n}$ can be written in terms of the coefficients vector $\mathbf{c}^{T}$ as $P(\mathbf{x})=$ $\mathbf{c}^{T} \mathbf{v}_{n}(\mathbf{x})$. Using this notation, the expected value (w.r.t $\mu$ ) of the product of two polynomials $P_{1}, P_{2}$ is given by

$$
\begin{equation*}
\left\langle P_{1}(.), P_{2}(.)\right\rangle_{\mu}=\int_{\mathbb{R}^{d}} \mathbf{c}_{1}^{T} \mathbf{v}_{n}(\mathbf{x}) \mathbf{v}_{n}^{T}(\mathbf{x}) \mathbf{c}_{2} d \mu=\mathbf{c}_{1}^{T} \mathbf{L}_{n} \mathbf{c}_{2} \tag{3}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\mathbf{L}_{n}=\int_{\mathbb{R}^{d}} \mathbf{v}_{n}(\mathbf{x}) \mathbf{v}_{n}^{T}(\mathbf{x}) d \mu \tag{4}
\end{equation*}
$$

(note that $\mathbf{L}_{n}$ is the bottom right submatrix of $\mathbf{M}_{n}$, composed of moments of order $2 n$ ). Since $\mathbf{L}_{n} \succeq 0$, it follows that (3) defines an inner product (induced by the measure $\mu$ ) in $\mathscr{P}_{d, h}^{n}$. In the sequel, with a slight abuse of notation, we will refer sometimes to $\mathbf{L}_{n}$ as the truncated moment matrix.

## C. Christoffel Polynomials

In this section we recall some results showing the relationship between a sum of squares polynomial that approximates the support set of a given distribution $\mu$ and the empirical moment matrix formed using points sampled
from this distribution. Given a set of samples $\mathbf{x}_{i}, i=1, \ldots, N$ drawn from a distribution $\mu$ let $\mathbf{L}_{n} \doteq \frac{1}{N} \sum \mathbf{v}_{n}\left(\mathbf{x}_{i}\right) \mathbf{v}_{n}^{T}\left(\mathbf{x}_{i}\right)$ denote the (truncated) empirical moment matrix of order $n$, with corresponding singular vectors and values $\mathbf{u}_{i}, \sigma_{i}$. From (3) it can be easily shown that the polynomials having coefficient vectors $\mathbf{c}_{i} \doteq \frac{1}{\sqrt{\sigma_{i}}} \mathbf{u}_{i}$. form an orthonormal basis, with respect to $\mu$, of $\mathscr{P}_{d, h}^{n}$. Further, [29] these orthonormal polynomials define a reproducing Kernel:

$$
\begin{equation*}
K_{n}(\mathbf{x}, \mathbf{y}) \doteq \sum_{i=1}^{s_{n, d}}\left(\mathbf{c}_{i}^{T} \mathbf{v}_{n}(\mathbf{x})\right)\left(\mathbf{c}_{i}^{T} \mathbf{v}_{n}(\mathbf{y})\right) \tag{5}
\end{equation*}
$$

Define now the SoS polynomial

$$
\begin{equation*}
Q_{n}(\mathbf{x}) \doteq K_{n}(\mathbf{x}, \mathbf{x})=\sum_{i=1}^{s_{n, d}}\left(\mathbf{c}_{i}^{T} \mathbf{v}_{n}(\mathbf{x})\right)^{2}=\mathbf{v}_{n}^{T}(\mathbf{x}) \mathbf{L}_{n}^{-1} \mathbf{v}_{n}(\mathbf{x}) \tag{6}
\end{equation*}
$$

The function $Q_{n}^{-1}(\mathbf{x})$ is known as the Christoffel function. The following result, taken from [28] and [29] relates this function to the probability measure $\mu^{1}$

$$
\begin{equation*}
Q_{n}^{-1}(\xi)=\min _{P \in \mathscr{P}_{d, h}^{n}} \int_{\mathbb{R}^{p}} P^{2}(\mathbf{x}) d \mu \text { s. t. } P(\xi)=1 \tag{7}
\end{equation*}
$$

Further, it can be shown [27] that an explicit expression for the coefficients of the minimizing polynomial is given by:

$$
\begin{equation*}
\mathbf{c}^{*}(\xi)=\frac{1}{\sum_{i=1}^{s_{n, d}}\left(\frac{1}{\sqrt{\sigma_{i}}} \mathbf{u}_{i}^{T} \mathbf{v}_{n}(\xi)\right)^{2}} \sum_{i=1}^{s_{n, d}} \frac{1}{\sigma_{i}} \mathbf{u}_{i}^{T} \mathbf{v}_{n}(\xi) \mathbf{u}_{i} \tag{8}
\end{equation*}
$$

Note in passing that finding $\mathbf{c}^{*}$ involves a single SVD of a matrix $\mathbf{L}_{n}$ whose size is independent of the number of data points. In the sequel, we will refer to the polynomial $P(\mathbf{x}, \boldsymbol{\xi})=\mathbf{v}^{T}(\mathbf{x}) \mathbf{c}^{*}(\xi)$ as the "Christoffel support polynomial at $\xi$ ", since it provides (locally) an approximation to the support of $\mu$. To see this, note that if $\mu(\xi) \approx 0$, the polynomial $P$ can be selected so that $P(\xi) \approx 0$ at points where $\mu$ is not small, leading to a small objective in (7). On the other hand, if $\mu(\xi) \not \approx 0$, since by continuity, any polynomial satisfying $P(\xi)=1$ will have values close to 1 in a neighborhood of $\xi$, the corresponding values of $Q_{n}^{-1}$ will be large (e.g. $Q_{n}(\xi)$ is small). As noted in [28], this observation, combined with the fact that $\mathscr{E}_{\mu}\left(Q_{n}\right)=\binom{n+d-1}{d}$ and Markov's inequality, allows for using $Q_{n}(\mathbf{x})$ to approximate the overall level sets of the distribution, in the sense that points where $Q_{n}(\mathbf{x}) \gg\binom{n+d-1}{d}$ have low probability of belonging to the distribution. These results will play a key role in segmenting the given data into subspaces, one subspace at a time.

## D. Subspace Arrangements

In this section we briefly recall some definitions connecting the problem of subspace clustering with the properties of certain polynomials. These results form the basis of algebraic methods such as GPCA and its variants [30]-[32].

[^1]Definition 2.1: The arrangement $\mathscr{A}(S)$ of a set of subspaces $S=\left\{S_{i}\right\}_{i=1}^{n} \subseteq R^{n}$ is defined as:

$$
\begin{equation*}
\mathscr{A}(S) \doteq S_{1} \cup S_{2} \cup \ldots \cup S_{n} \tag{9}
\end{equation*}
$$

Definition 2.2: The vanishing ideal $I(\mathscr{A})$ of a subspace arrangement $\mathscr{A} \subseteq R^{d}$ is the set of all multivariate polynomials in d variables that vanish on all points in $\mathscr{A}$, that is:

$$
\begin{equation*}
I(\mathscr{A}) \doteq\left\{P \in \mathscr{P}^{d}: P(\mathbf{z})=0 \forall \mathbf{z} \in \mathscr{A}\right\} \tag{10}
\end{equation*}
$$

The subset $I_{n}(\mathscr{A}) \subseteq I(\mathscr{A})$ formed by homogeneous polynomials of degree n is known as the homogeneous component of degree $n$ of $I(\mathscr{A})$.

Definition 2.3: Given a set $I$ of polynomials, $\mathscr{Z}(I)$, the zero set of $I$ is the set of all common roots, that is

$$
\begin{equation*}
\mathscr{Z}(I) \doteq\left\{\mathbf{x} \in \mathbb{R}^{d}: P(\mathbf{x})=0 \text { for all } P \in I\right\} \tag{11}
\end{equation*}
$$

The following result shows that the arrangement $\mathscr{A}$ is completely characterized by its associated homogeneous ideal:

Lemma 2.4 (Lemma 2.8, [30]): The subspace arrangement $\mathscr{A}$ is the zero set of $I_{n}(\mathscr{A})$, e.g. $\mathscr{A}=\mathscr{Z}\left[I_{n}(\mathscr{A})\right]$

These results form the basis of algebraic based approaches, which, rather than directly estimating the parameters of $S_{i}$, seek to estimate first $I_{n}$ from the data. Under mild conditions, $I_{n}$ has dimension 1 (e.g. it is a principal ideal) and the parameters of each subspace can then be estimated from its generator, for instance via polynomial differentiation.

## III. Christoffel Function Based Identification of EIV SARX Systems

Next we state the problem of interest and propose a solution that scales linearly with the number of data points.

## A. Problem Statement

Consider an error-in-variables switched auto-regressive exogenous (SARX) linear model

$$
\begin{align*}
& \hat{y}_{t}=\sum_{i=1}^{n_{a}} a_{i}\left(\gamma_{t}\right) \hat{y}_{t-i}+\sum_{i=0}^{n_{b}} b_{i}\left(\gamma_{t}\right) \hat{u}_{t-i}  \tag{12}\\
& y_{t}=\hat{y}_{t}+\zeta_{t} \quad, \quad u_{t}=\hat{u}_{t}+\eta_{t}
\end{align*}
$$

where $\hat{y}_{t}$ and $\hat{u}_{t}$ denote the actual output/input signals respectively corrupted by additive bounded noise $\left\|\zeta_{t}\right\|_{\infty} \leq \varepsilon_{\zeta}$ and $\left\|\eta_{t}\right\|_{\infty} \leq \varepsilon_{\eta}$ where $\varepsilon_{\zeta}, \varepsilon_{\eta}$ are bounds on the output and input noise respectively and $\gamma_{t}$ is the mode variable indicating which subsystem is active at time $t$. Our goal is to identify the parameters $\left\{a_{k=1}^{n_{a}}(j), b_{k=1}^{n_{b}}(j)\right\}$ that characterize each of the subsystems in (12) from the input/output experimental data $\left(u_{k}, y_{k}\right)$ and the a-priori information $\left\{s, n_{a}, n_{b}\right\}$, where $s$ is number of the subsystems, $n_{a}$ and $n_{b}$ are the input and output order of the subsystems.

## B. Algebraic Reformulation With a Stochastic Perspective

Consider a trajectory of (12) corresponding to a given input and switching sequences, and, for ease of notation, define

$$
\begin{align*}
& \mathbf{r}_{t}=\left[-y_{t}, y_{t-1}, \ldots, y_{t-n_{a}}, u_{t-1}, \ldots, u_{t-n_{b}}\right]^{T} \\
& \mathbf{b}\left(\gamma_{t}\right)=\left[1, a_{1}\left(\gamma_{t}\right), \ldots, a_{n_{a}}\left(\gamma_{t}\right), b_{1}\left(\gamma_{t}\right), \ldots, b_{n_{b}}\left(\gamma_{t}\right)\right]^{T} \tag{13}
\end{align*}
$$

Note that $\mathbf{b}^{T}\left(\gamma_{t}\right) \mathbf{r}_{t}=0$ holds for all time instants where $\gamma_{t}=\gamma$. Thus, the corresponding regressors $\mathbf{r}_{t, \gamma}$ live in a subspace normal to $\mathbf{b}(\gamma)$. We will use this fact to recast the systems identification problem into a (noisy) subspace clustering form. The proposed method is based on the observation that, in the noise free case, the vanishing ideal of the arrangement of subspaces defined by the collection of vectors $\mathbf{b}_{i}, i=1, \ldots, s$ is generated by the polynomial [19]

$$
\begin{equation*}
p_{s}(\mathbf{r})=\prod_{i=1}^{s}\left(\mathbf{b}_{i}^{T} \mathbf{r}_{t}\right)=\mathbf{c}_{s}^{T} \mathbf{v}_{s}\left(\mathbf{r}_{t}\right)=0 \tag{14}
\end{equation*}
$$

where $\mathbf{b}_{i} \in R^{n_{a}+n_{b}+1}$ is the vector corresponding to parameters of the $i^{t h}$ subsystem, $\mathbf{v}_{s}($.$) denotes the Veronese map$ of degree $s$, and where the entries of the vector $\mathbf{c}_{s}$ are only functions of the entries of the vectors $\mathbf{b}_{i}$. Evaluating this polynomial at each data point and collecting the results in a matrix leads to

$$
\mathbf{V}_{s} \mathbf{c}_{s} \doteq\left[\begin{array}{lll}
\mathbf{v}_{s}\left(\mathbf{r}_{t_{0}}\right) & \cdots & \mathbf{v}_{s}\left(\mathbf{r}_{T}\right) \tag{15}
\end{array}\right]^{T} \mathbf{c}_{s}=0
$$

In the noise free case, the identification problem can be solved by using the GPCA algorithm proposed in [19], [32], simply by finding a vector $\mathbf{c}_{s}$ in the null space of $\mathbf{V}_{s}{ }^{2}$ and then recovering the parameters of each subsystem via polynomial differentiation. Unfortunately, as shown for instance in [13], this approach is fragile, and even small amount of noise can lead to large errors in the identified parameters. Next, we indicate how to circumvent this difficulty by exploiting the properties of the Christoffel functions.

Consider an arrangement of subspaces $\mathscr{A}(S) \doteq S_{1} \cup S_{2} \cup$ $\ldots \cup S_{S}, S_{i} \subset \mathbb{R}^{d}$, where the normal to each subspace is $\mathbf{b}_{i}$ and let $\mu$ denote a probability measure supported in this arrangement. Given a point $\mathbf{x}_{o} \notin \mathscr{A}(S)$, define the following polynomial optimization problem

$$
\begin{equation*}
P_{\mathbf{x}_{o}}^{*}(\mathbf{x})=\left\{\underset{P \in \mathscr{P}_{d, h}^{s}}{\operatorname{argmin}} \int_{\mu} P^{2}(\xi) d \mu \text { subject to } P\left(\mathbf{x}_{o}\right)=1\right\} \tag{16}
\end{equation*}
$$

that is, $P_{\mathbf{x}_{o}}^{*}($.$) is the minimum variance (w.r.t \mu$ ) homogeneous polynomial of degree $s$, whose value at $\mathbf{x}_{o}$ is fixed. Note that this is precisely the Christoffel support polynomial at $\mathbf{x}_{o}$ defined in Section II-C. If the support of $\mu$ is the arrangement $\mathscr{A}(S)$, then it is easy to see that a solution to the problem above is given by

$$
\begin{equation*}
P_{\mathbf{x}_{o}}^{*}(\mathbf{x})=\frac{\prod_{i=1}^{s}\left(\mathbf{b}_{i}^{T} \mathbf{x}\right)}{\prod_{i=1}^{s}\left(\mathbf{b}_{i}^{T} \mathbf{x}_{o}\right)} \tag{17}
\end{equation*}
$$

Further, if the arrangement is transversal [30], then this solution is unique, since there exists only one homogeneous polynomial of degree $s$ that vanishes on $\mathscr{A}$ and has a fixed value at a given point $\mathbf{x}_{o} \notin \mathscr{A}$. In the systems identification scenario of interest to this paper, the measure $\mu$ is unknown. Rather, the experimental data consists of points $\mathbf{x}_{i}, i=1, \ldots, N_{p}$ drawn from these subspaces and corrupted by noise. In this case, an approximation to the problem above can be obtained by replacing the probability measure $\mu$ by

[^2]the empirical distribution $\mu_{e m p}$, and an approximation to (16) using the empirical distribution is given by:
\[

$$
\begin{array}{r}
c *_{\mathbf{x}_{o}}=\underset{\mathbf{c}}{\operatorname{argmin}} \frac{1}{N_{p}} \mathbf{c}^{T} \mathbf{L}_{s, e m p} \mathbf{c}  \tag{18}\\
\quad \text { subject to } \mathbf{c}^{T} \mathbf{v}_{s}\left(\mathbf{x}_{o}\right)=1
\end{array}
$$
\]

where

$$
\begin{equation*}
\mathbf{L}_{s, e m p} \doteq \frac{1}{N_{p}} \sum_{i=1}^{N_{p}} \mathbf{v}_{s}\left(\mathbf{x}_{i}\right) \mathbf{v}_{s}^{T}\left(\mathbf{x}_{i}\right)=\frac{1}{N_{p}} \mathbf{V}_{s}^{T} \mathbf{V}_{s} \tag{19}
\end{equation*}
$$

and $\mathbf{V}_{s}$ is a matrix having as its $k^{\text {th }}$ row $\left(\mathbf{V}_{s}\right)_{k}=\mathbf{v}_{s}^{T}\left(\mathbf{x}_{k}\right)$. The solution to the problem above is given by (8), using the singular vectors/values of $\mathbf{L}_{s, e m p}$ instead of $\mathbf{L}_{s}$.

Remark 1: Intuitively, the Christoffel support polynomial $P_{\mathbf{x}_{o}}(\mathbf{x})=\mathbf{c}_{\mathbf{x}_{o}}^{*}{ }^{T} \mathbf{v}_{S}(\mathbf{x})$ provides an approximation to the support set of $\mathscr{A}$ in the sense that it is expected to be close to zero for points in the subspace arrangement, and, by continuity, close to one for points outside the arrangement and close to $\mathbf{x}_{o}^{*}$. We will exploit this property in the next section.

## C. Proposed Algorithm

The proposed algorithm is based on iteratively using the Christoffel support polynomial with coefficients given by (8) using $\mathbf{L}_{s, e m p}$ instead of $\mathbf{L}_{s}$ to find points generated by a single subsystem. A high level description is given in Algorithm 1. Step 1: Finding reliable data for the first s-1 subspaces

As indicated above, we propose to find points generated by each subsystem proceeding in a "one-at-a-time" fashion. Let $\mathscr{X}_{a, k}$ denote the set of available points at the $k^{t h}$ stage of the algorithm (that is points that have not yet been assigned to a given subsystem). The goal here is to find a set of points $\mathscr{X}_{k} \subseteq \mathscr{X}_{a, k}$ that, with high probability, were generated by the same subsystem, or equivalently, belong to the same subspace. Motivated by the discussion above, we propose to accomplish this by selecting a point $\mathbf{x}_{o, k} \in \mathscr{X}_{a, k}$, computing the corresponding Christoffel support polynomial $P_{\mathbf{x}_{o, k}}(\mathbf{x})$ of degree $s-k$ (since at this stage only $s-k+1$ subspaces remain for which data has not been assigned) and defining

$$
\begin{equation*}
\mathscr{X}_{k} \doteq\left\{\mathbf{x} \in \mathscr{X}_{a, k}: P_{\mathbf{x}_{o, k}}^{2}(\mathbf{x}) \geq t\right\} \tag{20}
\end{equation*}
$$

where $t$ is a given threshold. Implementation of this idea requires addressing the issues of how to select the point $\mathbf{x}_{o, k}$ and the threshold $t$.
Selecting $\mathbf{x}_{o, k}$ : At the $k^{t h}$ stage of the algorithm, the remaining points belong to an arrangement $\mathscr{A}_{k}$ consisting of $s-k+1$ subspaces. For a given point $\mathbf{x}_{o}$, consider the Christoffel support polynomial $P_{\mathbf{x}_{o, n_{k}}}($.$) of degree n_{k}=s-k$. From (7) and Markov's inequality (chapter 8 in [33]) it follows that, for any point $\mathbf{x}$ drawn from an arrangement formed by $n_{k}$ of the remaining subspaces

$$
\begin{equation*}
\operatorname{Prob}_{\mu}\left[P_{\mathbf{x}_{o}, n_{k}}^{2}(\mathbf{x})>t\right] \leq \frac{1}{t Q_{n_{k}}\left(\mathbf{x}_{o}\right)} \tag{21}
\end{equation*}
$$

The inequality above suggests selecting $\mathbf{x}_{o}^{*}=$ $\operatorname{argmin}_{\mathbf{x} \in \mathscr{X}_{a, k}} Q_{n_{k}}\left(\mathbf{x}_{o}\right)$, since this choice maximizes the number of points where $P_{\mathbf{x}_{o, n_{k}}^{*}}^{2}($.$) is large. By construction$

```
Algorithm 1 Subspace identification using SOS polynomial
    Inputs: \(\mathbf{X}_{\mathbf{y}} \leftarrow \mathbf{H}_{\mathbf{y}_{t}}^{n_{a}+1, N-n_{a}-1}\) Hankelized output data,
    \(\mathbf{X}_{\mathbf{u}} \leftarrow \mathbf{H}_{\mathbf{u}_{t}}^{n_{b}, N-n_{a}-1}\) Hankelized input data where \(N\) is the
    horizon length, \(s \leftarrow\) number of subsystems, \(k \leftarrow 1\)
    \(\mathscr{X}_{a} \leftarrow\left[\begin{array}{l}\mathbf{X}_{\mathbf{y}} \\ \mathbf{X}_{\mathbf{u}}\end{array}\right]\)
    for \(k:=1\) to \(s\) do
        if \(k<s-1\) then \(\triangleright\) Find a group of points outside of
        the union of \(s-k\) of the remaining \(s-k+1\) subspaces
            Step 1: Finding reliable data for the first \(s-1\)
        subspaces
            Selecting \(\mathbf{x}_{o, k}\) :Find the best "anchor" point \(\mathbf{x}_{o}^{*}\)
        using the SoS Polynomial \(Q_{k-1}(\mathbf{x})\) representing a union
    of \(s-k\) of the \(s-k+1\) available clusters
    7: \(\quad\) Compute \(P_{\mathbf{x}_{o}^{*}, k}(\mathbf{x})\), the Christoffel support poly-
    nomial, for the union of \(s-k\) clusters treating the point
    \(\mathbf{x}_{o}^{*}\) as an outlier.
    8: \(\quad\) Compute an optimal threshold \(t\) and assign points
    where \(P_{\mathbf{x}_{o, k}}^{2}(\mathbf{x}) \geq t\) to the set \(\mathscr{X}_{k}\). This set approximates
    a subset of \(S_{o, k}\) the subspace that contains \(\mathbf{x}_{o, k}^{*}\).
        else if \(k=s-1\) then \(\quad \triangleright\) Last subspace case
            Step 2:Handling the last subspace
                Generate a set containing reliable data drawn
    from the first \(s-1\) subspaces: \(\mathscr{X}_{\text {rel }} \doteq \cup_{i=1}^{s-1} \mathscr{X}_{i, \text { rel }}\)
            Compute and threshold \(\left|P_{s-1, \mathscr{X}_{\text {rel }}}^{2}(\mathbf{x})\right|\) for \(\mathbf{x} \in \mathscr{X}_{a}\)
    to find a set \(\mathscr{X}_{s} \subset S_{s}\), the last subspace
        end if
        Finding a reliable set \(\mathscr{X}_{k, \text { rel }} \subset \mathscr{X}_{k}\) via outlier
    rejection on \(\mathscr{X}_{k}\)
        Update available data: \(\mathscr{X}_{a} \leftarrow \mathscr{X}_{a} \backslash \mathscr{X}_{k, \text { rel }}\)
    end for
    Step 3: Labeling the entire data set \(\triangleright\) using the SoS
    polynomial computed with the sets \(\mathscr{X}_{j, \text { rel }}\)
    for \(j:=1\) to \(s\) do
        Compute \(Q_{1, \mathscr{X}_{j, \text { rel }}}(\mathbf{x})\) for each subspace
    end for
    Assign each point \(\mathbf{x}\) to the cluster \(j\) which gives the
```


degree $\left[P_{\mathbf{x}_{o}^{*}, n_{k}}().\right]=n_{k}$, and thus $P_{\mathbf{x}_{o, n_{k}}^{*}}($.$) can't be identically$ zero in $\mathscr{A}_{k}-\left\{\mathbf{x}_{o}^{*}\right\}$. Further, since $P_{\mathbf{x}_{o}^{*}, n_{k}}\left(\mathbf{x}_{o}^{*}\right)=1$, by continuity $P_{\mathbf{x}_{o}^{*}, n_{k}}($.$) will be close to 1$ on points close to $\mathbf{x}_{o}^{*}$. Thus, intuitively, most of the points where $P_{\mathbf{x}_{o}^{*}, n_{k}}($.$) is large belong$ to the same subspace as $\mathbf{x}_{o}^{*}$. Once $\mathbf{x}_{o}^{*}$ is selected, $t$ can be chosen from (21) to obtain a suitable upper bound $\frac{1}{t Q_{n_{k}}\left(\mathbf{x}_{o}^{*}\right)}$ on the probability of miss-classification. However, extensive experimental results show that this bound is typically conservative and better results are obtained selecting $t$ using Otsu's algorithm [34].
Step 2: Handling the last subspace
After the $(s-1)^{t h}$ iteration of the algorithm, since each iteration is not guaranteed to remove all points in a given subspace, the set $\mathscr{X}_{a, s-1}$ can potentially include points from each subspace in the arrangement. As we show next, points in the last subspace $S_{s}$ can also be extracted from $\mathscr{X}_{a, s-1}$
by finding a suitable Christoffel support polynomial. To this effect, consider the set $\mathscr{X}_{\text {rel }} \doteq \cup_{i=1}^{s-1} \mathscr{X}_{i, \text { rel }}$ and the associated moments submatrix $\mathbf{L}_{\text {rel }} \doteq \frac{1}{\left|\mathscr{X}_{\text {rel }}\right|} \sum_{\mathbf{x}_{i} \in \mathscr{X}_{\text {rel }}} \mathbf{v}\left(\mathbf{x}_{i}\right) \mathbf{v}^{T}\left(\mathbf{x}_{i}\right)$. As discussed in section II-C, the Christoffel function $Q(\mathbf{x}) \doteq$ $\mathbf{v}^{T}(\mathbf{x}) \mathbf{L}_{\text {rel }}^{-1} \mathbf{v}(\mathbf{x})$ should be (with high probability) smaller for points that belong to the arrangement $\cup_{i=1}^{s-1} S_{i}$ than for those outside it. Thus, if the switching sequence visited all subsystems (and hence the experimental data comes from $s$ subspaces), it follows (from Markov's inequality) that the point

$$
\mathbf{x}_{s}^{*}=\underset{\mathbf{x} \in \mathscr{\mathscr { X }}_{a, s-1}}{\operatorname{argmax}}\left[\mathbf{v}^{T}(\mathbf{x}) \mathbf{L}_{r e l}^{-1} \mathbf{v}(\mathbf{x})\right]
$$

is, with high probability, an outlier to the set $\cup_{i=1}^{s-1} S_{i}$, or, equivalently, an inlier to the last subspace $S_{s}$. Thus, a set of points in this subspace can be obtained by computing $P_{\mathbf{x}_{s}^{*}, s-1}$, the Christoffel support polynomial of $\mathscr{X}_{\text {rel }}$ with respect to $\mathbf{x}_{s}^{*}$ and setting

$$
\begin{equation*}
\mathscr{X}_{s} \doteq\left\{\mathbf{x} \in \mathscr{X}_{a, s-1}: P_{\mathbf{x}_{s}^{*}, s-1} \geq t\right\} \tag{22}
\end{equation*}
$$

Finding a reliable set $\mathscr{X}_{k, \text { rel }}$ : At the end of each iteration, after the subset $\mathscr{X}_{k}$ of candidate points in the $k^{t h}$ subspace has been found, a "reliable" subset of these, $\mathscr{X}_{k, \text { rel }} \subset \mathscr{X}_{k}$ can be found using the outlier rejection method proposed in [27]. These points are then removed from the pool of available data, e.g. $\mathscr{X}_{a, k} \backslash \mathscr{X}_{k} \rightarrow \mathscr{X}_{a, k+1}, k \rightarrow k+1$ and the process is repeated until $k=s$.
Step 3: Labeling the entire data set
The sets $\mathscr{X}_{i, \text { rel }}$ can be used as "seeds" to reliably assign points to subsystems as follows. Under the assumption that the switching sequence and inputs are sufficiently rich to generate enough data in each set $\mathscr{X}_{i, r e l}$, the corresponding moment matrices $\mathbf{L}_{i, \text { rel }}$ provide a good characterization of the support of each subspace. That is, given a point $\mathbf{x}_{i}$ the Christoffel function $\mathbf{v}^{T}\left(\mathbf{x}_{i}\right) \mathbf{L}_{j, \text { rel }}^{-1} \mathbf{v}\left(\mathbf{x}_{i}\right)$ is (with high probability) small if $\mathbf{x}_{i} \in S_{j}$ and large otherwise. Thus, points can be assigned to subspaces by simply selecting the one corresponding to the smallest $Q$, that is, computing

$$
j^{*}=\underset{j \in[1, s]}{\operatorname{argmin}}\left[\mathbf{v}^{T}\left(\mathbf{x}_{i}\right) \mathbf{L}_{j, \text { rel }}^{-1} \mathbf{v}\left(\mathbf{x}_{i}\right)\right]
$$

and assigning $\mathbf{x}_{i}$ to $S_{j^{*}}$.
Step 4: Finding the parameters of each subsystem
Once the data has been segmented into subspaces $S_{i}$, the identification process is completed by computing the parameters of each subsystem. In principle, in relatively low noise scenarios, the data matrix $\mathbf{X}_{i}$ whose columns are the coordinates of the points in $S_{i}$ should be close to rank $n_{a}+n_{b}$. Hence the parameters $\mathbf{b}_{i}$ are given by the null vector of $\mathbf{X}_{i} \mathbf{X}_{i}^{T}$, normalized so that $b_{i}(1)=1$.

It is worth emphasizing that the proposed method requires performing singular value decompositions of the moment matrices $\mathbf{L}_{i}$ whose size depends only on the dimension of the data (system order) and number of subsystems, together with point evaluations of the polynomial $P_{\mathbf{x}_{o, k}}^{2}(\mathbf{x})$ for all data points. Hence computational time grows only linearly with the number of data points, but combinatorially with the number of subsystems and their order.

## IV. Illustrative Example

In this section we illustrate the advantages of the proposed approach using the following system, used in [10]:

$$
\begin{align*}
& \hat{y}_{t}=a_{1}\left(\gamma_{t}\right) \hat{y}_{t-1}+a_{2}\left(\gamma_{t}\right) \hat{y}_{t-2}+b_{1}\left(\gamma_{t}\right) \hat{u}_{t-1} \\
& y_{t}=\hat{y}_{t}+\zeta_{t} \quad, \quad u_{t}=\hat{u}_{t}+\eta_{t} \tag{23}
\end{align*}
$$

and switches between

$$
\begin{array}{r}
\hat{y}_{t}=0.2 \hat{y}_{t-1}+0.24 \hat{y}_{t-2}+2 \hat{u}_{t-1}(\text { Subsystem } 1) \\
\hat{y}_{t}=-1.4 \hat{y}_{t-1}+-0.53 \hat{y}_{t-2}+1 \hat{u}_{t-1}(\text { Subsystem } 2) \tag{24}
\end{array}
$$

We considered a scenario with 7 switches, occurring at time instances $t=\frac{k \times N}{8}$ where $k=1,2 \ldots, 7$ such that $\gamma_{t}=$ 1 for odd $k$ and $\gamma_{t}=2$ for even $k$. Data was generated from 20 random runs for various combinations of noise levels $\varepsilon \in\{0.05,0.15,0.25\}$ and horizon length $N \in[96,192,396]$. The results of applying several different approaches to this data (manifold embedding [26], algebraic methods [18], [19]) are summarized in Table I. There, the column PE shows the parameter estimation error defined as,

$$
\begin{equation*}
\mathrm{PE}=\max \|\rho-\hat{\rho}\|_{2} \tag{25}
\end{equation*}
$$

where $\rho$ and $\hat{\rho}$ are the normalized true and estimated parameters of the subsystems. As shown in the table, the proposed method is at least one order of magnitude faster than competing methods (except GPCA) while achieving a comparable (or better) identification error, and the effect gets more pronounced as the number of points increases. Regarding GPCA, it runs an order of magnitude faster than the proposed SoS based method, but as expected, the identification error becomes far worse (an order of magnitude) as the noise level increases.

## V. CONCLUSIONS

The problem of EIV identification of switched ARX models (and the related problem of subspace clustering) arises in many domains ranging from control to machine learning and computer vision. For instance, in the context of control, solving this problem is a prerequisite to design controllers for switched systems in cases where models of the system are a-priori unavailable. Unfortunately, this problem is known to be NP-hard, which has prompted a large research effort seeking to develop computationally tractable relaxations. As a result, a number of techniques are currently available that have been shown to work well in practice (and, under certain conditions exact). Nevertheless, virtually all of these techniques scale polynomially with the number of data points and their dimension ${ }^{3}$, which limits their applicability to moderately large data sets (typically no more than a few thousands). To circumvent this difficulty, in this paper we proposed a method that scales linearly with the number of data points and only requires performing order of $s$ singular value decompositions of matrices whose size is independent of the number of data points. This is accomplished by recasting the problem as that of finding an

[^3]TABLE I
Numerical Examples: Comparison of Proposed Method with Other Methods

| N | $\varepsilon$ | GPCA [19] |  | Hojjatinia et. al. [18] <br> - unknown parameters |  | JBLD-Based [26] |  | SOS-Based (Proposed) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | PE | time (secs) | PE | time (secs) | PE | time (secs) | PE | time (secs) |
| 96 | 0.05 | 0.0539 | 0.0027 | 0.0571 | 6.5201 | 0.0099 | 0.0384 | 0.0527 | 0.0503 |
| 96 | 0.15 | 0.0603 | 0.0005 | 0.3053 | 6.4554 | 0.0496 | 0.0306 | 0.0628 | 0.0056 |
|  | 0.25 | 0.1764 | 0.0005 | 0.1224 | 6.3717 | 0.2090 | 0.0393 | 0.0731 | 0.0056 |
|  | 0.05 | 0.0577 | 0.0005 | 0.0247 | 6.3217 | 0.0061 | 0.0995 | 0.0079 | 0.0051 |
|  | 0.15 | 0.1576 | 0.0006 | 0.1018 | 6.2882 | 0.0262 | 0.1572 | 0.0182 | 0.0064 |
|  | 0.25 | 0.2342 | 0.0006 | 0.1398 | 6.3510 | 0.0692 | 0.1273 | 0.0334 | 0.0054 |
|  | 0.05 | 0.0109 | 0.0006 | 0.0106 | 6.3165 | 0.0270 | 0.4213 | 0.0935 | 0.0057 |
|  | 0.15 | 0.1626 | 0.0005 | 0.0786 | 6.3753 | 0.0850 | 0.4129 | 0.0123 | 0.0056 |
|  | 0.25 | 0.1274 | 0.0005 | 0.1022 | 6.5183 | 0.1124 | 0.4337 | 0.0223 | 0.0053 |

SoS polynomial that approximates the support of each subspace, one at a time. As shown in the paper this polynomial can be directly constructed from the aforementioned SVDs. The effectiveness of the proposed approach was illustrated with an example used in the literature to compared SARX identification methods, where it was shown to outperform existing methods, specially as the number of data points increases. Note that as stated, the proposed method scales badly with the order and number of subsystems, since the size of the corresponding matrix depends combinatorially on $s$ and $n_{a}$. On going research seeks to address this problem by using tools from randomized linear algebra.
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[^1]:    ${ }^{1}$ Note that [28] considers polynomials of degree up to $2 n$ and the associated moment matrix $\mathbf{M}_{n}$ while here we consider only homogeneous polynomials and the submatrix $\mathbf{L}_{n}$. This choice reflects the fact that in this paper we are interested in distributions supported on subspace arrangements, rather than general ones.

[^2]:    ${ }^{2}$ Under mild conditions this vector is unique, since the vanishing ideal of the arrangement is a principal ideal [30].

[^3]:    ${ }^{3}$ An exception is [26], that scales linearly with the number of points but polynomially with the number of switches.

