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Abstract. Recent studies of student problem-solving behavior have
shown stable behavior patterns within student groups. In this work, we
study patterns of student behavior in a richer self-organized practice
context where student worked with a combination of problems to solve
and worked examples to study. We model student behavior in the form
of vectors of micro-patterns and examine student behavior stability in
various ways via these vectors. To discover and examine global behavior
patterns associated with groups of students, we cluster students accord-
ing to their behavior patterns and evaluate these clusters in accordance
with student performance.
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1 Introduction

With the improvement of online learning systems, students are provided with
more opportunities for learning. In modern learning systems, students are usually
free to choose to access multiple learning material types. While some systems
provide restrictions on order of accessing learning content, in many systems,
there are no predefined activity sequences and students are free to choose to
work with any learning materials in any order. This choice provides students with
more freedom to learn according to their own pace and background knowledge,
and to repeat their past activities as they seem fit. For example, students can
skip some learning materials and work on the more advanced ones if they believe
that they have already mastered the prerequisite concepts. Similarly, they can
go back and repeat some learning materials.

Despite these advantages, this freedom could lead to some inefficient and non-
productive behavior. For example, past research on students’ problem-solving
behavior has found that students tend to practice the same set of concepts, well
after mastering them, instead of moving to new concepts and more difficult prob-
lems [7,10,19]. While past research on behavior patterns has mainly focused on
problem-solving behavior, student behavior can get more complex as other types
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of learning materials are introduced. For example, consider a learning system that
includes both reading materials and self-assessment problems. Here, a student can
spend a significant amount of time persisting in reading on an advanced concept
and failing in related problems, without having the prerequisites.

Ideally, a learning system should be able to detect inefficient behavior and guide
the students towards efficient ones. To do this, the main challenge is to under-
stand the relationship between students’ behavior and performance. This chal-
lenge, translates into two main questions: (1) could we discover stable student
behavior patterns which could be recognized in-time to react? are them persistent,
or they happen at random; and (2) could we recognize efficient and inefficient stu-
dent behavioral patterns by associating it with their learning performance?

Past research in the area of student problem-solving behavior indicated that
stable patterns of student behavior do exist, however, theses patterns might not
be directly related to their performance [7]. Instead, different patterns charac-
terize students’ individual ways to learn and approach a problem. To find stable
patterns of student behavior, Guerra et al. [7] built student “problem-solving
genomes” from micro-patterns (“genes”) and grouped the students based on
their “genomes” into clusters. While students belonging to the same cluster tend
to show the same behavior patterns, these clusters included both high and low
performing students. However, there was an indication that within each cluster,
the “genomes” could help to discover efficient and inefficient behaviors.

In this paper, we attempt to apply the sequence mining-approach suggested
in [7] to a more complex case, where students are working with two types of
learning material, and are repeating their attempts within the same topics. The
two learning material types we focus on are: parameterized problems and anno-
tated examples. Our research questions within this more complex context are
still the same: (1) do individual students exhibit stable behavioral patterns in
their work with learning content, or their approach to learn vary by factors,
such as time in the semester or learning material difficulty? (2) to what extent
student behavioral patterns are associated with their learning performance?

2 Related Work

Online educational systems collect increasing volumes of information from stu-
dents’ interactions with various kinds of learning content. The process of data
collection has been followed by a rapid increase in research, which focused on
using this data to better understand and improve the learning process. Among
the explored topics was the early prediction of student success or failure [2],
which could be helpful to identify and support students-at-risk [20]. While early
work focused mostly on cumulative factors such as frequency of watching videos
or using discussion forums [18], recent work attempted to build more complex
models of student behavior and identify various kinds of behavior patterns to
help students make progress and improve education outcomes. Analyzing stu-
dents’ sequences and trajectories have been of increased interest recently.

Since student behavior is commonly considered as a sequence of students’
actions or interactions with the system, various kind of sequence-oriented Markov
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models were explored for behavior analysis. For example, Hansen et al. [8] ana-
lyzed log data of an online education system, and modeled student behavior as
interpretable Markov chains. The model compares action sequences across differ-
ent lengths, focusing on the flow of actions. A two-layer Hidden Markov Model is
used in [5] to automatically detect student behavior patterns from logged data of
a MOOC platform. They have shown that the extracted patterns are meaningful
and have a correlation with students’ learning outcome. In such works, all of the
students’ activities are observed to generate latent states.

Another popular group of approaches used matrix factorization to transform
a student learning traces to a smaller number of “soft clusters”. For example, Gel-
man et al. [6] segmented student use of content and assessment, into weeks. Then,
they used non-negative matrix factorization (NMF) to distill five basic behaviors
of students (“Deep”, “Consistent”, “Bursty”, “Performance”, and “Response”)
and built vectors specifying how much each student shows each behavior. Similar
approaches were used successfully with different kind of data in [13,15] that can
be incorporated with ranking techniques from social networks [3].

Some work in the literature focused on student trajectories [11,21]. For exam-
ple, Boubekki et al. [1] compared the navigation behavior of students in reading
textbooks and discovered student clusters that were indicators of student per-
formance. Sawyer et al. [17] proposed a time-series representation of student
problem-solving trajectories in a learning game. They used Euclidean distance
and trajectory slope to measure students’ distance with “expert paths”, which
was correlated with students’ learning gain.

The least explored, but potentially very powerful group of approaches focused
on using sequence mining to identify behavior patterns. In [14], authors have
extracted frequent action sequences in a collaborative learning environment to
distinguish high achieving student from low achieving students. The analysis in
this work is on interaction with resources on a tabletop. Students’ actions on the
tabletop are logged and coded into events to create sequences. Then, frequent
sub-sequence sequential patterns are extracted using n-grams. The patterns are
clustered to build higher-level patterns and students are compared based on
them. In [7] patterns of student work with parameterized exercises are modeled
and analyzed. In this work, micro-patterns are extracted using a sequential pat-
tern mining algorithm and used to build student behavior profiles (“genomes”).
Then, students with similar genomes are clustered into behavior groups.

3 System and Dataset

In our experiments, we use the student interaction data with learning materials
in the “Introduction to object-oriented programming” course using Progressor+
interface [9]. The system includes parameterized exercises and worked-out code
examples as two different types of learning material. The learning material in the
practice system were grouped into topics. For each topic, multiple problems and
examples are available. Although the order of topics was shown to the students,
they could choose any topic, problem, or example to practice at any time in
any preferred order. The parameterized exercises are small problems focused



Analyzing Student Behavior Patterns 311

on program behavior prediction. Each exercise is a template with a parameter,
which is generated randomly every time a student chooses to work on them.
Consequently, students can use the same exercise template for practice multiple
times with different parameters. Worked-out annotated code examples are small
complete programs annotated with short explanations for each line of code.
Students can click on the lines of code in any order to read the explanation. The
dataset includes three semesters of student activities in Java classes in a large
public US university. After data cleaning, the dataset contains 83 students. There
are 103 parameterized problems and 42 annotated examples in the dataset. The
number of correct attempts to solve problems is 13796, the number of incorrect
attempts is 6233, and the number of clicks on examples is 12713. In addition
to the student behavior log, the dataset includes pre-test and post-test scores
for each student. The pre- and post-tests included the same set of program
behavior prediction questions administered at the beginning and at the end of
each semester correspondingly. The minimum and maximum score in pre-test
are 0 and 14 and in post-test are 5 and 24 respectively. To measure students’
improvement over the course of the semester, learning gain is calculated for each
student as the normalized difference between post-test and pre-test.

4 Modeling Student Behavior

To extract micro-patterns from student logs, we code them into sequences and
analyze them using a frequent pattern mining algorithm. We build macro-pattern
vectors or genome as a representation of each individual student’s behavior.

4.1 Coding Student Behavior

To discover behavioral patterns of students, we first label student attempts.
Inspired by [7], we focus on two aspects when labeling student problem solving
attempts: whether the student succeeds (or fails) in solving the problem, and
whether the student spent shorter or longer time to answer a problem, com-
pared to a median answering time. The median answering time is calculated
separately for each problem, considering all attempts on it1. If a student solves
a problem correctly in less time than the median, the attempt is labeled as ‘s’
(short success). Likewise, if a student’s successful attempt takes longer than the
median it will be labeled as ‘S’ (long success). Similarly, if the student solves a
problem incorrectly in a short time (vs. long time), her attempt will be labeled
as ‘f’ (vs. ‘F’). In total, the dataset included 760 short successes, 6030 long
successes, 2242 short failures, and 3991 long failures.

In addition to students’ problem-solving,we code their example-reading behav-
ior. Unlike the problem-solving attempts, working on annotated examples is not
associated with correctness. Thus, we only measure the time spent by each student
1 The median split can be calculated within each students also. Since we are inter-

ested in capturing content access differences between students, and since time-spent
variance among problems is larger than among students, we chose to split the data
according to problem-answering medians.
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on each annotated example. To do this, we sum up all sequential student clicks
on example lines of one annotated example, as the time spent on that example.
We first calculate the median time spent on each annotated example by all stu-
dents. For each example-reading activity of a student, if the time spent on the anno-
tated example is less than its median, it is labeled ‘e’, otherwise as ‘E’. The dataset
included 6348 short example attempts and 6365 long attempts.

The students continue to work in the system during the whole semester. To
chunk the large sequence of student actions into smaller comparable sequences,
we define a “session” as a consecutive set of student activities within one topic.
In other words, a session is a sequence of attempts on parameterized problems
and annotated examples inside the same topic. An attempt on an example or
problem from another topic starts another session. To indicate session borders
within each student’s sequence, we insert ‘ ’ between two consecutive sessions.
For instance, the sequence ‘ ffSsee ’ means that the student has a long success
after two short failures, then a short success and finally is quickly examined two
annotated examples within the same session.

4.2 Sequential Pattern Mining

To discover the most frequent micro patterns of student behavior, we use CM-
SPAM [4] sequential pattern mining algorithm. We set the minimum support
to 1% (i.e., we are interested in patterns that could be found in at least 1%
of sequences) and require no gap between encoded attempts. Besides that, we
only consider the patterns with more than one sequential attempts. In total,
111 frequent patterns are discovered using this approach. The top 30 frequent
patterns are illustrated in Table 1.

Interestingly, we can see that the top frequent patterns are either problem-
solving micro-patterns or example-reading micro-patterns. In other words, there
are no mixed activity patterns (such as ‘eF’) among the top frequent ones. From
this, we conclude that switching from one type of activity to another was con-
siderably more rare than continuing with the same kind of activity.

Table 1. Top 30 extracted patterns ordered by support

Pattern Support Pattern Support Pattern Support

1 ss 1516 11 Fs 680 21 FF 486

2 Ss 1456 12 Ff 680 22 Sss 449

3 ss 1378 13 sss 668 23 FS 449

4 Fs 1153 14 Sss 663 24 Ss 443

5 Ss 974 15 FS 630 25 ee 431

6 Fs 901 16 ee 593 26 fs 393

7 FS 828 17 ee 552 27 ssss 373

8 fs 788 18 FF 546 28 ff 367

9 sss 735 19 Fs 539 29 Fss 361

10 Ss 692 20 Ff 515 30 FS 351
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4.3 Building Pattern Vectors

The top frequency patterns found in Sect. 4.2 represent a variety of patterns
used by all students. Each student could use each micro-pattern with different
frequency or not at all. To model the behavior of an individual student, we build
a behavioral pattern vector for each student. We use the top 60 of frequent pat-
terns to build this vector. This pattern vector includes normalized frequencies of
observing each of the top frequent patterns in the behavior log of the modeled
student. To build it, we first count the number of times each frequent pattern
occurred in the student’s sequence. These absolute frequencies, however, could
vary depending on the total length of student behavior sequence, i.e., how much
the modeled student interacted with the system. To capture the relative impor-
tance of each micro-pattern regardless of total sequence length, we normalized
the count vectors (i.e., the frequency of patterns are summing to one for each
vector). These vectors represent the behavior of individual students and are used
to discover macro-patterns by clustering student vectors.

5 Behavior Stability Analysis

Before establishing a relationship between students’ micro-patterns and their
performance, we should make sure that the patterns are representative of stu-
dents’ behavioral traits, and not other environmental factors. To do this, we
analyze the stability of student patterns in three different setups: randomized,
longitudinal, and complexity-based. In each of these setups, we split student
sequences into two equal sets. Then, we independently build a pair of two pat-
tern vectors for each student: one for each set. If our model of student behavior is
stable, the vectors in each pair should be more similar to each other than to vec-
tors form other pairs. Thus, in each of the setups, we test whether the students’
behavior vector built from the first set is significantly more similar to their own
behavior vector in the second set than to the behavior vectors of the rest of the
students. To measure the similarity, we use Jensen-Shannon divergence [12].

Table 2. Comparing average of students’ pattern vector distances with themselves vs.
other students according to various splits

Self distance Distance to others

Mean SE Mean SE t Stat P-value

Random split 0.2082 0.0207 0.4639 0.0105 −16.0279 <0.0001

First half/second half 0.2995 0.0211 0.5207 0.0113 −12.3501 <0.0001

Random split (Easy) 0.3644 0.0258 0.5769 0.0110 −9.9099 <0.0001

Random split (Medium) 0.3266 0.0246 0.5465 0.0092 −11.1404 <0.0001

Random split (Hard) 0.4219 0.0266 0.5703 0.0106 −6.4266 <0.0001
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5.1 Randomized Analysis

In the randomized analysis, our goal is to examine whether a student’s pattern
vector is stable across all sessions, if we split them randomly. It is to test if we
can distinguish a student from other students according to their pattern vectors.
To do this, we randomly split student sequences into two halves and build a
pattern vector for each half. If a student’s pattern vector from the first half is
significantly more similar to her own pattern vector in the second half – compared
to being similar to other students – then, we conclude that the student’s patterns
are stable and do not change randomly. To test the significance, we run paired
sample t-test. The results are shown in Table 2. As we can see, the distance
between the two pattern halves for the same student (0.2082 on average) is
significantly smaller than the distance to other students (0.4639).

5.2 Longitudinal Analysis

Here, we are interested to see if the student patterns change as the semester
advances. To study this, we split each student’s activity sequence according to
a mid-semester point: we build pattern vectors for the first half and the second
half of the semester. Similar to randomized analysis, we compare the distance
between halves within each student’s vector and between student vectors. As
shown in Table 2, we see that the distance between first half and second half of
one student is significantly smaller than the distance to other students. Individual
student behavior pattern changes slightly over the semester, yet this change is
by far not sufficient to cross the difference from other students.

5.3 Complexity Analysis

Another factor that can affect students’ behavior is activity complexity. Each
learning material is labeled with “easy”, “medium” or “hard” in our dataset.
Accordingly, we build separate pattern vectors for each group of learning activ-
ities for each student. E.g., in each topic and session, we separate the “easy”
problems and examples as one “easy” session. We assess pattern vector sta-
bilities by comparing the difference within a student (comparing according to
complexity) and between students. Table 2 represents the distances and statis-
tical tests that show student pattern vectors are stable across learning material
complexities.

6 Behavior Cluster Analysis

Having stable student pattern vectors, we aim to distinguish efficient patterns.
To do this, we study if student behavioral patterns are associated with stu-
dent performance. Namely, we would like to understand if students with similar
behavior have a similar performance. First, we cluster the students based on their
behavior patterns to have students with similar patterns together. Afterward,
we analyze the patterns to recognize useful patterns in each cluster.
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Fig. 1. Top 30 patterns and their frequencies in 3 clusters. Patterns are ordered by the
maximum difference of frequencies between three clusters.

6.1 Pattern Analysis

Fig. 2. High, medium, and low-
performance student frequencies in
three clusters generated based on
student patterns

We apply Spectral clustering [16] on stu-
dent pattern vectors. Our cluster and inter-
pretation analysis showed that 3 clusters
will provide the best results with 23, 28,
and 33 students in each cluster. To under-
stand the student differences in each cluster,
we compare their average pattern frequen-
cies in the top 30 micro-patterns. Figure 1
shows these top 30 frequent patterns and
their average frequencies in each cluster. The
error bars show 95% confidence interval for
each micro-pattern. The micro-patterns are
ordered based on the maximum frequency
difference in three clusters. As we can see in the figure, in cluster 1, patterns like
‘ss’, ‘Ss’ and ‘sss’ are significantly more frequent than the other two clusters. We
can say, students in this cluster tend to repeat practicing an exercise within a
topic even if they succeed in it. Significantly frequent patterns in cluster 2 are
‘ FS ’, ‘FS’ and ‘FS ’ that demonstrate longer failures and longer successes after-
wards. We can conclude that the students in this cluster tend to spend more time
on solving a problem, and then succeed afterwards. They do not attempt the
problems randomly and do not answer them by chance. Students in cluster 3 read
more examples since patterns such as ‘ee’ and ‘ee ’ are frequent in this cluster.
In [7] students were grouped into “confirmers” and “non-confirmers” according
to their patterns. “confirmers” were the students who preferred to confirm their
success by repeating it. “non-confirmers” were the ones who ended their session
right after having a short success. Here, we see a “confirmers” type of pattern in
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cluster 1. However, in cluster 2 students are mostly “thinkers” rather than “non-
confirmers”. They fail and then succeed, but with thinking and spending time on
the activity. Cluster 3 students are mostly “readers”. They tend to spend more
time on reading the annotated examples. Therefore, we can recognize 3 types of
behaviors with the extracted patterns. We should mention that these labels are
provided to distinguish the discovered clusters, rather than exactly describing
student behaviors in them.

6.2 Performance Analysis

Here we examine the clusters to detect whether we can associate the macro-
behavioral patterns represented by each cluster with students’ learning perfor-
mance, measured by normalized learning gain. Figure 2 shows the number of
students with low, medium and high performance (learning gain) in each cluster.
As we can see (also by our statistical tests) the clusters do not show a signif-
icant difference in the number of high, medium, or low performance students.
The similar conclusion holds for pre-test and post-test performance of students.
We can conclude that the macro-patterns represented by the clusters are nei-
ther related to students’ past performance nor to their course-level performance.
In other words, the patterns do not separate weak students from strong ones.
Instead, they represent students’ different approaches to work with learning con-
tent. Within the group of students using the same approach, however, we can
find both strong and week students. The results are similar to the observation
in the original paper [7].

Fig. 3. Patterns with significant differ-
ence of frequency for low performance
and high performance (learning gain)
students in Cluster 1

Next, we study the differences in behav-
ioral micro-patterns of high and low-
performance students within each cluster.
By this, we hope to uncover the efficient
and inefficient micro-patterns that hap-
pens within students with the same study-
ing traits. To achieve this, we examine the
average frequencies of micro-patterns for
low and high performance students in each
cluster and select the ones with a signifi-
cant difference. The results are shown in
Figs. 3, 4 and 5. As presented in Fig. 3, in
cluster 1 (“confirmers”), patterns such as
‘fssss’ and ‘eE’ are found to be significantly more in high performance students.
On the other hand, patterns ‘Fss ’, ‘Fs ’, and ‘ ss’ appear more in low perfor-
mance students. According to this, we can conclude that, the “confirmer” group
students do repeat their success. But their approach to this repetition deter-
mines their performance in the course: (1) repeat after an initial success (‘ ss’)
is associated with weaker students; (2) more repetition after an initial failure
(‘fssss’) is associated with stronger students, as short repetitions and quitting
after failure (‘Fss ’ and ‘Fs ’) is associated with weaker students; and (3) repeat
reading examples is associated with stronger students. We can see that in cluster
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2 (“thinkers”, Fig. 4), high performance students have patterns such as ‘ FF’,
‘FF’, and ‘Sss’, while low performance ones have higher rate of patterns with
short failure (‘f’) in them. This shows that high-performance thinkers think
each time they try a problem, until it is sufficiently understood. In contrast,
weaker students frequently try to guess and fail in solving problems. Interest-
ingly, low-performance thinkers also have a high frequency of ‘Fff’ pattern. It
can be concluded that they start with serious intentions, but then start to guess
the answers.

Fig. 4. Patterns with significant difference of fre-
quency for low performance and high performance
(learning gain) students in Cluster 2

For the “reader” students
(cluster 3, Fig. 5), we see longer
attempts (e.g., ‘EE’, ‘ FS ’,
and ‘FS’) for high-performance
students, compared to shorter
attempts (e.g., ‘ffs’ and ‘Fs’) for
low-performance ones. We can
see that (1) high-performance
students work with examples
more carefully; (2) they do not
rush after failure, but think and
most always get it right; and
(3) in contrast, low-performance
students do not spend enough time on their attempts, whether it is a success
or failure. In general, having patterns that include long attempts among high
performance students and short attempts in low-performance ones demonstrate
the impact of spending time on the performance.

Fig. 5. Patterns with significant difference of frequency for low performance and high
performance (learning gain) students in Cluster 3
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7 Conclusions

In this paper we analyzed students’ behavior patterns in working with parame-
terized exercises and annotated examples. Using frequent pattern mining, we dis-
covered frequent micro-patterns of student behavior and used them to construct
macro-pattern behavior vectors for students. Using data driven approaches, we
analyzed the stability of these macro-patterns and showed that these are results
of students’ behavioral traits. Clustering students according to these macro-
patterns, we discovered three groups of students, which we nicknamed as “con-
firmers”, “thinkers”, and “readers”. Among these groups, we identified students’
efficient and inefficient micro-patterns by comparing frequent patterns of high
and low-performing students. Our results suggested that for “confirmer” stu-
dents, it is beneficial to encourage repetitions after they fail in solving a problem.
But, repetitions after success is redundant and inefficient. For “thinkers”, it is
useful to encourage them to continue to think deeper each problem, even after
failure. For “readers”, working more carefully with examples and spending more
time to think is beneficial. Being able to discover a few behavioral clusters that
represent different ways of learning is a promising step towards personalization:
if learning behavior diversity among students is not that large, we can nudge dif-
ferent student groups towards the optimal behavior in different ways. In future,
these results can be extended to be used as encouragements or recommendations
to help students of each group to take on more efficient behaviors.
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