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A B S T R A C T

We present a numerical study of current effects on waves (CEW) at submesoscales (100’s of m–10’s of km) with
a realistic model configuration in Southern California. CEW is analyzed by comparing solutions forced by winds
with and without current forcing through relative differences. The modulation of wave field due to currents
is larger for the wave-breaking variables (i.e., whitecap coverage, air-entrainment, and energy dissipation)
followed by the resolved mean square slope, surface Stokes drift, and the significant wave height. Background
currents on average increase the directional spreading by 0.9◦ and modulate the mean wave direction within
± 5◦. CEW decreases with increasing wind speed because the rms current gradients also decrease while the
wind forcing and breaking restore the wave field towards equilibrium faster at higher winds. Empirical scalings
based on the mean wave period, rms current gradients, and friction velocity are found to explain 80% or more
of the variability for the model differences due to CEW except for the significant wave height, explaining 66%
of the variability. The statistics of model differences due to CEW are approximately Gaussian for the significant
wave height, symmetric with finite excess kurtosis for the higher spectral moments, and positively skewed with
excess kurtosis for the wave-breaking variables.

1. Introduction

Wave–current interactions can be divided into current-effects on
waves (CEW) and wave effects on currents (WEC). This study is con-
cerned with the former, in particular, the modulation of the wave
field at submesoscales O(1 km or smaller). In recent years, CEW has
gained interest in the literature due to its relevance for remote sensing,
the modulation of wave breaking and related air–sea fluxes, and the
incidence of extreme waves (Janssen and Herbers, 2009; Hjelmervik
and Trulsen, 2009; Onorato et al., 2011). Moreover, CEW allows for
the investigation of the wave spectrum modulation from wind-wave
equilibrium (Phillips, 1984). Kudryavtsev et al. (2017) reported a
novel characterization of the wave spectral variability due to cur-
rents inverting spectra from satellite sun-glitter imagery with sup-
porting altimeter data. Ardhuin et al. (2017) used satellite altimetry
and realistic models to show that the modulation of the wave field
by currents at scales from 10’s to 100’s of kilometers is significant,
with the significant wave height varying by more than 50% at scales
of 10’s of km. Quilfen et al. (2018) presented an analysis of the
wave field across the Agulhas current with satellite altimeter and
synthetic aperture radar (SAR), finding consistent patterns with a wave
model forced with surface currents from altimeter but the impacts
due to currents were under-predicted. The global analysis of satellite
altimetry data by Quilfen and Chapron (2019) showed a clear relation
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between the dominant mode of spatial variability of the wave field
and that of the sea surface topography indicating a strong coupling of
the wave field to ocean currents at mesoscales supporting the findings
of Kudryavtsev et al. (2017) and Ardhuin et al. (2017).

Romero et al. (2017) reported airborne field observations of the
wave field modulation by currents at the edge of an upwelling jet in
Northern California and the Loop Current in the Gulf of Mexico. The
results showed significant variability of the wave field, particularly
for the wave breaking statistics, with the significant slope varying by
±15%, the directional spreading by ± 4◦, and the whitecap coverage
by ±50% or larger. The whitecap coverage correlated well with the
spectral saturation and inversely with the directional spreading. Their
measurements showed enhanced wave breaking along a submesoscale
front at the edge of the upwelling jet and a reduction of the winds
at 30 m above mean sea level, which is consistent with an increase
of the drag along the front due to enhanced wave breaking. Rascle
et al. (2014, 2016) developed techniques for the retrieval of surface
current gradient information based on remote sensing measurements of
ocean surface roughness, which were further validated with airborne
remote observations against in situ measurements collected with sur-
face drifters (Rascle et al., 2017). In this study, CEW is investigated
numerically with the model WAVEWATCH III (WW3) forced by the
Regional Ocean Modeling System (ROMS), and the Weather Research
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and Forecasting Model (WRF) with a realistic model configuration at
very high resolutions O(100 m) in Southern California.

Wave models in Southern California have commonly focused on the
swell band without external forcing by winds or currents (O’Reilly and
Guza, 1993, 1998; O’Reilly et al., 2016; Crosby et al., 2016). The lack
of wind forcing has resulted in significant errors in sheltered areas,
particularly in the Santa Barbara Channel. The work by Rogers et al.
(2007) with the model Simulating Waves Nearshore (SWAN) forced
with global operational winds and wave boundary conditions from
operational WAVEWATCH III (WW3) concluded that both boundary
conditions and atmospheric forcing are critical for the model per-
formance within the Bight. The recent study by Cao et al. (2018)
with SWAN forced with WRF and boundary conditions from global
reanalysis by European Centre Medium-Range Weather Forecasts (ERA-
Interim) found qualitative agreement against buoy observations for a
10 year period. They also suggest that currents can significantly affect
the wave field within the Bight.

This study expands on previous studies by investigating CEW, in-
cluding wave breaking, at very high model resolutions with a realistic
model configuration. The manuscript is organized as follows. In Sec-
tion 2 we described the model physics and configuration. The results
are presented in Section 3, followed by a discussion and conclusions in
Sections 4 and 5, respectively.

2. Methods

The wave model WAVEWATCH III (The WAVEWATCH III Develop-
ment Group [WW3DG], 2016) was implemented in Southern Califor-
nia. The spectral evolution of the directional wave spectrum 𝐹 (𝒌) is
modeled through the wave action conservation equation
𝜕𝑁(𝒌)
𝜕𝑡

+ 𝜕
𝜕𝒙
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where 𝑁(𝒌) = 𝐹 (𝒌)∕𝜎(𝑘) is the wave action, with 𝐹 (𝒌) being the direc-
tional wavenumber spectrum, 𝜎(𝑘) = (𝑔𝑘 tanh 𝑘ℎ)1∕2 is the frequency
according to the dispersion relationship, ℎ is the water depth, 𝒄𝑔 =
𝜕𝜎∕𝜕𝒌 is the group velocity, and 𝒖 is the surface current vector, 𝑠 is
a coordinate in the 𝜃 direction, and 𝑚 is a coordinate perpendicular
to 𝑠 (Tolman and Booij, 1998). The second term on the left side
of Eq. (1) is the advection, the third term is the refraction, and the
fourth term is direct forcing by topography and current variations, all
three contributing to WEC through 𝒖. The source terms on the right side
of Eq. (1) correspond to the wind energy input 𝑆𝑖𝑛, nonlinear energy
flux due to wave-wave resonant interactions 𝑆𝑛𝑙, energy dissipation due
to wave breaking 𝑆𝑑𝑠, and energy loss due to bottom friction 𝑆𝑏𝑜𝑡.

The directional wavenumber spectrum 𝐹 (𝒌) is defined such that

𝐸 = ⟨𝜂2⟩ = ∬ 𝐹 (𝑘, 𝜃)𝑘 𝑑𝑘 𝑑𝜃, (5)

where ⟨𝜂2⟩ is the variance of the sea surface elevation. The correspond-
ing azimuth integrated or omnidirectional spectrum is given by

𝜙(𝑘) = ∫ 𝐹 (𝑘, 𝜃)𝑘 𝑑𝜃. (6)

Note that within WW3 the factor of 𝑘 on the right-hand side of Eqs. (5)
and (6) is absorbed in the definition of the directional spectrum.
WAVEWATCH III solves the wave action conservation equation (1) in
the wavenumber domain and outputs preselected parameters over the
entire configuration and the directional spectrum at selected points in
terms of the relative frequency (𝑓 = 𝜎 (2𝜋)−1) according to

𝐹 (𝑓, 𝜃) = 2𝜋𝑘
𝑐𝑔

𝐹 (𝑘, 𝜃), (7)

with corresponding frequency spectrum

𝛹 (𝑓 ) = ∫ 𝐹 (𝑓, 𝜃)𝑑𝜃. (8)

2.1. Model physics

The first three source terms on the right side of Eq. (1) are related
to wind-wave generation. The wind input 𝑆𝑖𝑛 is modeled according to
Ardhuin et al. (2010) based on the quasilinear theory by Janssen (1989,
1991) including sheltering at short waves due to longer waves and swell
dissipation. The nonlinear energy fluxes 𝑆𝑛𝑙 are computed with the Dis-
crete Interaction Approximation (DIA — Hasselmann and Hasselmann,
1985), and the energy dissipation due to deep-water wave breaking
𝑆𝑑𝑠 is modeled according to Romero (2019) within the framework of
Phillips’ 𝛬 distribution (Phillips, 1985), which was validated against
the field measurements by Sutherland and Melville (2013). The wave
breaking model 𝑆𝑑𝑠 is summarized below for completeness. The bottom
friction is computed with a parameterization for a movable sandy bed
by Ardhuin et al. (2003), switch option BT4 of WW3. The source terms
were integrated allowing the resolved tail to evolve freely without a
prognostic tail (Romero and Melville, 2010b; Liu et al., 2019).

2.2. Wave breaking model

The spectral dissipation 𝑆𝑑𝑠(𝒌) is computed through 𝛬(𝒌), which
is the length of breaking crest per unit bandwidth and unit area,
according to

𝑆𝑑𝑠(𝒌) = −
𝑏(𝑘)
𝑔2

𝛬(𝒌)𝑐5, (9)

where 𝑏(𝑘) is the strength of breaking and is modeled with a threshold
dependence on the omnidirectional saturation 𝐵(𝑘) = 𝜙(𝑘)𝑘3 as

𝑏(𝑘) = 𝐴(𝐵(𝑘)1∕2 − 𝐵1∕2
𝑇 )5∕2, (10)

with 𝐴= 3.8 and 𝐵𝑇 = 1.1 × 10−3 (Romero et al., 2012).
The 𝛬(𝒌) distribution is modeled as

𝛬(𝒌) = 𝑙
𝑘
exp

(

−
𝐵𝑏𝑟
𝐵(𝒌)

)

𝑀𝐿(𝒌)𝑀𝑊 (𝑘), (11)

where the exponential factor dependent on the two-dimensional sat-
uration 𝐵(𝒌) = 𝐹 (𝒌)𝑘4 is based on a scaling of wave slope statistics
assuming self similarity with 𝐵𝑏𝑟 = 5 × 10−3 and 𝑙 = 3.5 × 10−5. The
function 𝑀𝐿(𝒌) accounts for the breaking modulation by the longer
waves, and 𝑀𝑊 (𝑘) is a breaking amplification for the short waves to
balance the wind input.

The wave breaking modulation due to longer waves is modeled
according to

𝑀𝐿(𝒌) =
(

1 + 400
√

cmss(𝑘) cos2(𝜃 − 𝜃𝑤)
)3∕2

, (12)

where the cumulative mean-squared slope

cmss(𝑘) = ∫

𝑘

0
𝜙(𝑘)𝑘2𝑑𝑘, (13)

and 𝜃𝑤 is the spectrally weighted mean wave direction defined as

𝜃𝑤 = atan

(

∫ 𝐹 (𝒌) sin 𝜃 𝑑𝒌
∫ 𝐹 (𝒌) cos 𝜃 𝑑𝒌

)

. (14)

The anisotropic function 𝑀𝐿(𝒌) controls the directional spreading
and it was tuned against the measurements by Romero and Melville
(2010a). The wind modulation function is modeled linearly according
to

𝑀𝑊 (𝑘) = 1
1.9

(1 + 0.9max[1, 𝑘
𝑘𝑜

]) (15)

with 𝑘𝑜(𝑢∗) = 𝑔 ( 3
28𝑢∗

)2. Thus, 𝑀𝑊 (𝑘) is greater than one for 𝑘∕𝑘𝑜 >
1 and equal to one otherwise, balancing the wind input at large
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Fig. 1. (a) Nested model configurations in Southern California with horizontal resolutions of 270 m (L2) and 100 m (L3) shown with black solid and dashed lines, respectively.
(b) Snapshot of computed L2 significant wave height 𝐻𝑠 on Dec 28 at 3:00 am (UTC). The domain is rotated along the longest axis. Boundary conditions were generated using
the buoy observations at Harvest buoy (yellow star). Model output is validated against observations from all other buoys shown in the legend from CDIP and the National Data
Buoy Center (NDBC) shown with black circles. Gray areas correspond to land and islands. Dotted and dashed white boxes in (a) show areas used to compute statistics outside the
Southern California Bight.

wavenumbers to maintaining a saturation level approximately consis-
tent with the field observations (i.e., Romero and Melville, 2010a and
Lenain and Melville, 2017).

By definition, the total length of breaking crests per unit surface
area 𝐿 is given by

𝐿 = ∫ 𝛬(𝒌)𝑑𝒌 (16)

and higher moments of 𝛬(𝒌) are related to different physical param-
eters. Assuming that the phase speed of waves is proportional to the
speed of the breaking fronts,1 the probability of breaking at a point
corresponds to 𝑝𝑏 = ∫ 𝛬(𝒌)𝑐 𝑑𝒌. Following Kleiss and Melville (2010),
the whitecap coverage is modeled according to

𝑊 = 2𝜋
𝑔
𝛾 ∫ 𝑐2 𝛬(𝒌)𝑑𝒌, (17)

where 𝛾 is a dimensionless factor representing the duration of breaking
relative to the wave period (2𝜋𝑐∕𝑔). The factor of 𝛾 here is 30% larger
than that of Romero (2019) to account for the limited bandwidth.

The rate of air volume entrained by breaking waves per unit area
𝑉𝐴 is modeled according to Deike et al. (2017) as given by

𝑉𝑎 =
𝜒𝐴
𝑔 ∫ (𝐵1∕2(𝑘) − 𝐵1∕2

𝑇 )3∕2𝑐3 𝛬(𝒌)𝑑𝒌, (18)

where 𝐴 is the proportionality factor of the strength of breaking (10),
and 𝜒 = 0.2 is a constant representing the ratio between the work done
by buoyancy forces and mechanical dissipation.

2.3. Model configuration

WW3 was implemented using a ROMS nested configuration de-
scribed in Dauhajre et al. (2019), specifically the 270 m (L2) and
100 m (L3) configurations which are shown in Fig. 1a. The largest L0
domain with a resolution of 4 km covers the entire U.S. West Coast
as described by Renault et al. (2016). The model is hydrostatic and
does not assimilate observations, instead the L0 boundary conditions
are from the Simple Ocean Data Assimilation (SODA) reanalysis (Carton
and Giese, 2008). Barotropic tides are introduced at the boundaries of
the next level of nesting L1 with a resolution of 1 km. The L2 and
L3 bathymetry consists of the SRTM30-PLUS dataset (Becker et al.,
2009) blended with the NOAA-NGDC coastal relief dataset. The wind
forcing is from a regional implementation of the Weather and Research

1 See discussion in Romero (2019).

Forecasting model (WRF) with a horizontal resolution of 6 km (Renault
et al., 2016). The ROMS configuration without data assimilation is
expected to produce realistic mesoscale and submesoscale features in a
statistical sense as opposed to deterministic (e.g., Buijsman et al., 2012;
Romero et al., 2013; Uchiyama et al., 2014; Romero et al., 2016). The
solutions also include hydrostatic internal tides which are only evident
in certain regions as they become incoherent from their interaction with
mesoscale and submesoscale processes (Van Haren, 2004; Ponte and
Klein, 2015; Kumar et al., 2019).

Two periods were selected for this study: the month of December
2006 and the period between March 15 through April 15 in 2007.
The periods were chosen because of the relatively active wave climate
with the significant wave height (𝐻𝑠) reaching 8.5 m in the winter
and 5.5 m in the spring in exposed areas. Wave boundary conditions
were generated using buoy observations at the Harvest buoy from the
Coastal Data Information Program (CDIP). Other buoys with supporting
wind and wave observations within the domain were used for model
validation. A total of 7 CDIP buoys collected wave measurements
during the periods of interest which are in order from the North: Diablo
Canyon, Harvest, Goleta, Rincon, Anacapa, Santa Monica, and San Pe-
dro Canyon (see locations in Fig. 1b). Five buoys from the National Data
Buoy Center (NDBC) collected wind and wave observations (46011,
46054, 46053, 46025, 46069 — see Fig. 1b), with the exception of
46011 which did not operate during the Winter. The deep-water buoys
exposed to open ocean swell are the Harvest buoy, 46011 in the Santa
Maria Basin, and 46069 south of Santa Rosa Island. Following O’Reilly
et al. (2016), the Harvest buoy data was used to generate boundary
conditions accounting for the appropriate time lag determined by the
distance between a given boundary point and the buoy divided by the
deep-water group speed. This was done at all frequencies and directions
projected along the shortest path to the buoy location. Prior to calcu-
lating the boundary conditions, the buoy observations (i.e. frequency
spectra and directional Fourier coefficients) at half-hour intervals were
temporally smoothed using a running filter (11 point Hann window)
with an effective decorrelation timescale of 2.5 h. There are many ways
to calculate the directional distribution from buoy measurements, all of
which are method dependent (Benoit, 1992). The two most widely used
methods to estimate wave directional distribution are the Maximum
Likelihood Method (Capon, 1969) and the Maximum Entropy Method
(Lygre and Krogstad, 1986). We used the Maximum Entropy Method
which gives narrower spectra and is the preferred method used by
CDIP due to the narrowness of the swell band. Since the predominant
waves during spring and winter in Southern California are from the
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Fig. 2. Significant wave height (𝐻𝑠) for the one-month long solutions from December 1st 2006 to January 1st 2007 (a–c) and March 15 to April 15 2007 (d–f) at Harvest (a,
d), Goleta (b, e), and San Pedro (c, f) buoys. The buoy measurements are shown in black, and ww3 solutions in green, light blue, and pink, corresponding to the control (CTL)
without forcing, forced by winds (WND), and forced by winds and currents (CEW), respectively. The wind speed time series interpolated at the buoy locations from WRF are
shown on top of each panel.

Table 1
Model runs and their name. The control (CTL) runs do not include any external forcing.
All other runs include bottom friction and depth-induced dissipation. Wind forced
solutions (WND) include wind forcing, resonant energy fluxes, and deep-water wave
breaking. Runs accounting for current effects on waves (CEW) are forced by both winds
and currents.
Label Res. (m) Wind CEW

270 100

L2CTL X
L2WND X X
L2CEW X X X
L3CTL X
L3WND X X
L3CEW X X X

NW/W, boundary conditions generated only using the Harvest buoy are
sufficient. For other seasons with significant wave energy coming from
the South other buoys can be combined to provide adequate boundary
conditions (e.g., O’Reilly et al., 2016).

The spectral grid used consists of 24 directions (𝛥𝜃 = 15◦), and
22 frequencies between 0.037 and 0.7 Hz with logarithmic increment
𝛥𝑓∕𝑓 = 0.15. The choice to use a relatively coarse grid as opposed to
the standard grid with 𝛥𝑓∕𝑓 = 0.1 was to reduce the computational
cost. Preliminary tests showed that our results were not sensitive to
using a coarser grid. The propagation scheme used is the third-order
ULTIMATE QUICKEST with spatial averaging (Tolman, 2002). Several
runs were carried out for comparison, including control runs with
depth-induced refraction only without external forcing (CTL), runs
forced by wind (WND), and runs forced by both wind and currents
(CEW). Surface currents from ROMS were used to force the model using
the vertical grid point closest to the surface. This choice was made for
simplicity but it would be more appropriate to use scale and depth
dependent current velocities (Stewart and Joy, 1974) at the expense of
increasing the number of input parameters into WW3. The model runs
are summarized and labeled in Table 1. The L2 (L3) global and source
term time steps were set to 40 s (12 s), with spatial and intra-spectral
propagation time steps of 8 s (4 s) and 20 s (6 s), respectively. Model
output was saved at hourly intervals which is composed of directional
wave spectra at the buoy locations and gridded output. The gridded
output includes

• significant wave height 𝐻𝑠 = 4𝐸1∕2

• mean wave period or so-called energy period
𝑇0,−1 = 𝐸−1 ∫ 𝛹 (𝑓 )𝑓−1𝑑𝑓

• mean wave direction 𝜃𝑤 = atan
(

𝑏
𝑎

)

, with
𝑎 = ∫ ∫ 𝐹 (𝑓, 𝜃) cos 𝜃 𝑑𝑓𝑑𝜃 and 𝑏 = ∫ ∫ 𝐹 (𝑓, 𝜃) sin 𝜃 𝑑𝑓𝑑𝜃

• directional spreading 𝜎𝜃 =
[

2
{

1 −
(

𝑎2+𝑏2
𝐸2

)1∕2
}]

(Kuik et al.,
1988)

• mean square slope mss=∫ 𝛹 (𝑓 )|𝑘|2 𝑑𝑓
• surface Stokes Drift 𝒖𝑠0 = 𝑔 ∫ ∫ cosh 2𝑘ℎ

sinh2 𝑘ℎ
𝒌𝐹 (𝑓, 𝜃)𝑑𝑓𝑑𝜃

• friction velocity 𝑢∗
• whitecap coverage 𝑊
• air-entrainment rate 𝑉𝐴
• total energy dissipation due to breaking 𝐸𝑑𝑠 = 𝜌𝑔 ∫ ∫ 𝑆𝑑𝑠(𝑓, 𝜃)𝑑𝑓𝑑𝜃

Note that the resolved mss only accounts for a small fraction of the total
mss without the contribution from short gravity and gravity-capillary
waves (Cox and Munk, 1954).

3. Results

3.1. Model performance

The performance of WW3 is evaluated against the buoy obser-
vations. Time series of the significant wave height 𝐻𝑠 for the L2
configurations at Harvest, Goleta, and San Pedro Canyon are compared
against the buoy data in Fig. 2. The comparison at Harvest buoy is in ex-
cellent agreement serving as a check for the boundary conditions. The
model solutions within the Southern California Bight at Goleta and San
Pedro buoys without wind forcing significantly underestimate 𝐻𝑠 with
larger errors in the Spring. The solutions forced by wind (WND) show
significant improvement with good agreement with the observations
particularly during large wave events but with appreciable errors at
higher temporal variability (∼ diurnal). The high-frequency variability
of the 𝐻𝑠 solutions forced by wind shows good correspondence with
the local wind variability from WRF (shown on the top of each panel).
The model solution forced by both winds and currents (CEW) generally
tracks the solution only forced by wind (WND). However, occasionally
the CEW solution shows significant deviations at the Goleta buoy within
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Fig. 3. Wave spectra at (a, d) Harvest, (b, e) Goleta and (c, f) San Pedro Canyon during the largest storm on Dec. 28, 2006 00:00 (UTC) and a swell dominated period on Dec.
18, 2006 06:00 (UTC) shown in the top and bottom panels, respectively. The 1d frequency spectra compare buoy measurements against model solutions from the control (CTL —
green), wind forced (WND — blue) and CEW (pink) experiments. The orange and maroon dashed lines show the saturation level by Romero and Melville (2010a), and the 𝑓−4

equilibrium range spectrum by Resio et al. (2004). The directional spectra on top of each panel shows the buoy data (left) and wind forced solution (right). The green arrows
indicate the WRF wind direction. The wind speed and wave age 𝑐𝑝∕𝑢∗ are indicated in each panel, where 𝑐𝑝 is peak phase speed, and 𝑢∗ is the friction velocity.

the Santa Barbara Channel during periods of relatively low winds (< 10
m/s), see for example 12/13 and 12/17 in Fig. 2b, and 3/24 and 3/27
in Fig. 2e).

Direct comparisons of omnidirectional and directional frequency
spectra during the largest storm on Dec. 28 00:00 (UTC) and a period of
low wind dominated by swell on 12/18 6:00 (UTC) at Harvest, Goleta,
and San Pedro buoys are shown in Figs. 3a–c and 3d–f, respectively.
As expected, the control run underestimates the energy, particularly at
high frequencies with smaller errors during low winds. The wind forced
spectra are in good agreement with the buoy observations at all three
buoys. During the storm, the observations and model approximately
match the saturation spectrum ( 𝑔2

2𝜋2 𝐵̄𝑓
−5) by Romero and Melville

(2010a) at frequencies larger than 0.2 Hz. At lower wavenumbers and
lower wind speeds the spectral tail is better represented by the 𝑓−4

equilibrium range model by Resio et al. (2004). The corresponding
directional spectra forced by wind (WND) compare qualitatively well
against the buoy measurements for the two periods shown. However, as
shown in Fig. 2 the model errors can be significant at times, partly due
to wind forcing errors as can be seen in the high-frequency fluctuation
in Fig. 2e, f correlated to wind fluctuations. The CEW solutions are also
shown generally tracking the WND solutions with larger differences
near the spectral peak at the Goleta buoy in low winds (Fig. 3e).

The overall model performance is further quantified at each buoy
for the two periods in Table 2. Given a variable 𝑋 the normalized

root-mean-square error is defined as

NRMSE(𝑋) =

√

∑

(𝑋𝑚𝑜𝑑 −𝑋𝑜𝑏𝑠)2
∑

𝑋2
𝑜𝑏𝑠

, (19)

and the normalized bias

NB(𝑋) =
∑

(𝑋𝑚𝑜𝑑 −𝑋𝑜𝑏𝑠)
∑

𝑋𝑜𝑏𝑠
, (20)

where 𝑋𝑜𝑏𝑠 and 𝑋𝑚𝑜𝑑 correspond to the observations and model data,
respectively (Ardhuin et al., 2010).

The normalized bias of 𝐻𝑠 for the control experiment is generally
negative and significant within the Southern California Bight, particu-
larly during the spring, reaching values as low as −38% at the Goleta
buoy in the Santa Barbara Channel. These biases are improved with
the wind forced solution except at the Santa Monica buoy. In contrast,
the NRMSE’s between the control and the solution forced by wind are
not very different. The solutions forced by winds and currents give
generally larger errors than the wind forced solution except for NB at
the Goleta buoy for the winter solution. The overall average NB and
NMRSE for both seasons give −11% and 23% for the control, 5% and
21% for the wind forced solution, and 11% and 22% for the CEW
solution, respectively. The overall positive bias for the wind forced
runs is consistent with the positive bias of the wind speed shown in
Table 2. Also, the NRMSE of the wind speed is significant, on average
54%, which also contributes to the wave model performance. Both
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Table 2
Normalized bias and Normalized root-mean-square error (NRMSE) for the significant wave height in the L2 (270 m) configuration and
forcing wind speed against the buoy data for the two periods considered, Winter 2006 and Spring 2007. Buoys are listed in order
from the N.

Fig. 4. (a) Surface wind speed 𝑈10 and direction, (b) significant wave height 𝐻𝑠 and mean wave direction, (c) surface Stokes drift 𝐮𝑠0 , (d) mean square slope mss, (e) whitecap
coverage 𝑊 , and (f) air-entrainment rate 𝑉𝐴 on 12/28/2006 00:00 (UTC) during a strong winter storm. Vectors (a–c) were subsampled by a factor of 40 corresponding to
approximately 10 km spacing. Wave solutions include forcing from wind and currents (L2CEW).
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Fig. 5. Model differences between solutions forced by winds and currents (L2CEW) and wind-only (L2WND) comprised of the relative difference RD (%) for (a) 𝐻𝑠, (b) 𝑢𝑠0 , (c)
mss, (d) 𝑊 , (e) 𝑉𝐴, and (f) 𝐸𝑑𝑠, (g) mean wave direction difference 𝛥𝜃𝑤, and (h) directional spreading difference anomaly 𝛥𝜎𝜃 ′ (without the spatial mean). The surface current
divergence and vorticity normalized by the Coriolis frequency are shown in (i) and (j), respectively. The data shown is from 12/28/2006 00:00 (UTC) during a strong winter
storm corresponding to Fig. 4. The arrows in (g) indicate the mean wave direction L2WND subsampled at 10 km spacings.

wind and currents can enhance 𝐻𝑠 within the Bight, especially the
wind. The winds can significantly improve the model performance
in sheltered areas, particularly during strong wind events. However,
NRMSE values are not much improved with wind or wind and currents,
which is probably a combination of the need for better physics but
more important phase discrepancies because of WRF and ROMS are
not assimilative and thus are event/location inaccurate. Regarding the
physics, other nonlinear processes not accounted for may be important,
such as diffraction, coherent interference, and triad resonant interac-
tions. Other errors may come from inaccuracies of the approximate
four-wave resonant interactions and the parameterizations of wind
forcing, wave breaking, and bottom dissipation.

3.2. Examples and differences due to CEW

In this section, CEW is analyzed by comparing the solutions forced
by winds (WND) to those forced by both winds and currents (CEW)
under different wind forcing conditions and different model resolutions
(L2 and L3). Fig. 4 shows L2 snapshots during the strongest winter
storm on 12/28 composed of wind speed and direction, 𝐻𝑠 and mean
wave direction, surface Stokes drift (𝑢𝑠0), mean square slope mss,
whitecap coverage 𝑊 , and air-entrainment rate due to breaking 𝑉𝐴.
The wind is on average from the northwest reaching speeds of up to 20
m/s. The incoming waves are also from the northwest with𝐻𝑠 reaching
8 m outside the Bight. The surface Stokes drift, mss, 𝑊 , and 𝑉𝐴 show
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Fig. 6. Same as in Fig. 5 for the L3 configuration.

good correspondence with the wind field with additional small scale
variability due to currents. To further characterize CEW, the output is
analyzed through relative differences between the solution forced by
wind and currents (CEW) and that only forced by wind (WND). For a
given variable 𝑋 the relative difference in percent corresponds to

RD(𝑋) = (𝑋CEW∕𝑋WND − 1) × 100%, (21)

where the subscripts WND and CEW indicate the corresponding solu-
tion. We also consider the angle differences in mean wave direction
𝛥𝜃𝑤 = 𝜃CEW𝑤 − 𝜃WND𝑤 and directional spreading 𝛥𝜎𝜃 = 𝜎CEW𝜃 − 𝜎WND𝜃 .

The model differences for the timeframe in Fig. 4 with strong winds
are shown in Figs. 5 and 6, corresponding to the L2 and L3 configura-
tions, respectively. Panels a–f show relative differences RD of 𝐻𝑠, 𝑢𝑠0,
mss, 𝑊 , 𝑉𝐴, and 𝐸𝑑𝑠, respectively. The mean wave direction difference
𝛥𝜃𝑤 and directional spreading difference anomaly 𝛥𝜎𝜃 ′, without the
spatial mean, are shown in panels g and h, respectively. The surface
current divergence 𝛿 = 𝑢𝑥 + 𝑣𝑦 and relative vorticity 𝜁 = 𝑣𝑥 − 𝑢𝑦

normalized by the Coriolis frequency 𝑓 are shown in Figs. 5i,j and
Figs. 6i,j. The 𝐻𝑠 RD values are within ± 5% in open ocean, reaching
± 15% in sheltered regions, which is consistent with what we see
comparing to buoy observations. The RD values of the surface Stokes
drift and mss show similar patterns to that for 𝐻𝑠 but with increased
small scale variability that correlates with the surface current relative
vorticity and divergence (Figs. 5i,j and 6i,j). The breaking variables give
larger RD magnitudes reaching 15%, 20%, and 30% for𝑊 , 𝑉𝐴, and 𝐸𝑑𝑠,
respectively, and their distributions show good correspondence to the
vorticity and divergence fields. The spatial distributions for the differ-
ence in mean wave direction 𝛥𝜃𝑤 in open ocean, away from sheltered
regions, show good correspondence with relative differences of 𝐻𝑠, and
those for 𝑢𝑠0 to a lesser extent. Similarly, the directional spreading
difference anomalies 𝛥𝜎𝜃 ′ show inverse relationships with the whitecap
coverage 𝑊 , being qualitatively consistent with the observations by
Romero et al. (2017) with increased breaking where the spectrum is
narrower. The directional spreading biases due to CEW calculated as
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Fig. 7. Snapshots of L2 (a–f) and L3 (g–l) model solutions zooming over the Santa Maria Basin north of Point Conception on 12/30/2006 00:00 (UTC) under light wind forcing
(∼ 10 /ms) after the passage of the strong winter storm shown in Fig. 4. (a, g) Sea surface temperature, (b, h) Significant wave height 𝐻𝑠 and peak wave direction, (c, i) surface
Stokes drift 𝐮𝑠0 , (d, j) mean square slope mss, (e, k) whitecap coverage 𝑊 , and (f, l) air-entrainment rate 𝑉𝐴. Vectors were subsampled at 20 km spacings. Wave solutions were
forced by both wind and currents (L2CEW and L3CEW).

the spatial average of 𝛥𝜎𝜃 for the data shown is 0.7◦ and 0.85◦ for L2
and L3, respectively.

Model snapshots of 𝐻𝑠, 𝑢𝑠0, mss,𝑊 , and 𝑉𝐴 zooming over the Santa
Maria Basin outside the Southern California Bight during relatively low
winds (∼ 10 m/s) for the L2 and L3 configurations are shown in Fig. 7.
We focus on the Santa Maria Basin in open ocean unaffected by the
shadowing and sheltering from land and islands within the Bight. Just
as was shown with the high wind event, the data exhibit fine-scale
structure which increases relatively from 𝐻𝑠 followed by 𝑢𝑠0, mss, 𝑊 ,
and 𝑉𝐴. The higher moments of the spectrum and breaking variables
show strong modulation by cold filaments that can be observed on
the north. There is also apparent modulation due to a cold-core eddy
shed by the headland adjacent to it. The model differences for the
low wind case are shown in Figs. 8a-h, and Figs. 9a-h corresponding
to L2 and L3 solutions respectively, with corresponding normalized
surface vorticity and divergence in panels (i) and (j). The mean wave
direction differences 𝛥𝜃𝑤 show some correspondence with RD 𝐻𝑠, 𝑢𝑠0,
and mss fields over particular regions, but the relationship is not very
clear. Similarly the difference in directional spreading is not strongly
linked to other RD variables, but in certain areas where the spectrum
narrows breaking increases as seen earlier with the high wind case. The
directional spreading bias due to CEW for this case is 1.9◦ and 2.2◦,
for L2 and L3, respectively. The relative differences, in particular the
wave-breaking variables, show good correspondence with the current
gradients (8i,j and 9i,j). The L2 RD magnitudes are much larger for the
low wind example compared to the high wind case shown in Fig. 5. At
lower winds the RD values reach magnitudes of about 12% for 𝐻𝑠, 𝑢𝑠0
and mss, and 50%, 75% and 100% for 𝑊 , 𝑉𝐴, and 𝐸𝑑𝑠, respectively.
The relative differences increase in magnitude with increasing resolu-
tion giving values for the L3 configuration reaching 15% in magnitude
for 𝐻𝑠, and magnitudes of up to 70%, 100% and 120%, for 𝑊 , 𝑉𝐴, and
𝐸𝑑𝑠, respectively. It is expected that further increasing the resolution
would increase the relative differences even more, specially for the
higher moments and wave-breaking variables.

3.3. Statistical variability

The differences due to CEW are further explored with respect to the
wind speed and model resolution over a 7 day period (12/26/2006–
1/1/2007), which includes the largest winter storm. The statistical
analysis was carried out over an area that overlaps with the L2 and
L3 configurations, located north of Point Conception (dotted white
box in Fig. 1). The root-mean-square (rms) relative differences (RDrms)
between solutions forced by winds and currents (CEW) and wind-
only (WND) are plotted in Fig. 10a for the L2 and L3 solutions and
the various wave parameters considered showing decreasing trends
with increasing wind speed. The rms differences are largest for the
total energy dissipation, followed by the air-entrainment and whitecap
coverage, varying between 22% and 7%, 17% and 3%, and 14% and
2%, respectively. The rms differences for 𝐻𝑠, 𝑢𝑠0, and mss show a
weaker decreasing trend with wind speed varying only between 5%
and 2%. The impact of model resolution on the rms differences for
the wave-breaking variables is relatively small and negligible at high
winds. In contrast, the model resolution is negligible for the non-
breaking variables across wind forcing regimes. The rms vorticity and
divergence also decrease with increasing wind speed being significantly
larger for L3 compared to L2 (Fig. 10d). The decrease of CEW with
increasing wind speed is consistent with the decrease of rms vorticity
and divergence. But also, as the wind increases the wind input and
breaking restore the wave field to back to equilibrium much faster
reducing CEW (Phillips, 1984).

The average probability density functions (pdf) of the relative dif-
ference normalized by the rms (RD/RDrms) are plotted in Fig. 10b,c
for the L2 and L3 configurations, respectively. The distributions across
model resolutions are similar except that the tails of L3 distributions
are longer. The RD pdf of 𝐻𝑠 is approximately Gaussian (black dotted
line) with approximately zero excess kurtosis, whereas that for 𝑢𝑠0
and mss is on average 0.2. The wave breaking distributions have an
average skewness and kurtosis of 1 and 4.6, respectively. The pdfs
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Fig. 8. Model differences between solutions forced by winds and currents (L2CEW) and wind-only (L2WND) zooming over an area outside of the Santa Barbara Channel north
of Point Conception, within the Santa Maria Basin, comprised of the relative difference RD (%) for (a) 𝐻𝑠, (b) 𝑢𝑠0 , (c) mss, (d) 𝑊 , (e) 𝑉𝐴, and (f) 𝐸𝑑𝑠, (g) mean wave direction
difference 𝛥𝜃𝑤, and (h) directional spreading difference anomaly 𝛥𝜎𝜃 ′ (without the spatial mean). The surface current divergence and vorticity normalized by the Coriolis frequency
are shown in (i) and (j), respectively. The data shown is from 12/30/2006 00:00 (UTC) after the strong winter storm in Fig. 7. The arrows in (g) indicate the mean wave direction
L2WND subsampled at 20 km spacings.

of the non-breaking variables are approximately symmetric, whereas
the breaking distributions are positively skewed with longer tails. The
positive skewness is consistent with the results by Phillips (1984) on
the response of the spectral saturation due to convergent and divergent
currents under the influence of wind forcing and dissipation due to
breaking. His results showed the saturation response is asymmetric
with a larger and highly localized enhancement due to convergence
compared to the relative reduction at divergences. Not only is the
response due to surface current convergence/divergence asymmetric,
the statistics of surface current gradients at submesoscales are also
skewed (McWilliams, 2016). In this analysis, the skewness is −1.1 and
−1.4 for 𝛿, and 2.1 and 2.4 for 𝜁 of the 𝐿2 and 𝐿3 configurations,
respectively.

3.4. Spatial variability

In this subsection, the spatial variability due to CEW is further
assessed with wavenumber spectra of the relative differences. Spectra
were calculated for the L3 configuration along the main axis of the
white dotted box in Fig. 1a during the fourth week in December 2006
including the largest storm. Following Romero and Melville (2010a),
prior to calculating a wavenumber spectrum data were interpolated
on a regular grid at the model resolution, detrended, and tapered
with a Hann window. The average spectra computed from the relative
differences are shown in Fig. 11a and compared to the spectrum of
the surface currents speed (𝑢) scaled by a factor of 0.01 for clarity.
The levels of the RD spectra are consistent with the rms values shown

in Fig. 10a with larger variability for the wave-breaking variables
followed by mss and 𝑢𝑠0, and with the lowest variance for𝐻𝑠. Similarly,
the decrease of the spectra with increasing wavenumber is slowest for
the wave-breaking variables followed by mss and 𝑢𝑠0 with the RD 𝐻𝑠
spectrum decreasing faster with 𝑘̃ than the 𝑢 spectrum. Here 𝑘̃ denotes
the wavenumber of the spectra for the wave variables to differentiate
from that of the wave spectrum.

To better show the differences between spectra of the relative
differences PSDRD(𝑘̃), we plot them in Fig. 11b normalized by the linear
average of the spectral density for wavelengths greater than 10 km
according to

⟨𝑃𝑆𝐷𝑥⟩ =
∫ 0.1 km−1

𝑘̃min
𝑃𝑆𝐷𝑥(𝑘̃) 𝑑𝑘̃

0.1 km−1 − 𝑘̃min
, (22)

where 𝑘̃min= 1/66 km−1 is the lowest number resolved in the analysis.
The normalized 𝐻𝑠 RD spectrum approximately traces the spectrum
of the currents (𝑢) but decays faster for scales shorter than 1 km. In
contrast, the normalized spectra for 𝑢𝑠0, mss, and the wave-breaking
variables deviate from the normalized 𝑢 spectrum with increasing
wavenumber showing larger differences for scales of order 1 km or
smaller. The study by Ardhuin et al. (2017) at scales between 5 km
and 200 km similarly reported larger variability at shorter scales for
the higher moments which are dominated by shorter wave components
compared to 𝐻𝑠.
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Fig. 9. Same as in Fig. 8 for the L3 configuration.

Fig. 10. (a) Root-mean-square (rms) relative difference RDrms between solutions forced by winds and currents (CEW) and wind-only (WND) showing 𝐻𝑠, 𝑢𝑠0 , mss, 𝑊 , 𝑉𝐴, and
𝐸𝑑𝑠, color-coded as indicated in the legend. The L2 and L3 solutions are shown with circles and triangles, respectively. The corresponding probability density functions (pdfs) are
shown in panels (b) and (c), for L2 and L3, respectively. The black dotted lines are the Gaussian distribution. The root-mean-square values of divergence 𝛿 and vorticity 𝜁 against
wind speed are shown in panel (d). The rms values and distributions were computed from data between 12/26/2006 and 1/1/2007 within the white dotted box in the open ocean
outside the Southern California Bight, shown in Fig. 1a.

3.5. Seasonal variability and scaling

In this subsection, the model differences due to CEW in the open
ocean are further analyzed comparing the one-month-long L2 winter
and spring solutions, which are plotted against wind speed in Fig. 12.

The RD rms values are approximately 2 times larger for the winter
solution compared to the spring for all variables. The rms surface
vorticity and divergence are also larger in the winter compared to the
spring but only by about 20%. Similarly, the spectrally weighted wave
period (not shown) is on average 11 s in the winter compared to 9 s

11



L. Romero, D. Hypolite and J.C. McWilliams Ocean Modelling 153 (2020) 101662

Fig. 11. (a) Wavenumber spectra of relative differences (RD) between CEW and WND L3 solutions for 𝐻𝑠, 𝑢𝑠0 , mss, 𝑊 , 𝑉𝐴, and 𝐸𝑑𝑠, color-coded as indicated in the legend. The
variable 𝑘̃ denotes the wavenumber of the spectra shown here to differentiate from that of the wave spectrum. For reference, the corresponding spectrum of the surface current
speed is shown in blue scaled by a factor of 0.01. (b) Spectra are normalized by the linear spectrum average for 𝑘̃ < 0.1 km−1 or scales greater than 10 km as indicated by the
black arrow, see also definition in Eq. (22). Spectra were computed along the longer axis in the middle of the white dotted box in Fig. 1a and averaged for the period between
12/26/2006 and 1/1/2007.

Fig. 12. Root-mean-square relative differences between wave solutions forced by winds and currents and wind-only for the one-month long L2 winter (a) and spring (b) solutions,
with the corresponding surface rms vorticity (c) and rms divergence (d). The statistics were computed from data within the white dashed box in Fig. 1a.

in spring. In other words as expected, the rms relative differences due
to CEW are larger for the winter solution when the current gradients
are stronger and mean wave period is larger (Phillips, 1984). Here, the
model differences due to CEW across seasons and model resolution are
characterized with an empirical scaling as described below.

Phillips (1984) introduced a non-dimensional parameter controlling
the spectral response of wind forced waves to current variations defined
as the product 𝜐 𝐼 , where 𝜐 = 𝑈𝑜 𝐿−1𝑇 , and 𝐼 = 𝑔2𝑇 2(2𝜋𝑢∗)−2, with
𝑈𝑜 𝐿−1 representing the current gradients, 𝑇 the wave period, and 𝑢∗
the air-side friction velocity. We use a dimensionless function 𝜉 𝜐𝑁𝐼𝑀
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Fig. 13. Root-mean-square relative difference against the non-dimensional scaling 𝜉 𝜐𝑁𝐼𝑀 , where 𝜐 = (𝛿2𝑟𝑚𝑠 + 𝜁2𝑟𝑚𝑠)
1∕2 𝑇 0,−1 and 𝐼 = ( 𝑔

2𝜋
𝑇 0,−1

𝑢∗
)2, with 𝑇0,−1 is the spectrally weighted

wave period, and 𝑢∗ is the air-side friction velocity. The non-dimensional coefficients 𝜉, 𝑁 , and 𝑀 were obtained by least-squares fitting and are shown in each panel along with
the fraction of variance explained (𝑅2). The L2 winter and spring data correspond to the bin-averages from one-month long solutions shown in Fig. 12 calculated within the white
dashed box in Fig. 1a. The data for winter storm are those from Fig. 10 calculated within the white dotted box in Fig. 1 overlapping with both the L2 and L3 configurations.

to scale the rms differences due to CEW using the resolved friction
velocity 𝑢∗, the spectrally weighted mean period 𝑇0,−1, and rms vorticity
(𝜁𝑟𝑚𝑠) and divergence (𝛿𝑟𝑚𝑠), such that 𝜐 = (𝛿2𝑟𝑚𝑠 + 𝜁2𝑟𝑚𝑠)

1∕2 𝑇 0,−1 and
𝐼 = ( 𝑔

2𝜋
𝑇 0,−1
𝑢∗

)2. The exponents 𝑁 , 𝑀 , and the dimensionless factor 𝜉
were determined through least-squares fitting against the rms relative
differences due to CEW for the L2 winter and spring solutions, and the
overlapping L2 and L3 solutions previously analyzed covering a week-
long period including the largest winter storm. Fig. 13 shows the RD
rms values for the different variables against the empirical scaling along
with the best-fit coefficients and the fraction of variance explained (𝑅2).
The 𝑅2 values are 0.83 or larger for all the variables except for 𝐻𝑠 with
𝑅2 = 0.66. The best-fit coefficients 𝜉=0.9 ± 0.2, 0.6 ± 0.2, 1.0 ± 0.4,
0.9 ± 0.5, 2.3 ± 1.0, and 15 ± 6, and 𝑁 = 0.6, 0.7, 0.8, 0.9, 1.0, and
1.0, and 𝑀 = 0.1, 0.3, 0.3, 0.5, 0.5, and 0.3 for RDrms 𝐻𝑠, 𝑢𝑠0, mss, 𝑊 ,
𝑉𝐴, and 𝐸𝑑𝑠, respectively.

In an attempt to improve the 𝑅2 value of the rms relative differences
of 𝐻𝑠, we considered the surface current projected onto the mean wave
direction according to 𝑢𝑤 = 𝑢 cos(𝜃𝑤) + 𝑣 sin(𝜃𝑤), decomposed into a
mean a fluctuating part as 𝑢𝑤 = ⟨𝑢𝑤⟩ + 𝑢′𝑤. The best correlation for 𝐻𝑠
was found against a scaling of the form 𝜉 𝜐𝑁𝜒𝑃 , with 𝜒 = ⟨𝑢′2𝑤⟩∕(⟨𝑢

2
⟩ +

⟨𝑣2⟩) with 𝜉 = 3.5±0.8, 𝑁 = 0.6, and 𝑃 = 0.3 giving 𝑅2=0.8. All
other variables give comparable 𝑅2 values as for the original scaling
dependent on the wind forcing, in part because of a strong correlation
between the mean square current and the friction velocity (𝑅2 = 0.8).

As suggested by one reviewer, other scalings based on polynomials
formed with the same nondimensional variables were tested and found
to give similar 𝑅2 coefficients but the power-law scalings are preferred
because they tend to zero as the current gradients go to zero. Also, other
measures of the wave period (e.g., inverse spectrally weighted wave
frequency) were tested and found to give qualitatively similar results
but with equal or lower 𝑅2 values. Similarly, using the vorticity or
divergence alone for the velocity gradient scaling results in differences
of 𝑅2 of 0.02 or smaller for all the variables.

4. Discussion

4.1. Current induced refraction in the Santa Barbara channel

Regional wave models in Southern California without external forc-
ing have reported relatively large errors in the Santa Barbara Channel
(O’Reilly and Guza, 1993, 1998; O’Reilly et al., 2016; Crosby et al.,
2016), which have been attributed not only to the reflection of wave
energy from the Channel Islands (O’Reilly et al., 1999), but also due
to forcing by currents and winds (Crosby et al., 2016). In this study,
the differences in 𝐻𝑠 between runs with and without CEW were shown
to be generally small but occasionally large at the Goleta buoy during
low winds, for example with 𝐻𝑠 increasing by 60% due to CEW
on 12/13 in good agreement with the observations. The model runs
presented did not include reflections at the coastline. Additional runs
were carried out including reflections at the shoreline with source term
function by Ardhuin and Roland (2012). As expected, the results did
not significantly affect the significant wave height, with changes of
less than 15%, mostly affecting the directional spreading at all buoy
locations.

The effects of currents for the wave field in the Santa Barbara
Channel are further analyzed in Fig. 14 comparing snapshots of 𝐻𝑠
within the Santa Barbara Channel from the solution forced by winds
(a) and that forced by winds and currents (b) on 12/13 at 00:00 UTC.
The relative difference along with surface current vectors and wave
propagation rays are shown in 14c,d, respectively. Rays were computed
for the peak wave period (15 s) and direction (298◦ from true north —
energy from) accounting for the refraction due to bathymetry (green)
and both bathymetry and surface current gradients (black) according
to Mathiesen (1987). The circulation in the Santa Barbara Channel and
in particular the Santa Barbara Eddy result in pronounced effects for
the wave energy. The areas with relative 𝐻𝑠 differences within the
channel reaching values of 80% overlap with the areas where wave
propagation rays converge. The amplification of the wave energy due
to currents along the mainland coast is relatively large on the eastern
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Fig. 14. Significant wave height during a relatively large wave event and low winds (𝑈10 ∼ 5 m/s) within the Santa Barbara Channel on 12/13/2006 00:00 (UTC) for the L2
solution forced by wind (a) and CEW (b). Relative difference is shown with surface currents subsampled by a factor of 10 in (c) and corresponding wave refraction rays in (d).
Wave propagation rays were calculated for the peak period of 15 s and peak direction (𝜃𝑝) at 298◦ from the North accounting for both bottom-induced and current-induced
refraction (black) and bottom refraction only (green). The thicker lines highlight three initially adjacent rays that converge due to currents and otherwise would diverge.

side reaching values of up to 50%. The effects of the currents on the
waves in the Santa Barbara Channel and other sheltered areas could
be further explored more accurately with WW3 forced by measured
currents from High-Frequency radars and their uncertainty (Emery and
Washburn, 2019) and an array of low-cost buoys (Raghukumar et al.,
2019) or airborne LIDAR measurements (Romero and Melville, 2010a;
Romero et al., 2017).

4.2. CEW contributions and relative wind

As described earlier, CEW within the WW3 framework comes in
from advection (A), refraction (R), and direct forcing (D) by currents
corresponding to terms 2–4 in Eq. (1). However, surface currents
can also affect the wind input (𝑆𝑖𝑛) through the effective or relative
wind, which is the vector difference between the surface wind and
the current. Here the different contributions to CEW are analyzed with
control runs. Specifically, the L2 configuration in deep-water during the
last week of December 2006 comparing solutions with different forcing.
The rms relative differences for the different variables are shown in
Fig. 15, color-coded according to the enabled physics as indicated in
the legend. The solution only accounting for advection by currents
shows the lowest rms RD values for all the variables. Refraction is
most significant for 𝐻𝑠, followed by 𝑢𝑠0 and mss, being least significant
for the breaking variables. The direct forcing by current gradients and
relative winds are significant for all the variables except for 𝐻𝑠. The
relative winds on average increase the rms relative differences by 30%
for the breaking and 15% for 𝑢𝑠0 and mss.

The dominance of refraction for the modulation of the total energy
or 𝐻𝑠 is consistent with the work by Bôas and Young (2020). Both
Smit and Janssen (2019) and Bôas and Young (2020) investigated
wave diffusion due to refraction and wave action conservation as the
wave field propagates through submesoscale and mesoscale turbulent
fields over relatively long distances (100’s km). The diffusion and
energy decay rates are directly tied to the directional spreading. In

our solutions, CEW increases the directional spreading on average by
0.9◦ ±0.2◦ with a directional spreading variability of ±3◦ and wave
direction variability within ± 5◦ at the 95% confidence interval across
model resolutions and seasons with a weak inverse dependence on
the wind forcing. These results are expected to be sensitive to the
nonlinear energy fluxes (𝑆𝑛𝑙), for example the DIA compared to ‘‘exact’’
computations (e.g., Tracy and Resio, 1982; van Vledder, 2006), but the
latter is not yet computationally tractable for regional models.

In the context of current and depth variations at scales of the order
of the wavelength of the longer waves O(100 m), the WKB approx-
imation is not valid and coherent interferences become important.
These effects are phase-dependent but can be explored with phase
average spectral models within the framework of Smit and Janssen
(2013) and Akrish et al. (2020). Also, feedback due to WEC can be
significant on submesoscale processes, such as fronts and filaments
(Suzuki et al., 2016; McWilliams, 2018), which will in turn affect CEW.
Future work will explore both CEW and WEC with a fully-coupled
model configuration.

4.3. Wave-breaking variability and feedbacks at submesoscales

The results show that CEW is significant for breaking at scales
of order 1 km and smaller which is qualitatively consistent with the
measurements by Romero et al. (2017). The variability of wave break-
ing is strongly coupled to sharp surface current gradients where the
flow is strongly three-dimensional. This implies that air–sea fluxes,
for example gas transfer, may be enhanced due to wave–current in-
teractions over areas with increased submesoscale activity like the
Southern Ocean. However, both ROMS and WW3 at the sub-kilometer
resolutions are computationally expensive, not realistically feasible for
global applications. In addition to the coupling between wave breaking
and surface current variability, the statistical distributions for the wave-
breaking variables are strongly skewed with larger positive values
which may result in potentially important effects on air–sea fluxes
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Fig. 15. Root-mean-square relative differences between wave solutions forced by winds and currents (CEW) and wind-only. The physics used for each CEW solution are indicated
in the legend and labeled as: advection (A), refraction (R), direct forcing by the current gradients (D) and relative winds (RW). The rms values were computed from data for the
period of the last week of December 2006 as in Fig. 10 within the white dashed box in Fig. 1.

due to wave breaking globally. The pdfs of the model solutions with
and without CEW combined with the empirical scaling of the rms
differences could be used for stochastic analysis of the impacts of CEW
at global scales.

The relatively larger impact of CEW on the energy dissipation and
rate of air entrainment compared to the whitecap coverage, besides
the fact that they depend on different moments of 𝛬, is due to the
additional nonlinear dependence on 𝐵(𝑘) in Eqs. (18) and (9). Taking
the results in Romero (2019) from idealized runs for developing waves
with constant winds, we find that 𝑉𝐴 ∼ 𝑊 1.25 and 𝐸𝑑𝑠 ∼ 𝑊 1.66.
These relationships exhibit substantial variability due to wave age that
is not accounted for with these simple power-laws. Nevertheless, the
exponents imply that the relative differences of 𝑉𝐴 and 𝐸𝑑𝑠 due to CEW
compared to those of 𝑊 would be 1.25 and 1.66 times larger, respec-
tively. These factors are qualitatively consistent with the enhancement
of RDrms in Figs. 10a and 12a,b for 𝑉𝐴 and 𝐸𝑑𝑠 compared to 𝑊 .

The results showed that CEW is significant for wave breaking at
low winds (< 10 m/s), which is representative of global mean values
(Semedo et al., 2011). In fact, the observed average wind speed over the
ocean is about 7 m/s (Freilich and Challenor, 1994; Rodriguez, 2018).
Several parameterizations in the literature of wave breaking and related
air–sea fluxes depend on wind speed or friction velocity, and wave
age, or 𝐻𝑠 (Brumer et al., 2017a,b; Deike and Melville, 2018; Reichl
and Deike, 2020). But as shown here and by Romero et al. (2017), the
wave-breaking variability due to currents at scales of 1 km or smaller
cannot be accounted for through 𝐻𝑠. Instead, a measure of the current
gradients at scales of less than 1 km, along with the friction velocity and
mean wave period may lead to improved parameterizations of wave
breaking and related air–sea fluxes.

In the context of upper-ocean processes, the modeling study by
Gerbi et al. (2013) investigated the effect of the turbulent kinetic

energy flux induced by wave breaking on the dynamics of buoyant
plumes. Their results show that wave breaking induced mixing re-
sults in deeper and narrower plumes with weaker vertical gradients
of temperature and salinity affecting the plume evolution. In that
study, wave breaking was parameterized as a function of the wind
stress not accounting for CEW. As shown here, the wave breaking is
strongly modulated at submesoscales due to CEW which may lead to
nontrivial effects on the evolution and dynamics of fronts and plumes.
Similarly, the ocean-side stress explicitly accounting wave breaking will
be highly structured due to CEW and correlated with submesoscale
flow structures such as fronts, filaments, and eddies. More generally,
heterogeneous wave fields due to CEW will make heterogeneous wave
effects on currents (WEC) through Stokes drift, vertical mixing, and
surface stress. Moreover, fully coupled ocean-wave-atmospheric models
may also affect the eddy killer effect in which the feedback acts as a
sink of energy in both the ocean and the atmosphere due to the coupling
(Renault et al., 2016).

5. Conclusions

We presented a modeling study of current effects on waves with a
realistic nested configuration in Southern California at high resolutions,
270 m (L2) and 100 m (L3). The analysis compared two one-month-
long periods during the winter (2006) and spring (2007) with relatively
active wave climates. Solutions without external forcing were used
to assess model performance regarding the importance of the winds
and currents, particularly within sheltered areas. Wind forcing can
significantly reduce model biases in the Southern California Bight,
particularly in the Santa Barbara Channel. In low wind conditions, the
significant wave height in the Santa Barbara Channel can increase by
up to 50% along the main coast of Santa Barbara and by up to 80%
within the Santa Barbara Channel due to current-induced refraction.
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In open ocean, CEW is most significant at low winds and increases
with model resolution due to increased submesoscale activity. L2 So-
lutions forced by currents compared to those without in 10 m/s winds
give differences of ±12% for 𝐻𝑠, Surface Stokes drift and mss, and can
reach 50% or more for the whitecap coverage 𝑊 , and the volume of
entrained air 𝑉𝐴 and energy dissipation 𝐸𝑑𝑠 by breaking waves. For the
higher resolution solution (L3) these values become 15% and 70% or
larger, respectively. CEW on average increases the directional spread-
ing by 0.9◦ ± 0.2◦ with ±3◦ variability and modulates the mean wave
direction within ±5◦. A statistical analysis of the model differences due
to CEW when normalized by the rms variability result in approximately
self-similar distributions independent of model resolution, with 𝐻𝑠
well represented by the Gaussian distribution, Stokes drift and mss
symmetric with finite excess kurtosis, and the wave-breaking variables
(𝑊 , 𝑉𝐴 and 𝐸𝑑𝑠) positively skewed with finite excess kurtosis. CEW is
stronger for the winter solution compared to the spring (Fig. 13). An
empirical scaling based on the rms current gradients, air-side friction
velocity and mean wavelength explain most of the variability due to
CEW across the two seasons and the two model resolutions considered
(Fig. 13) with 𝑅2= 0.8 or larger except for 𝐻𝑠 with 𝑅2 = 0.66.

Wavenumber spectra of model differences due to CEW are propor-
tional to the spectrum of the surface current magnitude. However, the
difference spectrum for 𝐻𝑠 decreases faster with decreasing scale than
the current spectrum for scales smaller than 1 km. In contrast the sur-
face Stokes drift, mss, and wave-breaking variables decay less steeply
with decreasing scale than the current spectrum across the range of
scales analyzed (10’s km to 100’s m), with the largest variability
compared to the current spectrum at small scales for the wave-breaking
variables considered, namely whitecap coverage, air-entrainment rate,
and energy dissipation rate. Future work will characterize wave effects
on currents (WEC) due to both conservative and non-conservative
effects within the framework of McWilliams et al. (2004) and Uchiyama
et al. (2010) with our testbed including higher resolutions better re-
solving nearshore processes. Other efforts will investigate the impact
of wave-current interactions on CO2 fluxes.
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