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ABSTRACT: Many emerging light-harvesting systems for solar-energy
capture depend on absorption of light by molecular dyes and subsequent
electron transfer to metal-oxide semiconductors. However, the inhomoge-
neous electron-transfer process is often misunderstood when analogies from
bimolecular electron transfer are used to explain experimental trends. Here,
we develop and apply a theoretical methodology that correctly incorporates
the semiconductor density of states and the system reorganization energies
to explain observed trends in a series of molecular sensitizers. The effects of
chalcogen and bridge substitution on the electron transfer in rhodamine−
TiO2 complexes are theoretically investigated by combining density
functional theory (DFT)/time-dependent DFT calculations and Fermi’s
golden rule for the rate constant. It is shown that all dyes exhibit τeT < 4 ps.
Dyes with thiophene bridges exhibit shorter τeT (∼1 ps) than dyes with
phenylene bridges (∼4 ps). When the planes of the dye core and bridge are
fixed at coplanarity, the dye−TiO2 coupling strength is found to increase by a factor of ∼2 when compared with the Franck−
Condon geometry. However, the donor energy level of coplanar dyes falls significantly below the TiO2 conduction band edge so
that, despite enhanced coupling, electron transfer is slowed to ∼20 ps. Similar results appear for the excited triplet states of these
dyes, showing that the intersystem crossing to low energy triplet states can increase electron-transfer time constants to 60−240 ps.
These results are compared to the results of previous photocatalytic hydrogen generation and dye-sensitized solar cell experiments.

■ INTRODUCTION
Previous studies have demonstrated the effectiveness of
rhodamine dyes (Figure 1) as dye-sensitizers for photocatalytic
hydrogen generation and dye-sensitized solar cells.1−5

However, there lacks a systematic comparison of the effect
of different rhodamine analogues on electron-transfer rates and
efficiency. Specifically, previous studies have suggested that
“para”-substituted thiophene bridges will more strongly couple
donor and acceptor moieties when compared with phenylene
bridges.6 Thiophene derivatives are also known to undergo
sub-10 ps nuclear reorganization to a π-delocalized coplanar
geometry along the dihedral coordinate τ (Figure 1), which
will result in greater orbital overlap with a semi-conductor
acceptor.7,8 This is expected to result in faster electron transfer
and therefore more efficient light-energy conversion. A direct
comparison of the effect of different bridge structures on
electron-transfer rates, however, is still lacking, preventing a
definitive conclusion about the optimal bridge structure for
rhodamine dyes. One possibility is that the lower energy of the
coplanar geometry will reduce the driving force for electron
transfer, effectively deactivating electron transfer, despite
stronger coupling.
Another structural aspect to be investigated is the core

chalcogen of the rhodamine dye. Previous results show that
selenium-containing chromophores are most effective for

photocatalytic hydrogen generation, followed by sulfur and
finally by oxygen.1 This contrasts with photocurrent
efficiencies, which show a negligible dependence on chalcogen
substitution.2−5 The exceptional photocatalytic hydrogen
generation achieved by selenium-substituted rhodamine
derivatives was attributed to higher rates of intersystem
crossing to a long-lived triplet state.1 Because electron transfer
was thought to be much slower than the singlet lifetime, the
long-lived triplet state was described as vital for efficient
hydrogen production.1 However, because the lowest energy T1

triplet states of organic chromophores generally fall below their
singlet S1 states, it is not clear whether the dye in the triplet
state will have an oxidation potential which can support
electron transfer to a TiO2 conduction band. Furthermore,
similar rhodamine−TiO2 systems are known to undergo
electron transfer in 1 to 300 ps, making the need for a
microsecond lifetime triplet state unlikely.9,10 Overall, the role
of the chalcogen needs to be reexamined.
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In this work, we provide a computational picture of the
rhodamine−TiO2 electron-transfer process. We compare
electronic coupling strength, free-energy gaps, reorganization
energies, and electron-transfer rates between various rhod-
amine analogues for comparison to previous experimental
results. We investigate the effect of dye coplanarity on
electronic coupling strength and driving force to establish
whether such reorganization events enhance or hinder the
electron-transfer process. A model for electron transfer is
presented which retains the full vibronic structure of the
rhodamine−TiO2 complexes while approximating the semi-
conductor conduction band with a functional form for the
density of states. This theory retains the temperature
dependence of electron transfer which becomes important
when the occupied electron donor state is near or below the
band edge of the semiconductor acceptor. This approach
improves upon a simple Marcus theory electron-transfer
picture where electron transfer is assumed to be thermally
activated.11,12 It rather uses a time-domain Fermi’s golden rule
expression for electron transfer to enable an explicit description
of the vibrational normal modes which couple to the electron-
transfer process.10,13−17 The heterogeneous electron-transfer
rate is expressed by introducing a semiconductor conduction
band density of states to act as an acceptor. In a fashion similar
to Gerischer18,19 and Sakata,10 the overlap between the
vibronic distribution of the donor and acceptor (in this case
the semiconductor density of states) accounts for the vibronic
overlap between the redox states of donors and acceptors. The
parameters required to compute electron transfer rates in this
framework (electronic coupling strengths, reorganization
energies and redox potentials) are computed using density
functional electronic structure methods. Although limitations
in the accuracy of calculations of semiconductor properties,

such as the flat-band potential, prevent definitive conclusions
about the absolute time scale of electron transfer, these
calculations are a way to internally compare between dyes. The
similarities and differences between dyes are compared to
previous results of dye-sensitized solar cells and photocatalytic
H2 generation experiments.

■ THEORY
Electron-Transfer Rate. For electron transfer in a donor−

acceptor system, modeling ground, initial, and final states as
diabatic states in the harmonic approximation, the following
model Hamiltonian is considered
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Here, |DA⟩, |D*A⟩, and |D+A−⟩ are the electronic ground state,
the local excited state, and the charge-transfer state with the
corresponding energies ϵg, ϵe, and ϵCT, respectively. Q̂j
represents the normal mode coordinate with frequency ωj
and originates from internal or solvent modes, and T̂ is the
kinetic energy operator of these modes. Qj,e and Qj,CT are the
nuclear shifts between |DA⟩ and |D*A⟩ and between |DA⟩ and
|D+A−⟩, respectively. V is the electronic coupling between |
D*A⟩ and |D+A−⟩.
The initial state for the electron transfer can be significantly

distorted from the excited-state equilibrium geometry because
of the shifts Qj,e between |DA⟩ and |D*A⟩, which leads to
transient excess vibrational excitation following the absorption
event. However, if the electron transfer is much slower than
the vibrational relaxation process, it is reasonable to assume an
equilibrium initial state that is thermally equilibrated at the
minimum of the potential energy surface of |D*A⟩ before
electron transfer. Under this assumption and treating the
electronic coupling as a perturbation, the rate constant can be
expressed as

∫=
ℏ

| | ℜ
∞

− ℏΔ + +k V t
2

d e Gt L t g t
eT 2

2

0

i/ ( ) ( )

(2)

Here, ℜ denotes to take the real part, and ΔG is the free-
energy gap. L(t) is a function that incorporates the influence
from the electron−vibration interaction

∑ ω ω= − [ ̅ + − + ]L t S n t t( ) (2 1)(1 cos ) isin
j

j j j j
(3)

where μ ω= −ℏS Q Q( )j j j j j
1

2 ,e ,CT
2 is the dimensionless

Huang−Rhys factor where μi is the reduced mass of normal
mode j, and n̅j = (eℏωj/kBT − 1)−1 is the vibrational occupation
number. g(t) is a function incorporating interaction with the
bath solvent. Equation 2 is the well-known Fermi’s golden rule
expression for the rate constant.16,17,20 The equilibrium
assumption implied in eq 2 is valid for all dye−semiconductor
complexes investigated in this work because the timescale of

Figure 1. Rhodamine dye sensitizers with (a) phenylene or (b)
thiophene bridges. The chalcogen in the center of the xanthilium core,
labeled X, can be substituted with O, S, or Se.
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vibrational relaxation from the Franck−Condon region (<100
fs) is much smaller than the timescale of electron-transfer
process (>1 ps). The generalization of eq 2 to incorporate
nonequilibrium effects is possible by changing the upper limit
of the integral from infinity to t and defining a time-dependent
(TD) rate constant.
The expression for L(t) in eq 2 shows how the electron-

transfer rate depends on the displacement Qj,e − Qj,CT between
|D+A−⟩ and |D*A⟩ states. We approximate the surfaces of |
D*A⟩ and |D+A−⟩ states by considering the half-reactions |D*⟩
→ |D+⟩ and |A⟩ → |A−⟩ independently in a four-point
approximation scheme (Figure 2).13,21,22 In this case, we

approximate L(t) of the |D*A⟩ → |D+A−⟩ reaction as the sum
of an LD(t) term for the |D*⟩ → |D+⟩ half-reaction and an
LA(t) term for the |A⟩ → |A−⟩ half-reaction

= +L t L t L t( ) ( ) ( )D A (4)
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l l l lA
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A
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Here, ND and NA represent the total number of normal modes
of the donor and acceptor, respectively. {Sj

D} and {Sl
A} are the

Huang−Rhys factors for the |D*⟩ → |D+⟩ and |A⟩ → |A−⟩
transitions, respectively. The imaginary parts of eqs 5a and 5b
will have the effect of shifting the center of the electron-
transfer lineshapes by the reorganization energy while the real
part will act to dephase the electronic coherence. g(t) treats the
bath coupling to the overall reaction as an effective Brownian
oscillator under high-temperature (kBT ≫ ℏΛ) and strongly
overdamped solvent conditions23−25
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The parameter Λ is the modulation frequency of the solvent
oscillator or the inverse timescale of solvent relaxation. Δ
represents the magnitude of the solvent-coupling strength. The
solvent parameter κ is defined by their ratio

κ ≡ Λ
Δ (7)

We assume the slow-modulation limit, realistic for a polar
solute in a polar solvent, with κ = 0.1, so that the resulting
lineshapes will be nearly Gaussian.24 The solvent parameters
can be related to the full-width at half maximum of the
lineshape, Γ, by the Pade ́ approximant

κ κ
κ

Γ = Δ + +
+

1 0.85 0.88
2.355 1.76

2

(8)

The imaginary part of eq 6 is representative of the solvent
reorganization energy
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while the real part of eq 6 contributes to solvent-induced
dephasing of electronic coherence.
The free-energy gap ΔG is given by
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which is the Rehm−Weller equation with the Coulombic
solvation energy of the ions accounted for by the solvent
reorganization energy in eq 6. Expressing eq 2 in terms of
oxidizing and reducing half-reactions, each with independent
vibronic structures, coupled to a common bath gives
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It is instructive at this point to consider this expression
under the high-temperature approximation with bath motions
folded into L(t). When kBT ≫ ℏω
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where n̅j ≈ kBT/ℏωj is used, and

∑λ ω λ λ λ= ℏ + = +S
j

j j S D A
(13)

is the reorganization energy for the electron-transfer reaction.
Substituting eq 12 into eq 2 and solving the Gaussian integral
analytically gives the semiclassical Marcus rate constant
expression
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If we consider the numerator in the exponential of eq 14, we
find that the oxidation and reduction potentials will be shifted
according to their respective reorganization energies.

λ λ λΔ + = + + +*G G G( ) ( )D
ox

D A
red

A (15)

Figure 2. Schematic of the four-point approximation. Vertical
transitions are shown by orange arrows. Red arrows show the
oxidation- and reduction-free energy gaps, which are related to the
vertical transition by the reorganization energy, shown by blue arrows.
Note that the directionality of red and orange arrows represents the
sign of the transition with GD*

ox > 0 and GA
red < 0.
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The up- and down-shifting away from the redox potentials
by the reorganization energy can be understood by the
convention shown in Figure 2 where GA

red is λA more negative
than the |A⟩ → |A−⟩ vertical transition, and GD*

ox is λD less
positive than the |D*⟩ → |D+⟩ vertical transition. Note that the
red arrows in Figure 2 correspond with the sign of each redox
potential where GD*

ox > 0 and GA
red < 0.

Equation 11 is the time-domain expression for approximat-
ing the |D*A⟩ → |D+A−⟩ electron-transfer reaction, resulting
from two independent oxidation and reduction half-reactions,
each with their own internal reorganization energies. This
expression is written for electron transfer between a single pair
of donor and acceptor diabatic states. To express the electron-
transfer rate for a dye-sensitized semiconductor system
requires integration in energy through the density of states
of the semiconductor conduction band.10 To achieve this, we
rewrite eq 11 in terms of the energy-dependent electron-
transfer rate k(E) multiplied by the acceptor density of states
ρ(E),10,18,19,26 such that

∫ ρ=
−∞
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k Ek E Ed ( ) ( )eT (16)
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and ρ(E) is assumed to take on the known form for the
normalized state density of an isotropic crystal near the band
edge10
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where me is the effective electron mass in the semiconductor
conduction band, and σ0 is the unit cell volume. ρ(E) is the
particle normalized density of states for a semiconductor which
extends from the band edge (because GA

red ≈ Efb, the flat-band
potential). The distribution in eq 17 is centered at the
oxidation potential of the donor, shifted to more negative
energy by λ. Equation 17 accounts for line broadening and
reorganization, resulting from both oxidation and reduction
half-reactions. The total electron-transfer rate is the integral of
k(E) in eq 17 weighted by the density of states ρ(E) in eq 18.
A schematic for this situation is shown in Figure 3.
The total reorganization energy for the reaction is given by

the sum of internal and solvent reorganization energies

λ λ λ= +I S (19)

Here, we approximate the total solvent reorganization energy
λS with the equation

λ
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derived by Marcus for a redox reaction occurring at an
electrode surface.11,12,27 In eq 20, rD is the effective solvation
radius of the donor, and R is twice the donor−acceptor
distance. εop and εs are the optical and static dielectric
permittivities, respectively, of the solvent and Δe is the total
charge transferred. The solvent reorganization energy is

calculated using eq 20 and is used to compute lineshape
parameters in eq 9 for use in g(t) in eq 6. The internal
reorganization energy for donor and acceptor half-reactions is

∑λ ω= ℏ
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S
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For a total reorganization energy of

λ λ λ λ= + +I,D I,A S (22)

Finally, we make the Condon approximation where the
electronic coupling is independent of the vibrations.
Computation of the electronic coupling is described in the
following section.

Electronic Coupling. A theoretical framework for
extracting charge-localized basis states, their site energies,
and interstate-coupling strengths has been established.28,29

Here, we reproduce the essential components of the work first
described by Kondov et al.28

To compute electron-transfer rates using eqs 16−18 requires
an electronic coupling strength V. First, we extend the
Hamiltonian of eq 1 to account for coupling of a donor
orbital to every acceptor molecular orbital. Strictly, the
coupling should be between initial and final states, |D*A⟩
and |D+A−⟩. As an approximation, we take the |D*⟩, |A⟩,
donor−acceptor orbital coupling as the electron-transfer
coupling with

ψ| ⟩ = | *⟩Dd (23a)

ψ| ⟩ = | ⟩Aa (23b)

where |ψd⟩ is the donor molecular orbital, and |ψa⟩ is the set of
a acceptor molecular orbitals. The Hamiltonian in the
prepared excited initial state in this notation is then given by

∑

∑

ψ ψ ψ ψ

ψ ψ ψ ψ

̂ = ̂ + | ⟩ ̂ ⟨ | + | ⟩ ̂ ⟨ |

+ | ⟩ ̂ ⟨ | + | ⟩ ̂ ⟨ |

H T V V

V V( )

a

a

d dd d a aa a

d da a a ad d
(24)

where V̂dd and V̂aa are the nuclear coordinate-dependent
potential energy surfaces of the donor and acceptor,

Figure 3. Schematic of the k(E) and ρ(E) distribution functions
whose integrated overlap contributes to the electron transfer rate. In
analogy with the Marcus rate expression, the energy separation
between the band edge of ρ(E) and the center of k(E) corresponds
with the free-energy gap and the total reorganization energy, ΔG + λ.
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respectively. Diagonal elements Vdd and Vaa represent site
energies of the donor and acceptor states, respectively. Off-
diagonal elements Vad and Vda represent the coupling strength
between donor and acceptor states. In the mean-field single-
electron picture, the effective Hamiltonian can be identified
with the Fock (or Kohn−Sham) matrix. We choose atomic
orbitals |φj⟩ as the set of localized basis functions. The atomic
orbitals are calculated by electronic structure methods and can
be partitioned into donor and acceptor subspaces. Atomic
orbitals are well localized but not orthogonal. Lowdin
orthogonalization maintains the local character of the basis
functions while also yielding an orthogonal basis set.30 The
atomic orbitals are Lowdin orthogonalized as

∑φ φ| ⟩ = | ⟩
∼ −S( )n

j
jn j

1/2

(25)

where S is the atomic orbital overlap matrix with elements Skl =
⟨φk|φl⟩. Similarly, the Fock matrix in the Lowdin orthogonal
basis is given by

̃ = − −F S FS1/2 1/2 (26)

where F is the Fock matrix in the atomic orbital basis. In the
donor−acceptor block structure, the orthogonalized Fock
matrix is

̃ =
̃ ̃

̃ ̃
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jjjjjjj
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With matrix elements given by
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where f is the Fock operator, and |χi⟩ is the molecular orbitals
obtained from an SCF or density functional theory (DFT)
calculation. α and β indices denote either donor (“d”) or
acceptor (“a”) subspaces. Block diagonalization of donor and
acceptor subspaces by

̅ = ̃α ααα
†

ααF D F D (29)

followed by transformation of the off-diagonal elements
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Diagonal elements of eq 31 provide the energies of localized
donor and acceptor states while the off-diagonal elements
provide the electronic-coupling strength between donor and
acceptor states. The matrix elements can hence be identified as
F̅da = Vda, F̅dd = Vdd, and F̅aa = Vaa. The donor and acceptor
molecular orbitals are given by the eigenvectors of F̅αα and are
related to the atomic orbitals via

∑ ∑φ φ φ| ̅ ⟩ = | ̃ ⟩ = | ⟩α
α

α
α

−D D S( ) ( ) ( )n
j

jn j
j l

jn lj l
,

1/2

(32)

The off-diagonal coupling elements Vda are coupling
strengths between a chosen donor level d and an acceptor

level a. The coupling strength V in eq 17 should be a
continuous function of energy because the density of states is
continuous with energy. Thus, the discrete set of coupling
elements to acceptor levels calculated with the finite TiO2
cluster needs to be converted to a form that is applicable to eq
17. To achieve this, we assume an average coupling strength
taken as the average from the band edge to 0 eV. Hence, we
use the finite cluster of TiO2 to calculate the individual
coupling between the dye lowest unoccupied molecular orbital
(LUMO), level d, and each energy level a in the TiO2
conduction band and then generalize to a continuous density
of states by averaging the discrete couplings for incorporation
into eq 17.
In summary, the electron-transfer rate can be calculated

using eqs 16−18 which take Huang−Rhys factors and
oxidation potentials from individual donor and acceptor
units, solvent reorganization energy from eq 20, and the
donor−acceptor electronic-coupling strength from the average
of off-diagonal elements of eq 31.

■ COMPUTATIONAL DETAILS
DFT was used to investigate the electronic and structural
properties of rhodamine dye chromophores bound to TiO2
clusters. All DFT calculations were performed in the Gaussian
16 software package.31 TiO2 clusters were built according to
previous studies.32 Specifically, we used a Ti24O50H4 cluster
with an anatase crystal structure, and a TiO3 fragment inserted
into the center to relieve surface tension. The four hydrogen
atoms saturate the dangling oxygen bonds and prevent trap
states from appearing in the band gap. The cluster was
minimized at the DFT/B3LYP level of theory, treating the Ti
centers with a LANL2DZ effective core potential and O
centers with a 3-21G basis set. Water was used as the solvent in
an integral-equation-formalism polarizable continuum using
the SMD model.33 Singly deprotonated anchor-bridge groups
(e.g., phenyl−PO3H

−) were then attached to the minimized
TiO2 clusters at the [101] face, placing the hydrogen of the
phosphonic anchoring group on a nearby surface oxygen atom.
The entire system was then reoptimized at the same level of
theory, treating all non-Ti centers with a 3-21G basis set.
Following this, the xanthilium core of the dye was attached to
the complex on the anchor-bridge group to build the full
rhodamine dye. All atoms of the TiO2 cluster, except the Ti
center binding the dye, were then frozen for a final
optimization step. For this optimization step, a PF6

−

counterion was placed in proximity to the dye, according to
the crystal structure of the dye to yield a charge neutral system,
consistent with experimental conditions.7 The geometry of the
rhodamine dye and the Ti center directly attached to the
phosphonate was then optimized in the presence of the frozen
TiO2 cluster.
Following geometry optimization, TD-DFT/CAM-B3LYP

single-point calculations were carried out on the dye−TiO2
complexes to yield the overlap and Kohn−Sham matrices in
the S1 Frank−Condon region. Ideally, the overlap and Kohn−
Sham matrices would be calculated for the S1 minimum
geometry because Franck−Condon relaxation should occur
faster than electron transfer. Because of the system size and
complexity, however, these calculations are prohibitive. We,
therefore, compromise by considering the S1 electronic
structure at the S0 minimum geometry. The small Franck−
Condon intensity of rhodamine dyes suggests that there will
only be minimal structural reorganization from the Franck−
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Condon region, which justifies this approximation. For dyes at
a coplanar geometry, the dihedral angle τ was fixed while the
rest of the dye was allowed to relax. TD-DFT was also used to
calculate the optical transition density of the complexes, which
is used to establish the donor orbital of the complex for
electron-transfer calculations.
Redox potentials and reorganization energies were com-

puted by optimizing the ground-state and first excited-state
singlets, S0 and S1, the lowest energy cationic doublet state, D0,
and the lowest energy triplet state T1, of the dyes (B3LYP/6-
311G(d)) as well as the neutral S0 and anionic D1 structures of
the TiO2 cluster (LANL2DZ/B3LYP/3-21G). Normal mode
frequencies were computed for each dye in S0, S1, D0, and T1
states and the thermally corrected free-energy differences, D0−
S0, were used to compute ground-state oxidation potentials,
GD
ox. The E0 computed for the S0 → S1 transition along with the

ground-state oxidation potential, taken as the S1(min)−
S0(min) free-energy difference, was then used to compute
the excited-state oxidation potential, GD*

ox , according to eq 10.
The TiO2 reduction potential, GA

red, was calculated as the D1−
S0 thermally corrected free-energy difference. Reorganization
energies for each half-reaction were computed by projecting
internal coordinate changes between initial and final structures
onto normal coordinates, providing normal coordinate
displacements which, along with normal mode frequencies,
give the total internal reorganization energy. This analysis was
carried out using the DUSHIN program.34

■ RESULTS

Dye−TiO2 Complex Optimized Structures. The com-
plexes optimized using the above procedure are shown in
Figure 4. The dihedral angles τ, presented in Table 1, are
similar to those observed for free dyes both in DFT
calculations and by X-ray crystallography.7,8 In particular,
phenylene dyes exhibit τ angles closer to 90°, while thiophene
dyes are closer to coplanarity. In contrast to previous results of

the free dyes however, there is only a small dependence of the
chalcogen substitution on the observed τ angle when
complexed with TiO2. As free dyes in solution, sulfur- and
selenium-substituted analogues are found to have τ angles of
nearly 90° at the ground state equilibrium geometry, whereas
oxygen analogues are further away from 90°. This is because of
increased rigidity along τ as the chalcogen size increased. For
the complexes, we observe a similar trend but to a lesser extent.
All phenylene dyes are nearly 90°, independent of chalcogen,
with only a small 1° increase from 84 to 85° going from oxygen
to selenium. Likewise, for thiophene, there is only a small
increase in τ from 57° for oxygen to 60 and 59° for sulfur and
selenium, respectively. The donor−acceptor distance, meas-
ured from the center of the xanthilium core of the dye to the
surface-bonded titanium center, is presented in Table 1 and is
slightly longer for X−Ph species (8.9 Å) compared to the X−
Th dyes (8.6 Å) but nearly constant across the O, S, and Se
series.

TD-DFT-Calculated Absorption Spectra. The lowest
energy, bright π−π* transition of the free dye is a highest
occupied molecular orbital (HOMO) → LUMO transition
localized on the xanthilium core. The transition energy is
known to be lower for thiophene derivatives compared with
phenylene. It is also known to become lower going from
oxygen to sulfur to selenium.7,8 The dye−TiO2 complexes also
exhibit these trends as shown in Figure 5 where the lowest
energy transition becomes redshifted for increasing the
chalcogen size and for phenylene to thiophene substitution.
The similarity between the free dye spectra and the dye−

TiO2 complex spectra is explained by the observation that the
lowest energy transition remains locally excited (LE) on the
xanthilium core of the dye even when the dye is complexed
with TiO2. This is shown for O−Ph in Figure 6. Similar results

Figure 4. DFT-optimized dye−TiO2 complexes. (a) O−Ph, (b) O−
Th, (c) S−Ph, (d) S−Th, (e) Se−Ph, and (f) Se−Th.

Table 1. Comparison of Dye−TiO2 Structures for Various
Coordinates

1/2 R
(Å)

τ (deg)
dye−TiO2 S0

τ (deg) free
dye S0

τ (deg) free
dye S1

τ (deg) free
dye D0

O−Ph 8.92 84 69 52 69
S−Ph 8.92 84 90 73 84
Se−Ph 8.92 85 90 81 84
O−Th 8.60 57 66 47 69
S−Th 8.60 60 90 90 89
Se−Th 8.60 59 90 89 89

Figure 5. TD-DFT-calculated electronic absorption spectra for each
dye−TiO2 complex.
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are shown for each of the dyes in Figure S1. One difference
however is that for thiophene compounds, the lowest energy,
bright transition develops a small amount of charge transfer
(CT) amplitude. This is detailed in Table 2 which lists the

transition energy, transition orbital weights, and oscillator
strengths for the lowest energy transition of each dye. While
the transition is dominated by a single pair of dye-localized
orbitals in phenylene compounds, thiophene compounds show
a second orbital pair which is CT in character, transferring
charge from the dye to TiO2 directly. These orbitals are shown
in Figure S2 and demonstrate how thiophene complexes may
have a direct CT contribution to the electron-transfer process.
The amplitude of the CT component is small however and we
do not consider direct depopulation of the donor when
calculating electron-transfer rates.
Charge-Localized Basis Analysis. The localized nature of

the transition allows for treatment of the dye−TiO2 complex in
a charge-localized basis where the dye LUMO can be regarded
as the donor and the manifold of TiO2 conduction band levels
as the acceptor for the purpose of calculating the electronic
coupling strength V. Figure 7 shows the result of applying eqs
25−31 to the S1 Kohn−Sham matrix of the complexes in the
Franck−Condon region. The black lines are site energies of
states localized on the dye while the blue lines represent site
energies of states localized on the TiO2 cluster. Each of the dye
LUMO levels are positioned within the conduction band of
TiO2 but still near the band edge. This suggests that these dyes
may not be well described by the “wide-band limit” picture
where electronic coupling strength dominates the electron-
transfer rate, while vibrations play a small role.15,35−37 In the
wide-band limit, k(E) is completely contained within the
semiconductor conduction band. Thus, all vibrations of the
donor can be realized, and the electron-transfer rate is
temperature independent. When the distributions are not

totally overlapped, thermal population of vibrations and
Franck−Condon factors will become important as they will
affect the lineshape of k(E) and thus the overlap with the
density of states. This contrasts with charge-transfer complexes
such as Coumarin 343 or Alizarin whose LUMO level is well
within the conduction band where the wide-band limit is an
adequate description.28,29

The coupling strength can immediately be visualized from
the differences in TiO2 conduction bands in Figure 7.
Thiophene derivatives exhibit a wider splitting of acceptor
levels compared to phenylene derivatives, indicating stronger
off-diagonal coupling strength.38,39 This is shown explicitly in
Figure 8, which plots the coupling strength for each dye as a

function of site energy. The coupling strengths shown in
Figure 8 indicate that thiophene derivatives have a more
strongly coupled donor LUMO level compared to that of
phenylene, which supports the enhanced splitting of acceptor
levels of TiO2 in Figure 7.

Coplanar Versus Franck−Condon Structures. Thio-
phene derivatives of these rhodamine dyes are known to
undergo excited-state reorganization to a coplanar geometry in
∼10 ps.7 This reorganization event has previously been
predicted to result in much stronger coupling to an acceptor
because of delocalization of the donor orbital, which would
result in greater orbital overlap between the donor and

Figure 6. Plots of charge-localized molecular orbitals of the O−Ph−
TiO2 complex. The HOMO is the true HOMO of the complex while
the “dye LUMO” is the LUMO of the dye manifold after block
diagonalization in donor−acceptor partitioning.

Table 2. Lowest Energy Transition Properties of Each Dye−
TiO2 Complex

transition energy
(eV) transition orbital weight

oscillator
strength

O−Ph 2.94 492 → 496, 0.69 LE 1.0142
S−Ph 2.84 496 → 499, 0.69 LE 0.9675
Se−Ph 2.80 505 → 508, 0.69 LE 0.978
O−Th 2.83 493 → 498, 0.675 LE 0.9697

493 → 499, 0.169 CT
S−Th 2.74 497 → 501,

−0.12733 CT
0.9239

497 → 502, 0.679 LE
Se−Th 2.71 506 → 510, −0.16 CT 0.9343

506 → 511, 0.67 LE

Figure 7. Donor site energies for each dye−TiO2 complex are shown
in black. Acceptor site energies are shown in blue. Red lines indicate a
convolution of the TiO2 acceptor levels with a 0.05 eV width
Gaussian to help discern the distribution of levels in very dense
regions where the blue lines are unclear.

Figure 8. (a) Site energies plotted as in Figure 7 but zoomed into the
−4 to 0 eV region. Red lines indicate a convolution of the TiO2
acceptor levels with a 0.05 eV width Gaussian to help discern the
distribution of levels in very dense regions where the blue lines are
unclear. (b) Coupling strength between the donor orbital [lowest
energy black line shown in (a)] and each acceptor state [blue lines in
(a)].

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://dx.doi.org/10.1021/acs.jpcc.9b11049
J. Phys. Chem. C 2020, 124, 2851−2863

2857

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b11049/suppl_file/jp9b11049_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.9b11049/suppl_file/jp9b11049_si_001.pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig8&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig8&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig8&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.9b11049?fig=fig8&ref=pdf
pubs.acs.org/JPCC?ref=pdf
https://dx.doi.org/10.1021/acs.jpcc.9b11049?ref=pdf


acceptor and thus stronger coupling.8 Here, we investigate the
effect of a twisted geometry on the electronic coupling
strength. Figure 9 shows a comparison of the site energies and

coupling strengths for O−Th at the initial Franck−Condon
geometry as well as at the coplanar geometry. Figure 9a shows
that at coplanarity, the O−Th donor orbital is much more
strongly coupled to the entire manifold of acceptor states.
However, the stabilization of the LUMO at coplanarity is large
enough to place the donor site energy below the conduction
band edge, as shown in Figure 9b. The absence of energy
resonance is why there is no widening of the acceptor levels as
observed for dyes at the Franck−Condon geometry. This
suggests that the forward electron-transfer rate will be reduced
at a coplanar geometry, despite the large increase in electronic
coupling. However, the driving force for electron transfer
depends on the donor excited-state oxidation potential,
acceptor reduction potential, and the reorganization energy.
These parameters as well as electron-transfer rates will be
presented for each complex in the following section.
Electron-Transfer Rates. The parameters calculated by

DFT used to compute electron-transfer rates are shown in
Table 3. Ground-state oxidation potentials match closely with
experimentally determined values7 and show a slight shift
toward less-negative −ΔGD

ox values in the order O < S < Se,
that is, the selenium species are slightly easier to oxidize. E0
was determined from the free-energy difference between the S1
and S0 minimum geometries. X−Ph shows the expected
decrease in E0 in the order O > S > Se, consistent with the red-
shift in the absorption λmax with heavier chalcogen substitution.
E0 for X−Th remains nearly constant with chalcogen

substitution with a slightly higher (0.01 eV) E0 observed for
Se−Th. Although the vertical transition red-shifts with heavier
chalcogen substitution for X−Th, the E0 is sensitive to the
strong π delocalization dependence on τ. O−Th has more π
delocalization generated via reorganization along τ in S1,
reducing its E0 while S−Th and Se−Th have less π
delocalization in S1 because they are more rigid about the τ
coordinate but have a reduced S1 energy because of heavier
chalcogen substitution. The net E0 results from both energy
shifting by chalcogen substitution as well as τ angle changes. π
delocalization is less pronounced for similar changes in τ on
X−Ph, and therefore, the E0 shift follows the shift of the
vertical transition energy with chalcogen substitution. The
triplet state, T1, of Se−Th and Se−Ph has a greatly reduced E0
in accordance with the lower energy of T1 state relative to S1.
Likewise, O−Th at a coplanar (τ = 8°) geometry has a reduced
E0 consistent with previous findings.8

Internal reorganization energies λI,D for the |D*⟩ → |D+⟩
half-reaction in Table 3 show the expected trend that the
increased rigidity about the dihedral angle τ in O−Ph
compared to O−Th results in lower reorganization energy.
The 320 cm−1 difference in reorganization energy between O−
Ph and O−Th results from differences in reorganization along
low-frequency torsional coordinates, which are sensitive to
rigidity on τ. This can be seen in Figure 10a, which shows that
the mid- and high-frequency regions (200−1700 cm−1) are
similar between O−Ph and O−Th while the low frequency
(<200 cm−1) shows a higher density of reorganization energy
for O−Th. When sulfur or selenium chalcogens are
substituted, the low-frequency coordinates become more
rigid, and differences between phenylene and thiophene are
not as pronounced. Figure 10b shows the reorganization
energy distribution for the coplanar O−Th initial state. Here,
the reorganization energy is much larger and dominated by
low-frequency modes. T1 initial states for Se−Th and Se−Ph
show reorganization energy distributions similar to that of S1
but with larger intensity and, for T1 Se−Th, more low-
frequency intensity. The total TiO2 internal reorganization
energy λI,A for the |A⟩ → |A−⟩ half-reaction is 0.63 eV, and the
normal mode distribution of contributions reflects the TiO2
vibrational density of states where the highest vibrations in the
fingerprint region only extend to ∼1200 cm−1. The parameter
rd for the solvent reorganization energy is estimated as the end-
to-end width along the xanthilium core of the dye while
parameter R is taken from Table 1.
k(E) and ρ(E) distributions generated using the parameters

in Table 3 are shown in Figure 11. The reorganization energy

Figure 9. (a) Coupling strength as a function of acceptor site energy
for coplanar O−Th (green) and O−Th at its Franck−Condon
geometry (red). (b) Corresponding donor and acceptor site energies
for the two structures.

Table 3. Redox Potentials, Reorganization Energies, Coupling Strengths and Electron-Transfer Time Constants τeT (Defined
as the Inverse of keT) for Each Dye−TiO2 Complexa

−GD
ox (eV) E0 (eV) −GD*

ox (eV) λI,D ΔG (eV) ΔG + λ (eV) V (meV) τeT (ps)

O−Ph −5.40 2.19 −3.21 0.155 eV (1248 cm−1) −1.09 0.032 2.29 3.09
S−Ph −5.37 2.13 −3.24 0.078 eV (626 cm−1) −1.06 −0.079 2.13 3.60
Se−Ph −5.36 2.10 −3.26 0.069 eV (560 cm−1) −1.04 −0.067 2.18 3.69
O−Th −5.41 2.07 −3.34 0.194 eV (1568 cm−1) −0.956 0.138 5.76 0.834
S−Th −5.40 2.07 −3.33 0.080 eV (644 cm−1) −0.966 0.014 5.49 0.764
Se−Th −5.38 2.08 −3.30 0.031 eV (250 cm−1) −1.04 −0.105 5.48 0.550
O−Th coplanar 1.632 −3.75 0.67 eV (5418 cm−1) −0.546 1.02 13.4 22.3
Se−Th triplet 1.41 −3.97 0.094 eV (756 cm−1) −0.326 0.667 5.48 242
Se−Ph triplet 1.65 −3.71 0.071 eV (575 cm−1) −0.586 0.385 2.18 58.2

aλI,A = 0.63 eV, λS = 0.28 eV, rd = 11 Å, R = 18 Å, εop = 1.332, εs = 80, GA
red = −4.296 eV, me = 9m0,

40 σ0 = 136 Å3, κ = 0.1, Γ = 0.27 eV, T = 298 K.
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affects the center of k(E) as well as its width. The overlap
between k(E) and ρ(E) will thus be sensitive to ΔG + λ and
bandwidth of k(E) as they vary between each dye. Figure 11a
compares X−Ph and shows, as a net result of the parameters in
Table 3, nearly identical positioning of k(E) independent of
dye. Because the coupling strengths of each X−Ph dye are also
very similar, the magnitude of k(E) is similar between each X−
Ph. The overall time constants for electron transfer, τET, shown
in Table 3 for each X−Ph dye are all <4 ps. X−Ph shows
decreasing −ΔG in the order O > S > Se. Although O−Ph has
the most positive excited-state oxidation potential GD*

ox , the
large internal reorganization energy reduces ΔG + λ, resulting
in less overlap between k(E) and ρ(E). This is balanced by a
larger coupling strength, resulting in O−Ph having the shortest

time constant (3.09 ps). S−Ph and Se−Ph have similar
parameters, resulting in similar τeT of 3.60 and 3.69 ps,
respectively.
Figure 11b shows the distributions for X−Th. X−Th shows

decreasing −ΔG in the order Se > S > O. The trend is opposite
to that of X−Ph because of the nearly constant E0 across the
X−Th dyes. Compounded with the decreasing internal
reorganization energy in the order O > S > Se, the ΔG + λ
is reduced going from O−Th to S−Th and becomes negative
for Se−Th, indicating that the center of k(E) for Se−Th lies
slightly above the TiO2 band edge. The coupling strengths are
similar within the X−Th series, thus the electron-transfer time
constant follows the trend of ΔG + λ, producing τeT values of
0.834, 0.764, and 0.550 ps for O−Th, S−Th, and Se−Th
respectively. The shorter time constants for X−Th compared
to X−Ph are a result of the more than two times larger
coupling strength and similar driving forces.
Figure 11c shows the distributions for T1 states of Se−Ph

and Se−Th as well as the S1-coplanar distribution for O−Th.
The T1 states of Se−Ph and Se−Th are assumed to have the
same coupling distributions as the S1 states of Se−Ph and Se−
Th, respectively. The value of ΔG + λ for all three of these
states is found to be significantly more positive than that of the
Franck−Condon region singlet states. Thus, the electron
transfer time constant is increased by one−two orders of
magnitude. Although Se−Th and coplanar O−Th have similar
center positions with respect to TiO2, the coupling strength of
coplanar O−Th is up to two times larger. This is evident in the
magnitude of k(E) for the O−Th coplanar shown in Figure
11c. Also, because of the large internal reorganization energy of
coplanar O−Th, its distribution is slightly wider. As a result,
coplanar O−Th has more overlap with TiO2 in the tail of its
distribution than Se−Th. These two attributes of coplanar O−
Th explain why it has a much shorter τeT than Se−Th T1
despite having similar center positions.

■ DISCUSSION
Thiophene Versus Phenylene. Figure 8 shows that

rhodamines with a thiophene bridge, X−Th, are more strongly
coupled to TiO2 than X−Ph. On TiO2, X−Th has more
coplanar geometries than X−Ph, which will contribute to this
higher coupling strength. Additionally, because of the electron-
withdrawing nature of sulfur on the thiophene ring, thiophenes

Figure 10. Reorganization energies as a function of normal mode
vibrational frequency of (a) X−Ph and X−Th and (b) O−Th at the
coplanar geometry and Se−Th and Se−Ph at the T1 geometry and
TiO2.

Figure 11. Dye electron distributions k(E) for (a) X−Th, (b) X−Ph, and (c) triplet states of Se−Ph, Se−Th, and coplanar state of O−Th. The
density of states ρ(E) for TiO2 is shown in each panel.
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are known to have better charge transport properties.41,42 The
combination of these two effects results in the enhanced orbital
overlap and thus electronic-coupling strength between the X−
Th donor orbital and the set of acceptor orbitals. The overall
effect on the electron-transfer rate can be discerned by
comparing O−Ph and O−Th. The coupling strength of O−Th
is ∼2.5 times larger than that of O−Ph. This results in a ∼4
times shorter electron transfer rate for O−Th compared to O−
Ph and shows how stronger coupling can overcome a less-
favorable driving force. Comparing phenylene and thiophene
bridges for sulfur-substituted dyes similarly shows increased
rates for S−Th, despite a less-favorable driving force. Se−Th is
shown to have the shortest electron transfer time constant
because of stronger coupling when compared with Se−Ph but
also because ΔG + λ < 0. This confirms the hypothesis that X−
Th is more strongly coupled to TiO2 than X−Ph and that
stronger coupling strength produces faster electron-transfer
rates for dyes with similar driving forces. However, these
differences are small with all dyes exhibiting <4 ps electron-
transfer time constants.
Coplanar Versus Franck−Condon Geometries. It has

been shown that O−Th relaxes to a coplanar geometry (τ =
8°), following photoexcitation to S1. This process occurs
within 10 ps.7,8 It was hypothesized that at the coplanar
geometry, because of extended conjugation from the
xanthilium core through the aryl bridge, there should be high
orbital overlap between the dye LUMO and orbitals of the
TiO2 acceptor, resulting in further enhanced electronic
coupling.8 Figure 9a verifies this hypothesis by showing a ∼2
times larger coupling strength for O−Th at the coplanar
geometry. However, the delocalization of the LUMO results in
a lowered energy of S1 as well as a lowered S1 oxidation
potential. Furthermore, it is observed that the internal
reorganization energy for the O−Th coplanar to cation
geometry is very large(0.67 eV) because of the high distortion
of the xanthilium core at coplanarity and a τ angle, which is far
from the D0 equilibrium value of 69°. The high reorganization
energy and lowered oxidation potential combine to counteract
the benefit of higher coupling strength, resulting in a slower
time constant of 22.3 ps. Furthermore, the electron transfer
time constant for O−Th at the Franck−Condon geometry is
about a factor of 3 smaller than the time constant for twisting,
which suggests that electron transfer will mostly occur from the
Franck−Condon geometry.
Oxygen, Sulfur, and Selenium. Dyes X−Ph and X−Th

all undergo electron transfer in <4 ps. This is at odds with
results of photocatalytic hydrogen generation experiments
which show negligible activity for O−Th sensitizers, some
activity for S−Th, and high activity for Se−Th.1 This result is,
however, consistent with incident photon to current
efficiencies (IPCEs) for X−Th where each dye performs
equally well.3 Because of higher flexibility of the aryl ring for
oxygen-substituted dyes, much higher reorganization energies
are observed with large contributions from low-frequency
modes (Figure 10). This results in ΔG + λ values that are
significantly less negative than ΔG for both O−Th and O−Ph,
which has the effect of reducing overlap between k(E) and
ρ(E). In contrast, sulfur and selenium dyes are more rigid,
which corresponds with lower reorganization energies. These
calculations predict that all dyes should perform similarly well;
they all have similar oxidation potentials, the coupling strength
is higher for X−Th but still appreciable for X−Ph, and the
large reorganization energies for O−Ph and O−Th only

reduce their driving force by as much as ∼80 meV, which is
not enough to deactivate electron transfer relative to their large
and negative ΔG. An important note is that the TiO2
calculations presented here are highly approximate. We are
modeling the bulk semiconductor flat-band potential as the
reduction potential of a finite cluster in water. Thus, the
position of the band-edge presented here should only be
considered as the reference point for the model. The
experimental flat-band potential in water is known to be
around −3.86 V,43 more than 0.4 V less negative than the
calculated −4.296 V. More accurate calculations of the band
edge and band shape are required to obtain realistic electron-
transfer rates. These calculations do, however, provide an
internal comparison between dyes to determine if there are any
significant differences, which would set them apart in
performance.

Triplet States. The high activity of Se−Th compared to
O−Th and S−Th in photocatalytic hydrogen generation
experiments was previously attributed to the high triplet yield
of Se−Th.1 It was proposed that the electron-transfer time
constant was much larger than the S1 lifetime of the dyes.
Thus, significant electron transfer could only occur from a
long-lived triplet state. This explanation for the high activity of
Se−Th, however, seems to be inconsistent with both the
oxidation potential of the triplet state as well as expected
electron-transfer rate. As shown in Table 3, the triplet-state
oxidation potentials of both Se−Ph and Se−Th are much
lower than the S1 oxidation potentials and similar to coplanar
O−Th. This significantly reduces the driving force for electron
transfer, which would make the presumed slow electron-
transfer rate several orders of magnitude slower. Here, we
indeed find that the intersystem crossing to a triplet state for
Se−Ph and Se−Th significantly reduces the electron-transfer
rate, which is consistent with previous studies on ruthenium
complexes.44 There is no indication, either from this study or
others on rhodamine electron-transfer rates,9,10,45 that the
electron-transfer process should have a nano to microsecond
time constant and thus rely on a long-lived donor state. The
local excitation of the donor is in close proximity to the
acceptor and separated by only a single π-conjugated bridge
unit, suggesting that the electron transfer occurs slower than
strongly coupled sensitizers such as some ruthenium dyes
(∼100 fs),44 Coumarin 343 (100−200 fs),28,46 Alizarin (6
fs),29,47,48 catechol (6 fs),49 or perylene (20 fs)50 but faster
than sensitizers with long bridges and large donor−acceptor
separation (5−10 ps).51,52 In some cases, even sensitizers with
long spacers can exhibit sub-picosecond electron-transfer
dynamics.53

The discrepancy between photocatalytic hydrogen gener-
ation and ICPE results is possibly because of differences in the
solvent environment as well as the aggregate structure. For
simplicity, aggregation was neglected in the calculations
presented here but is known to occur readily by these dyes
on TiO2 surfaces when the anchoring group is in the “para”-
substituted position.2,3,54 It was previously shown that
thiorhodamine dyes with rigid dimethylamine groups aggregate
on the TiO2 surface and undergo <300 fs electron transfer to
TiO2.

54 However, aggregation on the TiO2 surface opens an
alternative pathway to a low-energy ion pair state where the
charge is transferred from one dye to a neighboring dye in the
aggregate. Because all the dyes presented here form aggregates
on TiO2, it is possible that varying accessibility of deactivating
ion-pair states controls the different electron-transfer efficien-
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cies. Additionally, the difference in solvent, pH, and electrolyte
concentration between IPCE measurements and hydrogen
generation experiments may have had a role in deciding
whether deactivated states such as ion-pair and triplet states are
accessed and to what degree.

■ CONCLUSIONS
The electron-transfer rates of a series of chalcogen-substituted
rhodamine dyes, X−Ph and X−Th, bound to anatase−TiO2
were computed by modeling the reactive potential surface in a
four-point diabatic approximation scheme employing a
vibronic Hamiltonian. Parameters for the model were obtained
by DFT/TD-DFT calculations of the dye−TiO2 complex as
well as isolated dye and TiO2 components. The results verify a
hypothesis that thiophene-bridged dyes will be more strongly
coupled to a TiO2 acceptor, and that this stronger coupling will
result in faster electron-transfer rates. When coplanarity is
assumed between the π systems of the rhodamine core and
bridge, stronger coupling to TiO2 is observed; however, the
driving force for electron transfer at this geometry becomes
unfavorable, resulting in a slower electron-transfer time
constant than at the Franck−Condon geometry. Varying the
chalcogen on the dyes is found to only have a significant effect
on the internal reorganization energy with little net effect on
the overall electron-transfer rate. Triplet states of Se-
substituted dyes are shown to have slower electron-transfer
time constants because of a reduced driving force. Overall,
electron transfer from each dye’s S1 donor state is predicted by
these calculations to occur with a <4 ps time constant,
consistent with IPCE curves, which show favorable perform-
ance independent of chalcogen substitution. These results,
however, do not explain the trend observed by photocatalytic
hydrogen generation that only Se−Th (X−Ph untested) has
significant photocatalytic activity. More detailed models, which
account for aggregation on TiO2 as well as more accurate
models for the TiO2 acceptor and solvent environment, are
needed to explore electron transfer in the experimental
hydrogen production environment.
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