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Supervised machine learning techniques have proven to be effective tools for engineering
design exploration and optimization applications, in which they are especially useful for
mapping promising or feasible regions of the design space. The design space mappings
can be used to inform early-stage design exploration, provide reliability assessments,
and aid convergence in multiobjective or multilevel problems that require collaborative
design teams. However, the accuracy of the mappings can vary based on problem factors
such as the number of design variables, presence of discrete variables, multimodality of
the underlying response function, and amount of training data available. Additionally,
there are several useful machine learning algorithms available, and each has its own set
of algorithmic hyperparameters that significantly affect accuracy and computational
expense. This work elucidates the use of machine learning for engineering design explora-
tion and optimization problems by investigating the performance of popular classification
algorithms on a variety of example engineering optimization problems. The results are syn-
thesized into a set of observations to provide engineers with intuition for applying these
techniques to their own problems in the future, as well as recommendations based on
problem type to aid engineers in algorithm selection and utilization.
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1 Introduction
Design engineers are often required to synthesize information,

solve intertwining problems, and elegantly present the best
designs. The nature of this design process has changed dramatically
over the past several decades, driven largely by growth in compu-
tational capabilities. By harnessing computational models, an engi-
neer can solve increasingly difficult problems and gather a wealth of
information about them, but designing in a computational landscape
requires an expanded suite of tools for generating information and
learning from it to make better design decisions. In light of this chal-
lenge, machine learning algorithms, and specifically classification
techniques, have emerged as a particularly useful class of tools
for engineering design exploration and optimization. This paper is
intended to help design engineers develop a basic understanding
of classification and build intuition for the suitability of common
classification algorithms for engineering design exploration and
optimization applications.
In engineering design exploration and optimization, classification

algorithms or classifiers can be used for identifying, bounding, or
mapping the feasible design space. In a typical engineering design
optimization problem, the task is to identify values of design vari-
ables, x, that satisfy a set of constraints, g(x), and maximize or min-
imize a set of potentially conflicting objectives, f(x). The constraint
and objective functions could be based on simulation-based predic-
tions, experimental or historical data, or human assessment. Classi-
fiers that map the feasible design space are focused on identifying
feasible and/or preferable values of the design variables that satisfy

the constraints and/or meet preferred thresholds for the objective
functions, respectively. This task is an example of inverse
mapping, which is very different from the forward mapping strate-
gies that are used pervasively in engineering design. An inverse
mapping of the design space seeks to identify the comprehensive
set of design variable values that meet a set of performance require-
ments or thresholds. A forward mapping, in contrast, accepts unique
design variable values as input and predicts their performance. Sur-
rogate or meta models (e.g., kriging, regression) are often used to
establish computationally efficient forward mappings, but they
have limited applicability to inverse mappings that are often non-
unique (i.e., a specific level of performance is associated with more
than one candidate design) and discontinuous (i.e., disjoint regions
of the design spacemay provide similar levels of performance). Clas-
sification methods are well suited to this task because they are
designed to predict whether candidate designs are members of a spe-
cific class, which could include the set of feasible designs or the set of
feasible designs that satisfy preferred performance thresholds [1].
A design engineer may seek to map the design space directly for

several reasons. One example is the set-based design, which focuses
on solving distributed design problems by delaying commitment to
a single point solution and preserving a diversity of options for iden-
tifying mutually satisfactory cross-disciplinary solutions [2]. In this
context, classifiers have been used to solve distributed, multidisci-
plinary design problems, which are decomposed into interdepen-
dent subproblems that share coupled design variables [3]. A
similar set-based approach may be applied to a multiscale or multi-
level design problem in which it is important to map the input
design space for an upper-level subproblem because it may define
the performance constraints of a lower-level subproblem. This
approach has been utilized for both materials design [4–6] and addi-
tive manufacturing [7] applications.
Classifiers can also be used as a means of guiding and potentially

improving the efficiency of design exploration. Classification can
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be combined with active learning and other adaptive sampling strat-
egies, for example, to map the boundaries of the feasible design
space accurately and efficiently [6,8–10]. Mapping the boundaries
of the feasible design space accurately can be especially important
for improving the efficiency of design exploration because it pre-
vents potentially expensive simulation- or experiment-based explo-
ration of infeasible designs [11]. For highly nonlinear, nonconvex
design problems, these spaces can be disjoint and assume arbitrary
shapes, making it difficult to capture them with simple techniques
such as intervals [3,8]. These types of classifiers can also be used
as computationally efficient filters for identifying robust designs
that meet feasibility constraints or performance thresholds even
when the designs themselves are subject to uncontrolled variation,
such as manufacturing tolerances [5].
Classification methods are used widely to map feasible design

spaces as a means of improving the efficiency of reliability analysis
[12–17] and reliability-based [18–20] design. For example, support
vector machines (SVMs) can be used as a classification tool to con-
struct mappings of the limit state surfaces that identify safe design
regions for reliability assessment [12,13]. Classification with
enhanced probabilistic neural networks (NNs) has demonstrated sig-
nificant improvements in computational efficiency for reliability
analysis of structural systems [14]. Similarly, adaptive classification
tools and sequential sampling strategies have been used to focus on
important design regions and to gradually identify implicit constraint
boundaries, thereby improving the efficiency of solving reliability-
based design problems [19,21]. To leverage their efficiency advan-
tages, classification methods have also been employed for reliability
analysis for high-dimensional problems [15], system reliability anal-
ysis consideringmultiple failuremodes [16], reliability-based design
considering time-variant probabilistic constraints [18], and
reliability-based design of aircraft wings [20] and thermal protec-
tions systems in planetary entry vehicle design [22].
Given that classification tools have proven useful in several engi-

neering design exploration and optimization contexts, the aim of this
paper is to aid the engineering design community in leveraging them
by providing insight into algorithm selection and utilization. Toward
this end, we compare the performance of four common classifiers on
six example problems with characteristics of broad interest in the
engineering design optimization community. Section 3 describes
important aspects to consider when implementing a classifier and
how the attributes of the design optimization problem can inform
algorithm selection and configuration. Section 4 provides a brief
technical overview of the popular classifiers considered in this
work. Section 5 outlines the various design problems selected to
test classifier performances. These problems are simple to implement
and contain different combinations of the attributes discussed in Sec.
3, allowing them to serve as benchmarks for future research in the
field. Section 6 presents results with varying levels of training data
and algorithm adjustment. Finally, Secs. 7 and 8 summarize the
results into insights to inform future design activities.

2 General Background on Classification Techniques
As described in Sec. 1, classification can be used in engineering

design exploration and optimization problems to map regions of the
design space that satisfy requirements or constraints of interest.
These requirements can be formulated mathematically as an
inequality constraint as follows:

Decide c = c1 if f (x) ≤ fthresh ; else decide c = c2 (1)

where x is a candidate design, f is the performance function of inter-
est, and c1 and c2 represent two classes of interest, for example, fea-
sible and infeasible, respectively. The true classification designation
can be known exactly by evaluating a particular design for a deter-
ministic performance function of interest. The performance function
is often expensive to evaluate, however, motivating a more efficient
alternative for predicting whether a candidate design meets the
desired inequality condition. Many classifiers use previously

evaluated points to estimate the probability that a new design
meets the desired criteria without explicitly evaluating the perfor-
mance function. A typical probabilistic decision criterion for classi-
fication algorithms is shown as follows:

Decide c = c1 if p(c1|x) > p(c2|x); else decide c = c2 (2)

where p(c|x) is the conditional probability of the class given the can-
didate design, x.
A number of factors should be considered when implementing a

classification approach to support the decision criteria defined in
Eqs. (1) and (2). The first consideration is the type of classifier to
implement. There are two broad categories of classifiers: generative
and discriminative [23]. Examples of generative classifiers include
naive Bayes (NB) classifiers and Bayesian network classifiers.
Support vector machines and neural networks are examples of discri-
minative classifiers. Discriminative classifiers directly model the
conditional probability p(c|x) that a data point, x, is a member of a
specific class, c. Generative classifiers instead model the joint prob-
ability of data and class p(c, x) which can then be transformed into the
posterior probability of a class by using Bayes’ rule p(c|x)= ((p(x|c)
p(c))/p(x)). In many cases, the direct approach of the discriminative
classifiers yields better classification accuracy [23], but not in all
cases. The generative classifiers can offer different advantages,
such as utilizing the joint probability provided by generative classi-
fiers for sampling combinations of class and data, which may be of
interest in sequential sampling approaches. In this study, both gener-
ative and discriminative classifiers are implemented and compared.
Computational expense is also an important concern. The compu-

tational expense for training classifiers grows with the number of
training points and the number of design variables, and the scaling
of training time with respect to these factors varies for different algo-
rithm types. Table 1 summarizes theworst case theoretical time com-
plexity of the algorithms considered in this work, where n is the
number of training points, m is the number of variables, t is the
number of trees in a random forest (RF), p is the number of variables
randomly sampled at each node of the random forest decision trees, h
is the number of neurons (assumed to be constant in each layer for
simplicity), k is the number of layers in a neural network, and i is
the number of backpropagation iterations [24–26]. The linear time
scaling of Gaussian naive Bayes (GNB) makes it the most efficient
algorithm to train. Random forests and support vector machines
exhibit exponential scaling with the number of training points,
causing their computational expense to increase quickly for large
datasets. The efficiency of the fully connected neural network
depends heavily on the number of layers and neurons present in the
network, but manymodern networks utilize large numbers of param-
eters that result in computational expense significantly greater than
the other algorithms presented here. It is important to note that the
computational complexity in Table 1 refers to the cost of training the
classifiers. All of these classifiers require less computational expense
for prediction relative to the computational cost of training them.
In addition to training complexity, many algorithms also require

significant tuning of hyperparameters to achieve good performance.
The tuning process requires searching through various hyperpara-
meter values to determine the values that lead to the best classifica-
tion performance for a specific problem. This parameter search
requires retraining the classifier for each combination of hyperpara-
meters considered, thus making the tuning effort required to reach
acceptable performance an important factor in the overall

Table 1 Computational complexity for training classifiers

Algorithm Computational complexity

Gaussian naive Bayes O(nm)
SVM O(n2m) to O(n3m)
Neural network (perceptron) O(nmhki)
Random forest O(pn2t log(n))
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computational expense of implementing an algorithm. Tuning is
commonly performed using a cross-validation scheme, in which
rotating subsets of the training data are excluded from the training
set and used to evaluate the classifier (Chap. 5 of Ref. [1] provides
more in-depth background discussion of cross-validation). The per-
formance is then aggregated to find the hyperparameter values that
yield the best results throughout the entire space. Cross-validation
schemes are used to prevent overfitting data on a single test set.
Hyperparameter values can be tuned by simply testing a fixed
grid of hyperparameter values or a random set of hyperparameter
values, or by implementing sequential techniques such as Bayesian
optimization to direct the search toward higher performing hyper-
parameter values at the expense of longer training time. A simple
threefold cross-validation grid search approach is used in this
work. Some algorithms are more robust to hyperparameters and
offer relatively consistent performance across a range of settings,
while others are very sensitive to parameter settings. The impor-
tance of tuning will be discussed further in Sec. 6.
Every classification approach expresses a set of underlying

assumptions about the data via its mathematical form and the
types of hyperparameters that help define its underlying model.
Consequently, classifier performance can vary widely depending
on the characteristics of the problem, including the number of var-
iables, variable type (continuous and discrete), the strength of inter-
actions between variables, and the modality of the design space.
The benchmark design problems in this study are selected as repre-
sentative engineering design optimization and/or exploration prob-
lems that satisfy a few important criteria. Table 2 in Sec. 4 presents
the problems and associated characteristics examined in this study.
First, they are intuitive engineering problems that require only brief
explanation, making prolonged study of the problems unnecessary.
Second, each problem embodies one or more features that are often
encountered in design optimization problems and are known to
affect classifier performance. For thoroughness, there are multiple
problems that share many of the important characteristics. In partic-
ular, the study investigates the effects of dimensionality, variable
types, multimodality in the design space, dependencies between
design variables, and the presence of multiple objectives. The pres-
ence of multiple objectives does not necessarily affect how the clas-
sifier algorithms perform mathematically, but applying different
constraints or thresholds for multiple objectives can change the size,
shape, and connectivity of the design space to be mapped. Finally,
the problems are amenable to binary classification of designs based
on a performance threshold. Classifying designs in this way enables
the classifiers’ predictions to be compared with the true class of each
design for the evaluation of the classifiers’ performance.
A multitude of scoring metrics have been defined to quantify

classifier performance [27], but they all seek to express the degree
of similarity between the true and predicted classes of each test
sample. The simplest statement of the similarity between the pre-
dicted and true classes of a sample set is represented by a confusion
matrix [1], as shown in Fig. 1. P and N are the two classes: positive
and negative. The positive class is typically associated with feasible
or promising designs in an engineering design context. A correctly
identified member of class P is called a true positive and represented
by TP. FP is a false positive, which corresponds to a member of
class N that is incorrectly identified as a member of class P. It
follows that TN and FN are true negative and false negative predic-
tions, respectively.
Most metrics used to score classifiers use some combination of

the entries in the confusion matrix. For many classification tasks,
accuracy (ACC), as defined in Eq. (3), is a useful starting point
for evaluating overall classifier performance, and it is reported for
all of the benchmark problems in Sec. 5.

ACC =
TP + TN

(TP + FP + FN + TN)
(3)

There are some cases for which other classifier scoring metrics
are more appropriate. For example, when there are many more

instances of one class compared to the other in a data set, the clas-
sification problem is imbalanced. In these cases, an accuracy metric
can be misleading, as a classifier that blindly predicts the majority
class will show high accuracy but have limited predictive value.
Specifically for designers, scoring metrics formulated to prioritize
the prediction of feasible or high-performing solutions may be pre-
ferred at the expense of overall accuracy. One such metric that pro-
vides information on the classification of the positive (P) class is
true positive rate (TPR), also commonly referred to as sensitivity
or recall. Maximizing TPR increases the likelihood of identifying
a true member of the positive class of interest.

TPR = recall =
TP
P

=
TP

(TP + FN)
(4)

Another metric that may be of interest is precision or positive pre-
dictive value. The precision metric provides a measure of the pre-
diction accuracy specific to the positive class by reporting the
proportion of positive predictions that match with true class mem-
bership.

precision =
TP

(TP + FP)
(5)

The F1 score is a common scoring metric for binary classification
that balances precision and recall using a harmonic mean. The F1
score is especially popular for assessing classifier performance in
cases with a class imbalance or with greater importance placed on
classifier performance for the positive class.

F1 = 2 *
precision * recall
precision + recall

(6)

Finally, false negative rate (FNR) can also be utilized to assess
whether the classifier is missing potential members of positive
class. Minimizing FNR allows designers to maximize their
chances of identifying all potential designs of interest.

FNR =
FN
P

=
FN

TP + FN
= 1 − TPR (7)

In combination, these metrics capture how well a classifier is
identifying regions of the design space containing positive (typically,
feasible high performance) designs. Section 5 provides an example
of the importance of these metrics, in addition to accuracy, as the
design process progresses to later design stages in which tighter
design requirements result in greater imbalance between classes.

3 Description of Classification Techniques
In this section, four of the most popular classification techniques

for engineering design exploration and optimization problems are
briefly reviewed. These techniques represent the pool of algorithms
to be used for the comparison study in subsequent sections.

3.1 Support Vector Machine. The SVM is a machine learn-
ing technique for classification that separates incoming data by a
maximum margin [28]. A two-class case with an optimal separating
hyperplane and a maximum margin is shown in Fig. 2. If the two
classes are linearly separable, as shown in Fig. 2, the optimal

Fig. 1 Confusion matrix for organizing classifier predictive
performance
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hyperplane separating the data can be expressed as

g(x) = wT * x + b = 0 (8)

where w is a normal vector that is perpendicular to the hyperplane
and b is the offset of the hyperplane. As shown in Fig. 2, the param-
eter b/||w|| determines the offset of the hyperplane from the origin
along the normal vector w. In the training procedure, the SVM opti-
mizes w and b to maximize the margin (or distance) between the
parallel hyperplanes while still separating the data.
The optimization problem and the corresponding hyperplane

constraint for nonlinear separable classes can be formulated as

min
1
2
wTw + C

∑m
i=1

εi

subject to yi(w
Txi + b)≥ 1 − εi

εi ≥ 0, i = 1, 2, . . . , m

(9)

where the regularization parameter, C, specifies the error penalty; ɛi
is a slack variable that represents the error; and y is the classification
output. Classification involves determining on which side of the
separating hyperplane a test instance x lies and assigning the corre-
sponding class.
SVMs can also be constructed as nonlinear classifiers using

kernel functions to replace the product of w and x. To this end,
the normal vectors are written as a linear combination of the training
data with a weight factor α and a feature map ϕ(x) introduced.

w =
∑N
i

αiyixi (10)

g(x) =
∑N
i

αiyi(x
T
i xj) + b (11)

g(x) =
∑N
i

αiyiϕ(xi)
Tϕ(xj) + b (12)

The scalar product of the feature map of each training point xi
with the test point xj can then be expressed as a kernel function
of the training and testing samples, as shown here in the form of
the Gaussian radial basis function.

ϕ(xi)
Tϕ(xj) = k(x, x′) = exp (−γx − x′2) (13)

By using nonlinear kernels, classification accuracy improves on
data that is not linearly separable in the space. The SVM is not
limited to two-class classification problems but can also be used
for classification of multiclass problems. The primary approach
for the classification of multiclass problems is to reduce them to
multiple binary classification problems.

3.2 Random Forest. The RF is a supervised learning method
that uses an ensemble of decision trees for classification. RF builds
multiple decision trees and merges them to generate a more accurate
and stable prediction of class membership [1]. Figure 3 shows the
working principle of the RF classifier. The training algorithm
applies the general technique of bootstrap aggregating [1] or
bagging. Given a training set X= {x1, …, xn} with responses Y=
{y1, …, yn}, bagging selects a random sample with replacement
of the training set repeatedly for B times and fits decision trees to
these samples. After training, the class prediction for an unseen
sample, x′, is determined by taking a majority vote [30] as follows:

C(x′) = argmax
i

∑B
j=1

wjI(hj(x
′) = i) (14)

where w1,…, wB are weights that sum to 1, which are usually set to
1/B; I(·) is an indicator function; and hj(·) is the prediction function
for the jth decision tree. In general, employing an RF classifier for
classification includes four steps: (1) select random samples from a
given dataset, (2) construct a decision tree for each sample and
obtain a prediction result from each decision tree, (3) take a vote
from each decision tree, and (4) select the prediction with the
most votes as the final prediction of class membership.
The RF technique is generally very effective in preventing over-

fitting, even when the ensemble contains thousands of individual
trees. The error rate of RF on unseen samples tends to converge
slowly to a limiting value when the number of trees grows rapidly.

3.3 Gaussian Naive Bayes. Bayesian classifiers, which are
based on Bayes’ theorem, have been found to perform well on a
variety of classification problems [3,31,32]. The NB classifier is a
well-known representative of the Bayesian classifiers. To formulate
a NB classification problem, X= {x1, x2,…, xn} is assumed to be the
feature vector and Y= {y1, y2, …, yn} the class variable. According
to Bayes’ theorem,

P(Y = yk|x1, . . . , xn) = P(Y = yk)P(x1, . . . , xn|Y = yk)∑
j P(Y = yj)P(x1, . . . , xn|Y = yj)

(15)

Equation (15) requires an accurate estimate of conditional prob-
ability P(x1, …, xn|Y= yk), but this requirement can be eliminated
by assuming conditional independence as follows:

P(Y = yk|x1, . . . , xn) = P(Y = yk)
∏

i P(xi|Y = yk)∑
j P(Y = yj)

∏
i P(xi|Y = yj)

(16)

Fig. 2 Concept of a two-class support vector machine (adapted
from Ref. [29])

Fig. 3 The working principle of the random forest classifier
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Equation (16) requires only an estimate of the probability of
each feature value conditioned upon each class in order to estimate
the conditional probability, and therefore, the calculation of joint
probabilities can be avoided. Thus, in the training stage, the naive
Bayes classifier estimates the P(Y= yk) for all classes and P(xi|Y=
yk) for all features i= 1,…, n and all feature values xi from the train-
ing set.
In the test stage, the class of a test instance X′ is predicted with

label Y if it leads to the largest value among all the class labels as

C(X′) = argmax
yk

P(Y = yk)
∏n
i=1

P(x′i|Y = yk) (17)

A GNB algorithm is a special type of NB algorithm, which is
used specifically when the features are defined by continuous
values. It assumes that all the features follow a Gaussian distribu-
tion. Thus, the conditional probability distribution can be written
precisely as

P(xi = x|Y = yk) =
1������
2πσ2ik

√ e−(1/2)((x−μik )/σik )
2

(18)

where σik represents the kernel width parameter for each feature i
and class k. The kernel width can be set heuristically or with an opti-
mization scheme. σik can be defined to scale with respect to the fea-
tures of the training data. One effective way to define σik is

σik =
ασ̂ik

N1/n
k

(19)

where α is a heuristic scalar, σ̂ik is the measured standard deviation
of feature i for designs belonging to class k, Nk is the number of
samples in class k, and n is the number of features (design
variables).

3.4 Neural Network. An artificial neural network is a
common supervised learning method for classification. It employs
a network learning structure that consists of three types of layers:
an input layer, an output layer, and some number of hidden
layer(s) [33,34]. The size of the input layer depends on the dimen-
sions of the inputs for the classification problem, while the size of
the output layer changes based on the number of different output
classes of interest. The size of each hidden layer and the number
of hidden layers are determined based on the complexity of the
problem. A general feed-forward neural network model is shown
in Fig. 4. The output of the kth output node of the network can
be represented as

yk = ϕo αk +
∑
j

w jkϕh αj +
∑
i

wijxi

( ){ }
(20)

where w and α denote the weights and biases of the neural network,
respectively, and ϕ represents the activation function. Common
activation functions include linear mappings, such as the identity
function that returns the input value, and nonlinear mappings,
such as rectified linear units (ReLUs) and logistic functions that
can model more complex mappings [35]. When training a neural
network, the weights and biases are determined with the use of
training sample points together with a training algorithm. The back-
propagation neural network (BNN) is one type of the artificial
neural network that uses backpropagation as a supervised learning
technique for the network training [36]. In the BNN training, the
inputs are propagated to the output layer via the hidden layers,
and the errors are back propagated to the input layer. Errors are
reduced iteratively by adjusting the synaptic weights and biases.
To use the BNN as a classification technique, a new data point to
be classified serves as an input to the trained BNN model, and the
outputs of the trained BNN are the conditional probabilities of
class membership that are interpreted according to the decision cri-
terion of Eq. (2) to produce the predicted binary class label.

Neural networks can be structured in many ways. A general fully
connected feed-forward neural network model known as the multi-
layer perceptron (schematic shown in Fig. 4) is utilized in this work
for simplicity and generality. Convolutional neural networks are
alternate network architectures that have gained popularity when
working with spatially structured data such as images or topologies
[37,38]. Since spatially structured data are not the focus of the
example problems, they are not implemented in this study. Deep
learning [39] refers to neural networks with a large number of
hidden layers. Deep learning has gained significant popularity in
recent years as advances in computing power, such as massively
parallel GPU architectures, and custom software, such as TENSOR-

FLOW [40], have enabled the training of deep neural networks to
process large datasets with impressive results in the machine learn-
ing [38,41] and design communities [37,42]. However, training
deep learning networks requires access to very large amounts of
training data to fit thousands of associated network parameters. In
contrast, as would be the case in many engineering design applica-
tions, this study focuses on training classifiers with training sets of
only a few hundred to a few thousand samples, which are not suf-
ficient for training deep learning networks. As a result, neural net-
works with only one or two hidden layers are considered in this
work.

4 Methodology for the Comparison Studies
A set of example problems was selected to test the performance

of the algorithms outlined in Sec. 3 on problems that represent a
cross section of the characteristics discussed in Sec. 2. As described
in the Supplemental Materials on the ASME Digital Collection, all
problems are specified with continuous and/or discrete variables
and performance objectives and constraints that make them amena-
ble to design optimization and exploration. The problem attributes
are summarized in Table 2. Further details on problem formulations
and performance thresholds for classification can be found in
Supplemental Material A available in the Supplemental Materials
on the ASME Digital Collection.
For each problem (with the exception of the heavily constrained

welded beam problem, see Supplemental Material A.5 for more
details), a set of 10,000 samples was generated to serve as training
data. Continuous variables were sampled from the Hammersley
sequence, and integer variables were assigned from a pseudoran-
dom uniform distribution using the randint function in SciPy.
Grid search with threefold cross-validation was used to tune the
hyperparameters shown in Table 3, and the best model configura-
tion was chosen based on mean accuracy. The available settings
for the grid search were chosen based on the Sci-kit learn user
guide and previous experience with these classifiers. Higher

Fig. 4 A general feed-forward neural network model
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resolution parameter grids would be expected to yield further per-
formance improvements at the cost of greater computational
expense associated with tuning.
After each algorithm was tuned, its performance was evaluated

by predicting the class membership of a static test set of 5000
points. The continuous variables in the test set were sampled
from the Halton sequence so that the test set would be distinct
from the training set, and integer variables were assigned by the
randint function in SciPy. All variables were scaled between 0
and 1 for classifier training and testing.
As discussed in Sec. 2, the proportion of training data in each

class can have a significant effect on classifier performance and
the informational value of classification metrics. The performance
thresholds used for binary classification in the example problems
tested in this study were chosen to yield reasonably balanced dis-
tributions between high- and low-performance training points.
The problem specific figures for the proportion of total training
data falling in each class can be seen in Table 4. No more than
70% of the training points fell within a given class for any
example problem. The presence of reasonably balanced datasets
motivated the use of accuracy as the primary metric for comparing
classifier performance.
The customizability of classifier algorithms leads to slight dif-

ferences in implementation. As a result, it is often difficult to rep-
licate results without utilizing the exact same software and
computational environment of the original implementation. This
conflict has led to the development of standardized software

packages with the goal of increasing repeatability. To provide a
meaningful benchmarking study of the classifiers, it is important
for the study to be repeatable. For that reason, the SVM, NN,
RF, and GNB algorithms are implemented from the very
popular Sci-kit learn package for PYTHON [35]. The one exception
is a custom implementation of the GNB algorithm for tuning pur-
poses, because the GNB algorithm in Sci-kit learn uses maximum
likelihood estimation to automatically learn kernel widths and
does not permit manual tuning.

5 Classifier Performance on Example Problems
The first investigation focuses on the effect of tuning on the per-

formance of the classification algorithms.2 Although tuning is rec-
ommended for enhancing the performance of a classifier, it is
helpful to understand the impact of that tuning on classifier perfor-
mance versus the use of default tuning parameter values. The
selected tuning parameters can vary based on the random data
splits used for cross-validation, yielding variations in model perfor-
mance across instantiations. Classifier performance and sensitivity
to tuning parameters can also vary drastically depending on the
amount of available training data for the problem. In order to
capture this variation, tuning runs were repeated 15 times for con-
vergence plots with low training data (ranging from 50 to 1000
points in increments of 50) and 5 times for convergence plots
with high training data (ranging from 500 to 10,000 points in incre-
ments of 500). The resulting mean accuracies were plotted with
error bars corresponding to the standard error as calculated in
Eq. (21), where s is the sample standard deviation and n is the
number of observations in the sample.

σx = ±
s��
n

√ (21)

Some classification algorithms enable more self-tuning than
others, leading to different levels of robustness to tuning among
the various classifiers. Figure 5 illustrates this phenomenon, as
RF dominates on the illustrated example problems when the algo-
rithms are untuned, indicating that RF provides reasonably good
performance without manual tuning. However, SVMs become com-
petitive and typically outperform the RF when tuned, and tuned
NNs also exhibit performance on par with or better than RF on
two of the problems. Because the GNB includes fewer tunable
parameters, its performance increases only modestly with tuning.
An interesting observation from Fig. 5 is that the accuracy of

some of the algorithms did not increase monotonically with the
number of training points. Despite the use of grid-based tuning

Table 3 Tunable parameters for each classification algorithm

Algorithm Tuned parameters Available settings

SVM C 1, 10, 100, 1000
γ (gamma) 0.01, 0.1, 1, 10

RF Number of trees 200, 400, 600, 800, 1000
Maximum tree depth 10, 20, 50, none

NN Number of neurons in
hidden layers

(100), (500), (100, 100), (500, 500)

Activation function Logistic, ReLU, identity

GNB α (alpha) 0.001, 0.005, 0.01, 0.05, 0.1, 0.2,
0.3, 0.4, 0.5, 0.8, 1, 2, 3, 5, 6

Table 4 Class balance of the training data for the performance
thresholds chosen for each example problem in the study

Problem High performance (%) Low performance (%)

2D Rastrigin 44.79 55.21
4D Rastrigin 42.7 57.3
6D Rastrigin 40.78 59.22
3 bar truss 30.15 69.85
5 bar truss 38.85 61.15
20 bar truss 39.26 60.74
Welded beam 43.94 56.06
Solar heat exchanger 46.3 53.7
Disjointed 30.94 69.06
Thin plate 49.0 51.0

Table 2 Problem characteristics for the test bed of example
problems

Problem Characteristics

Rastrigin Single objective
Continuous variables
Multimodal
Scalable dimensionality

Truss Multiobjective
Mixed continuous/discrete variables
Scalable dimensionality

Welded beam Single objective
Continuous variables
Heavily constrained

Solar heat exchanger Multiobjective
Mixed continuous/discrete variables
Monotonic performance

Disjointed Single objective
Continuous variables
Multimodal

Thin plate with hole Single objective
Continuous variables
Monotonic performance

2Convergence plots of classifier accuracy were generated with small and large quan-
tities of training data, Ntrain, for every problem described in Section 4 and Supplemental
Material A. Selected convergence plots and other specific investigations are included in
this section for discussion of classifier performance. Since there are too many plots to
display and discuss individually, all remaining convergence plots are included as sup-
plementary data in Supplemental Material B.
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and cross-validation, some of the classifiers, especially the NN and
SVM algorithms, showed significant variation and dips in accuracy,
while others such as the RF algorithm showed smoother conver-
gence curves. To investigate this phenomenon, hyperparameter set-
tings and cross-validation mean accuracy scores were examined for
classifiers that showed significant variation. It was found that in
many of these cases, hyperparameter settings selected during the
tuning process changed significantly from point to point as Ntrain

varies. Figure 6 shows an example of this examination for a tuned
NN classifying the disjointed problem. As shown in the figure,
the decrease in accuracy at 1000 training points is accompanied
by a reasonably large value for cross-validation accuracy (0.88) rel-
ative to neighboring trials. It is likely that these local decreases in
accuracy are the result of overfitting, such that the classifier per-
forms well on the training data but more poorly on the test data.
The degree of overfitting can vary with the locations of new data
points in the training and testing sets and the randomness of the
division of training data into cross-validation training sets. Other
authors in the engineering design literature have observed similar
nonmonotonic decreases in classification performance (e.g., [6,8]).
The next investigation focused on the performance of the tuned

classification algorithms with increasing problem dimensionality.
Figure 7 plots the accuracy of the tuned algorithms with respect
to the number of training points for the 3 bar, 5 bar, and 20 bar
truss problems. The Bayesian approach exhibits high asymptotic
error for these problems, which may be due to the independence

assumptions inherent in its formulation. The smoothing kernel-
based approach may also be a poor fit with the presence of coarsely
discretized material-type variables in these problems. The SVM and
NN perform the best in this mixed-variable problem, performing
better than GNB and RF for the 3 and 5 bar problems at all levels
of training data. The classifiers are largely bunched together at
low training data for the most complex case of 20 truss links with
40 design variables, but the NN and SVM eventually converge to
higher accuracies with thousands of training points. The NN, in par-
ticular, takes thousands of data samples to obtain competitive accu-
racy on the 20 bar problem, which may be attributed to the difficulty
of fitting the thousands of weights and biases in the larger architec-
tures for the more complex higher-dimensional setting.
The next investigation focuses on a highly multimodal problem;

in this case, the 6D Rastrigin function. Figure 8 shows the accuracy
of the tuned classification algorithms with respect to the number of
training points. Mapping the highly nonlinear function as dimen-
sionality increases is a difficult challenge. Most of the algorithms
reach only a modest accuracy of approximately 75% and are
unable to improve their mapping of the space with additional train-
ing data. The only exception is the GNB approach, which is natu-
rally well suited to represent the regularly distributed, sinusoidal
modes of the function with its Gaussian kernels.
Identifying regions of the design space with classifiers becomes

more difficult as the performance requirements become stricter
and the size of the design space of interest decreases.

Fig. 5 Convergence plots displaying accuracies for tuned and untuned algorithm instantiations at
varying levels of training data for three of the example problems

Fig. 6 Variation in hyperparameter settings and cross-validation accuracy for a neural
network trained at varying levels of training data for the disjointed example problem
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The combination of strict performance requirements and training
sets with low sampling density may lead to a classifier that predicts
very few instances of the positive class even if designs of positive
class exist. In multimodal design spaces, this phenomenon can
lead to a failure to identify regions of interest. By increasing the per-
formance threshold on the disjointed problem such that high-
performance regions shrink and then disappear, the change in
each classifier’s ability to identify those regions can be observed.
For this purpose, the FNR metric is useful to indicate whether
each classifier fails to identify high-performance designs. Figure 9
shows the response surface and contour of the disjointed function
at the arbitrary performance threshold, G= 0.9, such that all candi-
date designs with performance G≥ 0.9 are considered high-
performance designs. The high-performance regions are numbered,
so they can be referenced during the discussion.
Figure 10(a) shows the high-performance regions shrinking as

the performance threshold increases incrementally from G= 0.9

Fig. 7 Accuracy convergence plots for the classification of mixed-variable truss structure problems as
the number of design variables increases

Fig. 8 Accuracy convergence at low data for the highly nonlin-
ear 6D Rastrigin function

Fig. 9 Surface and contour plot of the disjoined problem at performance thresholdG=0.9
with high-performance regions numbered

Fig. 10 Illustration of shrinking high-performance regions as performance threshold
increases
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to G= 1.01. Figure 10(b) shows the FNR produced by SVM classi-
fiers trained with 1000 training points and tested with the static test
set as performance requirements increase. The false negative rates
are examined for each region separately based on the proximity
of false negatives to the center of each cluster.
When regions of interest are small, the classifier struggles to iden-

tify them as evident in the cumulative FNR curve in Fig. 10(b).
Notice that the total FNR reaches a peak for G= 1.0 when
regions 1, 2, and 3 are extremely small and then declines for G=
1.01 when those regions have disappeared entirely and therefore
do not contribute to the FNR.
Changing the performance threshold changes the balance of the

class proportions, leading to imbalanced designs with an over-
whelming majority of points belonging to one class, which can
affect the predictive power of classifiers. However, some classifiers
are more sensitive to class imbalance than others. For the disjointed
problem, the degree of imbalance can be adjusted using a range of
performance thresholds between the global maximum and
minimum. Table 5 shows performance thresholds and the associ-
ated class proportions.
TPR and false positive rate (FPR) are compared to measure the

predictive capability of a classifier when imbalanced. Figure 11
shows TPR versus FPR for the thresholds shown in Table 5. The
SVM and RF algorithms appear to be most robust, as they maintain
good classification performance with high TPR and low FPR across
all performance thresholds for this problem. Recent work in the
engineering design literature has focused on more efficiently sam-
pling the design space for imbalanced problems similar to this
one, with the goal of accurately defining the boundaries of a feasible
design space with very limited data [6,8], but a comprehensive
review of imbalanced classification problems is beyond the scope
of this paper.
Asmentioned in the introduction, classifiers canbe used to identify

promising regions of the design space, especially for set-based design
applications. If those promising regions are defined by performance
thresholds for multiple, conflicting objectives, the overall design
space of interest becomes the intersection of promising design

spaces for each performance objective. A simplified illustration of
this concept is shown for the heat exchanger problem in Fig. 12.
The abscissa is the pipe diameter, and the ordinate is the number of
pipe loops in the heat exchanger. The top-left subfigure shows the
region of the design space with an enclosure volume less than the
allowable limit while the top-right subfigure shows the region of
the design space that achieves the desired head loss. The bottom-left
subfigure shows the mutually satisfactory intersection of these
regions, which shrinks the region of interest more than either objec-
tive individually. The bottom-right figure shows the classification
accuracies on the combined objectives at the current thresholds.
This simplemultiobjective designoptimizationproblemhas a contin-
uous convex region of performance for each metric. More complex
problems with nonlinear relationships between variables are likely
to produce nonconvex disjoined regions of performance, further
increasing the utility of the classifier mappings.

6 Aggregated Results Across Example Problems
Accuracy convergence plots for all example problems (cf. see

Supplemental Material for plots in addition to those presented
here) were examined to compare relative levels of performance
for each algorithm at low, medium, and high levels of training
data for each test problem. In addition to quantitative classification
accuracy, relative performance of the classifiers on each problem is
important since every problem presents a unique set of interacting
characteristics. For this reason, the classifier accuracy is provided
along with a qualitatively assigned cluster to show which classifiers
performed similarly on each given problem. The clusters are
assigned red, yellow, or green labels with green representing the
best and red representing the worst performance. Figure 13 shows
how classifier performance was scored for the disjoint problem
with a moderate amount of training data (N= 1000). As shown in
the figure, the classifiers with the highest accuracy earn the green
labels. Classifiers with accuracy approximately 5 percentage
points lower than those with the highest accuracy earn the yellow
label, and those with accuracy approximately 5 percentage points
lower than those with moderate accuracy (yellow) or 10 percentage
points lower than those with high accuracy (green) earn the red
label. Classifiers that cluster together with similar levels of accuracy
(i.e., with accuracies within approximately 5 percentage points of
one another) earn the same label. If the best classifiers achieve accu-
racies of less than 80% for a specific scenario, then none of them
earn green labels. Tables 6–8 show the performance scores for all
problems and classifiers with low (N= 200), medium (N= 1000),
and high numbers of training points (N= 10,000) as determined
with the same method as for Fig. 13.
As shown in Tables 6–8, none of the classifiers perform particu-

larly well with small quantities of training data. The RF classifier
performs better than the others, earning green or yellow labels for
all problems. Highly multimodal problems, such as the 4D and
6D Rastrigin, and mixed continuous–discrete problems with rela-
tively large numbers of variables, such as the truss problems, are
particularly difficult to classify with small amounts of data. With
larger amounts of training data, RF classifiers continue to perform
relatively well, with fewer red labels than alternative classifiers.
SVM and NN are a close second to the RF in terms of overall per-
formance with larger amounts of training data. However, for highly
multimodal and regular problems, such as the Rastrigin function,
GNB performs exceptionally well and much better than other
algorithms.

7 Discussion
As a general rule, the GNB algorithm is only competitive for

highly complex problems with a small amount of data available
for training. If computational resources are available to obtain a
high number of samples, GNB is likely not the best choice for accu-
racy. An exception to this rule is the Rastrigin function, where the

Table 5 Class membership proportions for various
performance thresholds

Performance threshold
(G)

High performance
(%)

Low performance
(%)

G= 0.054 91.6 8.4
G= 0.162 81.0 19.0
G= 0.324 62.4 37.6
G= 0.593 31.5 68.5
G= 0.862 12.8 87.2
G= 1.131 3.8 96.2

Fig. 11 Classifier performance for five different performance
thresholds producing varying rates of imbalance between high-
and low-performance classes
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tunable Gaussian kernels capture the high nonlinearity in the sinu-
soidal space quite well. Another exception is the suitability of GNB
for sequential sampling as mentioned in the discussion of generative
algorithms in Sec. 2. The NN performs well on the mixed-variable
problems for large datasets, but the convergence plots show that the
NN often requires more data than other algorithms to converge to a
relatively high accuracy on these problems and is among the worst
performers for moderate and small quantities of data. This is a
common theme for NNs, as the large number of model parameters
often requires a significant amount of data to obtain a reasonable fit.

The RF shows its versatility by performing well on all problems and
particularly well on the nonlinear problems such as the Rastrigin
and the disjoint example. In addition, the RF is generally the
most robust algorithm in the sense that it performs the best
without tuning the hyperparameters. RF may, therefore, be a good
candidate for beginners or time-crunched users who do not wish
to undertake the tuning process to achieve satisfactory accuracy.
However, the performance of RF seems to degrade as the number
of design variables increases. Finally, the SVM also performs
well on most problems with the exception of the Rastrigin. The
SVM converges quickly on simple problems and can continue con-
verging to higher accuracies for complex problems as thousands of
training points are accrued. However, the SVM is very sensitive to
parameter tuning and engineers should keep this in mind when
selecting the best approach for their needs.
Overfitting is a concern for any classifier algorithm but some are

more susceptible than others. It is very difficult to quantify and
compare algorithms’ likeliness to overfit because there is no
general definition that is model independent. As a good practice,
tuning hyperparameters with cross-validation works to mitigate
overfitting by incentivizing out-of-sample performance. For better
results, a high resolution grid of hyperparameter settings or an
advanced sequential selection technique should be used when
tuning. Observed variation with respect to the number of training
points in convergence plots shows that algorithms that self-tune
such as RF generally suffer less from overfitting to training data.
On the other hand, algorithms that self-tune but have a very large
number of parameters (like NN) may require prohibitively large
quantities of training data.

Fig. 12 Design space mappings and convergence plot for the multiobjective heat
exchanger problem

Fig. 13 Tuned classifier performance with example scores as
seen in aggregated results table (Color version online.)

Table 6 Relative classifier performance on each example problem with 200 training points (Color version online.)

3 bar 5 bar 20 bar 2D Rastrigin 4D Rastrigin 6D Rastrigin Disjointed Welded beam Heat exchanger Thin plate

RF 0.799 0.708 0.684 0.800 0.759 0.717 0.929 0.896 0.955 0.969
NN 0.797 0.671 0.651 0.735 0.750 0.720 0.767 0.931 0.696 0.981
SVM 0.768 0.656 0.661 0.756 0.752 0.735 0.948 0.931 0.785 0.974
GNB 0.741 0.664 0.674 0.844 0.764 0.733 0.749 0.826 0.923 0.917
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All of the convergence studies in this work are based on the
assumption that training data are acquired from a simple space-
filling sampling strategy. More focused sampling strategies could
provide superior information to the algorithms and improve classi-
fication performance for smaller data sets, especially for imbalanced
data sets. For instance, some recent work has been conducted on
heuristic strategies that sample near existing class boundaries to
help resolve these boundaries more clearly within a limited sam-
pling budget (e.g., [6,8]).

8 Conclusion
This work presented a set of simple engineering-related example

problems that can serve as testbeds for future research in machine
learning for engineering design exploration and optimization. The
problems covered a range of characteristics that designers often
encounter in engineering optimization applications. The accuracy
of four common classification algorithms was tested on each
problem with varying levels of training data. No single classifica-
tion approach emerged as universally dominant, underscoring the
need to select the appropriate machine learning tool depending on
the nature of the problem.
The results of this study can help inform engineers in choosing an

appropriate algorithm for their problem by inspecting classifier per-
formance on similar problems. The results can also give engineers
an intuition for the amount of training data that may be required
to reach satisfactory accuracy levels depending on problem com-
plexity and dimensionality. This knowledge would be useful for
planning experiments in the early stages of design. Further work
extending the study to include more design problems would be
valuable to increase the coverage of the example problems and
ensure that engineers can glean even more relevant insight from per-
formance across a wider array of problem characteristics. Those
design problems could include design spaces of higher dimension-
ality, greater imbalance between classes in the training data set, and
problems for which greater numbers of classes might be useful (e.g.,
infeasible, feasible with moderate performance, and feasible with
high performance).
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Table 8 Relative classifier performance on each example problem with 10,000 training points (Color version online.)

3 bar 5 bar 20 bar 2D Rastrigin 4D Rastrigin 6D Rastrigin Disjointed Welded beam Heat exchanger Thin plate

RF 0.933 0.871 0.792 0.951 0.829 0.792 0.990 0.999 0.995 0.973
NN 0.963 0.958 0.852 0.755 0.766 0.763 0.978 0.976 0.994 0.991
SVM 0.965 0.944 0.854 0.755 0.767 0.769 0.996 0.986 0.948 0.996
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