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Abstract. The purpose of this article is to propose and analyze a new coupled multiphysics
model and a decoupled stabilized finite element method for the closed-loop geothermal system, which
mainly consists of a network of underground heat exchange pipelines to extract the geothermal heat
from the geothermal reservoir. The new mathematical model considers the heat transfer between
two different flow regions, namely the porous media flow in the geothermal reservoir and the free flow
in the pipes. Darcy’s law and Navier—Stokes equations are considered to govern the flows in these
two regions, respectively, while the heat equation is coupled with the flow equations to describe
the heat transfer in both regions. Furthermore, on the interface between the two regions, four
physically valid interface conditions are considered to describe the continuity of the temperature and
the heat flux as well as the no-fluid-communication feature of the closed-loop geothermal system.
In the variational formulation, an interface stabilization term with a penalty parameter is added to
overcome the difficulty of the possible numerical instability arising from the interface conditions in
the finite element discretization. To solve the proposed model accurately and efficiently, we develop
a stabilized decoupled finite element method which decouples not only the two flow regions but also
the heat field and the flow field in each region. The stability of the proposed method is proved. Four
numerical experiments are provided to demonstrate the applicability of the proposed model and the
accuracy of the numerical method.
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1. Introduction. As one major type of green energy, geothermal energy is re-
newable, independent of the weather or climate condition, environment-friendly, and
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widespread; hence it can significantly contribute to sustainable energy use [82, 38,
17]. One major technique to extract the geothermal energy is the closed-loop heat
exchanger, which circulates working fluid down to the rock mass with high tem-
peratures and then back to the surface through a continuous and closed-loop pipe
[92, 10, 107, 70]. Recent studies reveal that working fluid in the closed-loop geother-
mal system can be water, superheated steam, carbon dioxide, supercritical carbon
dioxide, and so on [92, 95, 83]. While the closed-loop system has some disadvantages
in the heat exchange efficiency, this system does not lose the working fluid which is
isolated from the geothermal reservoir by the closed-loop pipe [92, 95, 107, 70]. Fur-
thermore, for the liquid-dominated hydraulically fractured geothermal reservoir, the
closed-loop system does not need to deal with the mixture of the working fluid and
the natural fluid, which may erode the well and surface collection pipe [92].

In this paper, we consider the closed-loop system for the geothermal reservoir
with porous media flows [70, 34, 35, 99]. On one hand, since the working fluid in the
closed-loop pipe does not communicate with the porous media flow in the geothermal
reservoir, the traditional Navier/Stokes—Darcy model [41, 42, 62, 77, 96], which was
developed to accurately describe the interaction between the fluid flow in the pipe and
the porous media flow in the reservoir, is not suitable for the closed-loop geothermal
system. On the other hand, even though there is no fluid exchange but only heat
exchange between the closed-loop pipe and the geothermal reservoir, both the fluid
flow in the pipe and the porous media flow in the reservoir play a key role in the
heat transfer of the whole coupled system [70, 99, 89, 34, 106, 3, 45]. Moreover,
the geothermal heating system, which consists of a network of underground heat
exchange pipelines and pumps to transfer the geothermal heat, has a similar situation.
Therefore, there is still a great need to couple the governing PDEs of these physics
together in a physically faithful way, which can provide a novel tool to address the
effect of the fluid flow in the pipes and the porous media flow in the reservoir on the
heat transfer in the whole system.

To the best of our knowledge, there is no such PDE model for the closed-loop
geothermal system. Therefore, in this paper we propose a new coupled PDE model for
the closed-loop geothermal systems. This model combines the governing equations of
the fluid flow in the pipe, the porous media flow in the geothermal reservoir, and the
heat flow into a coupled system through the heat exchanging conditions and the no-
fluid-communication conditions on the interface between the pipe and porous media.
Basically, in the pipe region, the Boussinesq equation, which couples the Navier—
Stokes equation and the heat equation, is utilized to govern the fluid flow with heat
transfer. In the porous media region, Darcy’s law coupled with the heat equation is
utilized to govern the porous media flow with heat transfer. Even though the two
constitutional models on the two sides of the interface are regular models, the key of
an interface model is the appropriate interface conditions to couple the constitutional
models. This article is the first one to utilize the heat transfer conditions and no-
fluid-communication conditions to couple the two models together for the features of
the closed-loop geothermal system. On the interface between the pipe and porous
media, four physically valid interface conditions are imposed to ensure the continuity
of temperature, the continuity of heat flux, and no-fluid exchange. In addition to the
closed-loop geothermal system, the proposed model is also valid for other applications
with similar set-up.

The proposed model is a multiphysics interface problem. In the literature, there
are many existing methods to solve other types of multiphysics interface problems,
such as the interface Poisson/heat/wave equations [7, 32, 46, 68, 67, 69, 79, 103],
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interface elasticity problems [57, 80, 81], fluid-fluid interaction [37, 48, 14], Stokes—
Darcy model [13, 47, 51, 54, 58, 73, 76, 88, 97], Navier/Stokes—Darcy model [6, 20, 21,
25, 27, 33, 43, 56, 65, 94], and their extensions [84, 16, 29, 31, 40, 52, 64, 74, 100, 104].
These methods can be divided into two main categories, coupled methods [2, 27, 24,
53, 59, 63, 66] and decoupled methods [30, 44, 22, 23, 85, 87].

In this paper, a stabilization term with a penalty parameter is introduced to en-
sure the stability since the numerical instability occurs due to the interface condition of
the heat flux. We first present the basic coupled finite element method which directly
arises from the naturally coupled weak formulation of the proposed model. Then, we
focus on the development of a decoupled method since it is more cost efficient. A
decoupled stabilized finite element method is developed for the spatial discretization,
and the backward Euler scheme is utilized for the temporal discretization. In the
decoupled scheme, we first decouple the governing equations in the two different flow
regions, namely the porous media flow region in the geothermal reservoir and the free
flow region in the pipes. Then we decouple the heat equation from the flow equation
in each of these two regions. Hence, we finally divide the whole system into four
separated equations. The stability of the stabilized decoupled scheme is proved. Four
numerical examples are provided to demonstrate the features of the proposed model
and numerical method. The first experiment is to show the optimal convergence rate
of the proposed method as well as the impact of the penalty parameter on the conver-
gence. The second numerical test is presented to simulate a benchmark problem for
thermal convection in a squared cavity. In the third and fourth examples, we study
the heat transfer in a simplified closed-loop geothermal system and investigate the
effect of different sets of parameters.

This paper is organized as follows. In section 2, the new coupled multiphysics
model is proposed. In section 3, the weak formulation, well-posedness, spatial dis-
cretization, and the coupled scheme are presented. In section 4, the decoupled stabi-
lized finite element method is proposed and analyzed. In section 5, numerical results
are provided. In section 6, a conclusion is drawn.

2. The governing equations. As illustrated in Figure 2.1, the global domain
) consists of two subdomains, €2y and €2,, where Qy, €, € R? are open, regular,
simply connected, and bounded by Lipschitz continuous boundaries of 99 \ T and
o0, \I. Here QN Q, =0,0;,NQ, =1, and Qr UQ, = Q. 7y and iy, are the unit
normal vectors that point outward from the free flow region 2y and porous media
flow region €2, respectively. The unit outward normal vectors satisfy the condition
of i, = —fy on the interface I. The time frame is considered in [0, T7].

In Qf, we assume that the fluid flow with heat transfer is governed by the Boussi-
nesq equation, which combines the Navier—Stokes equation with the heat equation
[11, 108, 19]:

Ois _ PrAG; + (if - V)is + Vps = PrRaéf; + ff  in Qf x (0,7,

(2.1) 5

(2.2) V-id;=0 in Q5 x (0,7,
(2.3) if=0 on 92 \ 1 x (0,7,
(2.4) iy (0,z) = d@}(x) in Q,

(2.5) aaet —kfAOy + Uy -VOy =Ty in Qf x (0,77,
(2.6) 0p =0 on I'pr x (0,77,
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a0,
Q¢ _Fluid flow domain
80, 00y
Ty
l 0C0C 0000000000000 000O0
oooooooo°oo
i co0o0QocQao
90, i;00000000000000000000 01,
CO00O000C 00000000 0C0O0CO
0y -Porous media flow

FiG. 2.1. The global domain 2 consists of free fluid flow subdomain Q and porous media fluid
flow subdomain Qp, separated by a common interface 1.

o0y
(2.7) 57 = onTg x (0,T),
(2.8) 07(0,z) = 0(}(33) in Qy.

Here ¢, py, and 05 denote the free fluid flow region velocity vector field, pressure,
and temperature, respectively. The unit vector 5 = [0,1]7 denotes the direction
of the gravitational acceleration. ff and T are the external force terms. Pr is the
Prandtl number. Ra represents the Rayleigh number, which is the product of Grashof
number and Prandtl number. k; is the nondimensional parameter related to thermal
conductivity. I'ps, I'p denote the Dirichlet and the Neumann boundary conditions,
respectively, in the pipe region boundaries where 'y UT'g = 0Qf \ L.

We assume the porous media region €2, is homogeneous and isotropic. The porous
media flow with heat transfer can be governed by the following Darcy’s law coupled
with a heat equation:

(2.9) CaDa% + Prii, = —DaV¢, + PrDaRafh,  in Q, x (0,77,
(2.10) Vi, =0 in Q, x (0,T],
(2.11) Up(0,2) = ﬁg(x) in Qp,

(2.12) @y ity =0 on 99, \ I,

0
(2.13) % — kA8, + Ty VO, =T, in Q, x (0,7,
(2.14) 0,=0 on Ty x (0,T],
(2.15) gzp =0 on Tz x (0,T],
p
(2.16) 0,(0,2) = 69(x) in Q.

Here i), ¢}, and 6, denote the porous medium fluid flow region velocity vector field,
pressure, and temperature, respectively. The source term is denoted by T,. Da
is the Darcy number which represents the relative effect of the permeability of the
medium versus the cross-sectional area. C, is the dimensionless parameter known as
acceleration coefficient. k, denotes the nondimensional parameter related to the ther-
mal conductivity. 'y, I'z denote the Dirichlet and Neumann boundary conditions,
respectively, in the porous media region boundaries where I'y UT'z = 08, \ L.
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Remark 2.1. The above closed-loop geothermal system (2.1)—(2.16) is presented
in a nondimensional form. The dimensional form of the Navier—Stokes equation and
Darcy equation with Boussinesq approximation, and heat equation without initial
condition, boundary condition and incompressibility condition can be written as [12,
11, 90, 75, 4, 72, 62, 9]:

=

ot R Ao = o i 4 >
(217) p—=L + p(iiy - V)iiy — pliiy + Vg = —pg€(1 = B0 — Oper)) + pf,

ot
o -, =~ - 5 g
(2.18) Cap atp + Z p = —Vép —pgé(1 — B0y — Oprer)),
(2.19) 8(;;;' — Ay + il - Vg = To

where w = f or p represent the fluid domain and porous media domain, respectively.
i, k, g, and 8 are the dynamic viscosity, permeability, acceleration due to gravity,
and thermal expansion coefficient, respectively. 0; .. and 0, .ot are the reference or

fixed temperature. Thermal diffusivity is represented by a, = pkﬁ, where Cp is

the specific heat, p is the density of fluid, and k- is the thermal conductivity. To
nondimensionalize the closed-loop geothermal system [12, 93, 49, 28], we introduce the

Ay 7 ¥ 2

~ 2
. . . B ~ = _ L -~ poy
nondimensional variables by choosing * = Lz, Uy = Tuw, t = 3=t by = 2 Ps

(Z; _pap¢p7 w:(awH_awc)a +9wcaf7}:ﬁff7’r :Mﬁrw
Ra = M Pr =, Da = L’Z, and G = Qwke. Here L represents
the characterlstlcb length v represents the kinematic viscosity, 05 g represents the
hot wall, and 6 . represents the cold wall. By plugging the above nondimensional
variables into (2.17)—(2.19), one can easily derive the closed-loop geothermal system
(2.1)-(2.16). Moreover, the units of the variables and parameters can be defined as
p = kgm™3, uw =ms™ 1, 0, = =K, 9wref =K, py= Pa or kgm~1ts72, (b = Pa or
kgm=1's™2, = Pa-s or kgm™ 15_1, v = m28_1, B=K ' ag=m?s"1 g=ms2,
and k = m?2. The units of the terms in (2.17)-(2.19) can be verified to be consistent
by plugging the above units into the equations.

Since the closed-loop system does not have fluid communication but only heat
transfer between the reservoir and the pipe, we use the following two heat exchanging
interface conditions and two no-fluid-communication conditions on the interface I
[91, 18, 72, 60].

e Continuity of temperature across the interface:

(2.20) O =0, on I

e Continuity of heat flux across the interface:
(2.21) ny-kfVOp = —ny, - k, Vo, on L.

e No-communication and no-slip conditions for the free flow on the interface:
(2.22) Uy -ny =0, Uy -7=0 on I,

where 7 denotes the unit tangential vector along the interface.
e No-porous media flow passing through the interface:

(2.23) iy fip =0 on L.
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3. Preliminaries, variational formulation, and the coupled discretiza-
tion scheme. We use standard notation throughout the paper for Lebesgue and
Sobolev spaces. The inner product in L?(D) is associated with (-,-) and the norm of
L*(D) is denoted by || - ||2(p), where D may be Qy, ), or L.

In order to derive the variational formulation for the model problem (2.1) to
(2.23), we define the following spaces:

Yf L= H&(Qf)z = {ﬁf S Hl(Qf)Z : ’Uf =0 on 8Qf},

Y, : = H(div; Q) := {t, € L*(Q,)%,V - 0, € L*(Q) : U, -7, =0 on 9Q,},

Ty :=Hy(Qy) ={p € H(Qf): p=0 on Ty},

T,:=Hi(Q,) ={we H(Q,):w=0 on Ty},

Qp = L§(Qy) := {q € L*(Qy): /Qf gdx = 0},

Q=10 = {ve 2, [ var=o}.

p

Define a product space
(3.1) Wrp =Tf x Ty,
and
Wi ={(p,w) € (Ty xTp) : ol = wlt} € Wr.
We also define the solenoidal spaces
Vi={ty€Y;: V- -0y =0} and V,:={v,€Y,:V-i,=0}
The trilinear form is defined as follows:

ctri(

. . S o
iy, vy, W)a, = ((dy - V)Uf,W)q, + 5((d1vuf)vf,w)gf

1, S 1, . - .
(32) = 5 ((d@y - V)ip, W), — 5 (df - V)W, Gp)a, Vg, Uf, @ € Y.

In a similar manner, we define another two trilinear forms for any (¢,w) € Wy and
(Gf, 0;0) € Wr:

((d@y - V)05, 0)a, —

((d@p - V)bp,w)a, —

¥y, 05, 0)0, =

(3.3) t;,ri(ﬁp, Op,w)a, = ((Gp - V)w,Op)a, Vip €Y.

N~ DN~

Moreover, if @y € Vy and 4, € V,, then for any (v, w) € Yy, (8f,6,) € Wr, and
(p,w) € Wi, we have [36]

tri

c (ﬁfa ﬁfa w)Qf = ((ﬁf : V)ﬁf,w)gf, t}ri(afa 0f7 @)Qf = ((ﬁf ’ V)Hf, <)O)Qf?
t;)rl(ﬁpa 9p7w)Qp = ((ﬁp ) v)9p7w)ﬂp'

The weak formulations of the coupled system (2.1)—(2.23) are to find (@, @p; ps, ¢p;

05,6p) € (Y xY, x Qf x Qp x Wr) such that for any (¥, Up; ¢, ¥; p,w) € (Y5 x Y, x

Qf X Q;D X WH)7

—

ou 0
(ﬂ ] ) + CaDa<ﬂ,17p> —(ps, V- Up)a, + Pr(Viy, Viy)a,
Qp
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+ iy, iy, Up)a, + Pr(tp, Up)a, — Da(éy, V- y)q,
(3.4) = PrRa(£by,7f)q, + PrDaRa(€0,, 5y)a, + (f1,71)0,,
(3.5) (¢, V-iy)a, =0,

Da($,V - @), = 0,

20 20
( ; SO) N < _p,w> + ki (V05, Vip)a, + kp(Vy, Vi),
o %), o),

+ 134 iy, 05, 0)a, + by (i, Op, w)a, — Ky /Hﬁf - VOi(p —w)dl

30+ [(6; -0 — )il = (1., + (Tyra.

Based on the divergence-free space [12, 26, 25, 8, 101, 55], we construct the equivalent
formulation of the weak form (3.4)—(3.7) for the analysis below. To find (uy, @p; 0¢,6p)
€ (V¢ x V,, x Wr) such that for any (¥, Up; ¢, w) € (Vy x V,, x W), we can obtain

(3.8) %,y + C,Da %,Up + Pr(Viiy, Viiy)o,
ot o, ot o

+ ((tdy - V)i, U)o, + Pr(ip, Up)o,
= PTRa(ng,Uf)Qf + PrDaRa(gﬂp,Up)Qp + (ff,ﬁf)gf,

90 90
(—f , <p> T <—”,w> + k(Y05 Vo)a, + ky(Voy, Vw)a,
ot "), ot ) g,

+ ((dy - V)0 p)a, + (U - V)0p,w)a, — ki /Hﬁf V(o —w)dl

key

(39)  +=

b5 = Op)p —w)dl = (X1, 0)a, + (Xp,wa,

Remark 3.1. The interface conditions utilized in the proposed model belong to the
range of Nitsche’s interface, which is well-known for the possibility to cause numerical
instability [91, 61]. The artificial energy transfers induced by the interface decoupling
are believed to be the main reason for the numerical instability [48, 18]. Particularly,
in the variational formulation (3.7), —ky [;7vf - VO (¢ —w)dl arises from the interface
condition (2.21) and its approximation causes the instability due to the difficulty in
controlling the interface terms || VOy|| L2y and ||¢o—w|| 2. To overcome this difficulty,

we introduce a stabilization term %’Y J1(05 —6,)(¢ — w)dl, which does not affect the
consistency of the formulation due to the interface condition (2.20) but ensures the
stability of the finite element schemes. The penalty parameter  is dimensionless and
should be chosen to be positive to ensure the coercivity. Besides, we assume h is
constant in the variational formulation while it represents the mesh size in the finite
element schemes. The importance of the stabilization term and the penalty parameter
will be also numerically illustrated in section 5.1.

Remark 3.2. The interface term ky [; iy - VO (p—w)dl and the stabilization term

kaW J;(05 —6,)(¢ —w)dl of the weak formulation (3.7) vanish when the coupled space
Wt is applied. Hence, the well-posedness of the system is classic. Moreover, we will
propose the finite element schemes by splitting the tensor spaces Wy and Wrp.
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LEMMA 3.1 (see [50]). If @y € Yy, then there exists a positive constant C > 0
such that
1/2
(3.10) 15| L) < Cllisl ot IV 55, -
THEOREM 3.2 (well-posedness). The weak formulation of the closed-loop geother-
mal system (3.4)—(3.7) has a unique weak solution (s, Up; ps, dp; 0y, 0p) € (Y§ x Y, X
Q5 x Qp x Wr) satisfying

iy € L0, T; L*(Q)) N L0, T;Yy), i, € L°°(0,T; L*(Q,)) N L*(0,T; L*(2,)),
pr € L*(0,T;Qy), ¢p € L*(0,T5Q,), 05 € L>=(0,T; L*(y)) N L*(0,T;Ty),
0, € L>=(0,T; L*(,)) N L*(0,T;T,).

Proof. The interface term ky [[7y - VOf(¢ — w)dl and the stabilization term

kaV Ji(85 — 0,) (o — w)dl of the weak formulation (3.7) vanish when the coupled space
Wi is applied. Since the other parts of the weak formulation (3.4)—(3.7) are the regu-
lar components in the traditional Boussinesq equation, Darcy’s law coupled with heat
equation, and interface heat transfer problem, the existence of the weak formulation
(3.4)—(3.7) can be obtained by following and combining the classic procedures for the
well-posedness of similar problems [26, 25, 37, 36, 8, 101, 78, 39, 11]. We omit the
details here due to page limitation.

To prove the uniqueness of the weak formulation (3.4)—(3.7), we assume there
exist two solutions:

(@, s pys bp; 07,0,) and (3,15}, ¢ 0%, 67).

We define the differences between them as follows:

—1 1 2 1 2

iy =iy =eq,  pp—pp=ep, Oy =07 =eco,
. 1 2 1 p2 _

Uy = Uy =€, ¢p =Py =¢eqp,, 0, —0,=cq,

To prove the uniqueness of (3.4)(3.7), we choose the test functions vy = ey, , v}, =
ei,, p =eg,;, and w = eg, in (3.8)(3.9). Again, the interface term ky [ 7y - VO (p —
w)dl and the stabilization term ]%7 J3(05 —6,) (¢ —w)dl of the weak formulation (3.9)
vanish when the coupled space Wy is applied. Since both of the two solutions satisfy
(3.8) and (3.9), then by taking the subtraction between the two sets of equations of
the two solutions, we can obtain

(3.11)
1d CyDa d
5 dtHeufHL2 @t 5 ||eup||L2(Q,,) + Prl|Veg, |72,
+ PrHeﬁpHL2(QP) + (eﬁf . vuf;eﬁf)Qf
+ (ﬁ? -Veg;,eq;)a, = PrRa(gegf,eﬁf)Qf + PrDaRa(gegp,eﬁp)Qp,
(3.12)

1d 1d
thHee,«Hw @p T thHeG ||L2(Q +kpll Ve, |72 ()

+ kp”V@Gp”B(Qp) + (eq, - Vﬂf, €, )y
+ (ﬁ?c : Vegf,egf)gf (eup VG ) (ﬁ?) : veep; eep)Qp =0.
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Since (uf Ve, eq;)q;, (uf Veq,,eo,)a,, and ( -Veg,, €9, )q, are equal to zero,
then we can obtain

(3.13)

d
= (llea, 32, + CaDalleg, I72(q,) + lleo, 72, + oo, 20,

+ 2(P7"||Veﬁf 1200,y + Prllea, 172,y + ksl Veo, 72,y + kp||V€9p||2L2(Q,,))
< ‘2P7‘Ra(gegf,eﬁf)gf| + ‘QPTDaRa(gegp,eﬁp)Qp| + |2(egf 'V’lj}',eﬁf)ﬂf|
+ |2(eﬁf 'Va}“ef)f)ﬂf‘ + |2(eﬁp 'Vazlwe@p)ﬂp|'

In the following, we will estimate the terms on the right-hand side of (3.13) one by
one as follows. First, we have

(3.14) |2PrRa(&eq,, eq;)a; | < Cpr,Ra) (||6’0f||2L2(Qf) + ||eﬁf||2L2(Qf))’

(3.15) 2PrDaRa(Ees,, eq,)0,| < Cipr.pa.ra)lles, | T20,) + Prlea,ll7:q,)-
Then we estimate the nonlinear convective terms
2(eq, - Vil eq,)a, | < 2lew, I3y, IV} 220,

< 2Cleg, |20 IVed, Iz IVEt L2,

R Pr
(3.16) < Cpellea 72 IVEFlIT2(,) + 7||Veﬁf||i2(ﬂf)-

Similarly, we can obtain

Q(Gﬁf -VO},egf)Qf
< 2lleq, |l VOl L2 @) llea I ;)
1/2 1/2 1/2 1/2 1/2
< 2Cles, | aq, ) | Ver, | o, IV0F o, IV OFHI 550, oo, | ot | Vea, I tq,

2C 1/2

— 1/2
" @l i

1/2 1/2
IV0} 1 ot leo, 11550, IV} I ot Uer PP/

NVer, 140, IVeo, 11500,
Cc? 1 L

< 7(kar)1/2 ||eﬁf||L2(Qf)||V9f||L2(Qf)||€9f||L2(Qf)||V9f||L2(Qf)

+ (kpPr)' 2| Ve, |12, IVeo, I 22,

< C'(kf,Pr)(||eﬁf||%2(Qf)||V9,1f||2L2(Qf) + ||6’0f||%2(Qf)||vo}||2L2(Qf))

(3.17)

Pr

k
+ (FVea I3,y + FIVer, I3,

and

‘Q(eﬁp -Vﬁzl,,e

‘2 eup Vegp, GP)Q

< 2C|eq, |l L2105l =0, | Vea, | L2(a,)
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k
(3.18) < C, llea, 7200, 10,117 q,) + Epﬂveepﬂiz(ﬂp)'

Here 0, € L>°(52,) [8].
Plugging the above estimates into (3.13), we can obtain

d
E(Heﬁfﬂiaﬂf) + CaDaHeﬁpH%?(Qp) + ||6’0f|\%2(9f) + |\€9p||2L2(Q,,))

+ (Priives, 13:a,) + Prllea, 32,

3k 3k
+ 5L Ve, a0, + 52 Ven, 120,

(319) < MO {llea, 20, + leo, ey + llen, 20, }-

where M(t) = C(py.Rra,Da.ks k) {1+ ||Vﬁf”%2(gf) + va}Hiz(Qf) + H%H%w(gp)}- In-
tegrating (3.19) in time and using the Gronwall inequality can lead to

{Heﬁf(t)H%%Qf) + CaDalleg, (t)|l72(q,) + lleo, D)7z, + Heep(t)HQL%Qp)}

t
3k
+ / (Prives, ()2, + Prilea, (5)3x(a,) + 2L 1Ve0, (5)32(a,)

3k ‘
+ 21T, (9, s < exp( [ 216135 ){les, Ol

(3:20)  + CaDalleg, (0|72, + lleo, ()72, + ||6’ep(0)|\iz(np)}-

Since the four solutions satisfy the initial conditions, then ez, (0) = 0, egz,(0) = 0,
e, (0) =0, and eg,(0) = 0. Hence

{llea, ()13, + CaDalle, (D113, + lleo, O3z, + leo, OlFz(a,) b
! 2 2 3kf 2
) (PTHVeﬂf(S)lle(Qf) + Prileg, (s)llz2(a,) + 5~ Veo, (9)lZ2(a,)
3k
(3:21)  + 22 Veo, ()32, )ds <0,
which shows that e, (t) = 0, eg,(t) = 0, e, (t) = 0, and eq,(t) = 0 for t € [0,T7].

Plugging these results back into the weak formulation, we obtain

(3.22) (epf,v-ﬁf)gf =0,
(3.23) Da(ey,,V - tp)a, = 0.
Hence, the uniqueness of the weak formulation (3.4)—(3.7) of the geothermal system
can be proved. ad

LEMMA 3.3 (discrete Gronwall’s lemma). Let C' and ay, by, ¢, di for integer k > 0
be nonnegative numbers such that [71, 98]

an+Athk§Atdeak+Athk+C Vn>1.
k=0 k=0 k=0

Suppose that Atdy, <1 for all k; then we have

(3.24) an—i—Athkgexp (Atde) (Athk—l—C) Vn>1.

k=0 k=0 k=0
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From the trace inequality, there exists a positive constant C'r depending on the
domain 2 such that for all ¢ € T} [102, 1],

1/2 1/2
(325) ”(p”L?(H) < CT||‘:0||L/2(Qf)Hv(p”[lé(gf)

From now on, we assume the shapes of {2y, €,,, and €2 are polygons or polyhedrons.
Let 7}h and 7;h denote the uniformly regular triangulations of {2y and €2, respectively,
where h > 0 is the mesh size. We consider that the two meshes coincide on the
interface T such that 7" := T/ U T is the triangulations of @ = Q7 UQ, UT
We choose the finite element spaces th C Yf,Q’; C Qy; th C Yp,QZ C Qp; and
T} C Ty, Ty C Ty

In the free flow region, we select finite element spaces (th, Q’J}) for velocity and
pressure of the Navier-Stokes equation such that (Y}, Q%) satisfy the inf-sup condi-
tion, i.e., there exists a strictly positive constant xy > 0 independent of mesh size h
such that

b gh
, V-0
inf  sup qh(q f,)f” =X
024" €@} oxpevy [VIfllra@plla’llzacy)

Define the space of discretely divergence-free velocities:

VI ={t; €Y} :(q¢,V U)o, =0 VqeQh}

In the porous region, we select finite element spaces (th, Qg) that also satisfy the
inf-sup conditions for velocity and pressure. That is, there exists a strictly positive
constant x,, such that for all ¢ € QZ we have

(V" V-3
ol 20,y < sup  ————L—L
0A£TREY |55 [aiv

)

S, ,, . 1/2
where [|7) [laiv = (153117 20,) + IV - Bll720,)

We assume that there is a constant Cj,, which depends on the minimum angle in
the finite element mesh used in the subdomain ¢, such that we have discrete local
inverse inequality [60, 102, 86, 48, 18]

(3.26) VO 2y < CHZR2||V08 |12,y VO € T

mnuv

Now we present the regular coupled finite element method based on the stabilized
variational formulation (3.4)—(3.7). Set At = L for a positive integer N and t,, = nAt

(n=0,1,2,3,...,N). Then V(3},0}; ¢",9"; 0" ") € (Y7, Y, )5 Q% Qs T, Ty, find

(ﬁ’f%n+1,ﬁg,n+1;p?,n+1, ¢Z7n+1; 0?,n+1,02m+1) c (th,th;Qlfz, Q;T}I,Tg) such that
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(3.27)
a»h,77,+1

< ; _ ﬁ?’" h) a'h,nJrl _ ,L—L*hm . Bl
B S +CaDa<uﬂ—;) ( oy )
At "), At ? g &

+ Pr(Viy™, Vil )g, + M@yt dy Y ohe, + Prapt Tt i),
_ Da(qﬁ’;"“, \va "h)Q = PrRa (59h7n+1, q}l)gf
+PrDaRa(§92’"+l ﬂh)n + (ff( n+41)s Uf)Qfa
(3.28)
(qh’ v . a?,’l’ri’l)ﬂf — 0’
(3.29)
Da(y", ¥ - @l g, =0,
(3.30)

<9—’}7"+1 _ 0}1,11 h 937n+1 ~ gg,n h h,n+1 h
) > + <7,w ) +kp(VO" T,V )a
At a, At o ! !

+kp(v91i)z,n+1’ th)gp + t;ri(a'?,nJrl’ 9}1,7’L+1’ Sph)ﬂf

P

e (et ot wha, — ky /ﬁf VO (O — wh)dl
I

e (6" = )" =)l = (Ts(tnan), 6o, + (Tpltnrn). "),

4. The decoupled stabilized finite element method. Based on the above
traditional coupled finite element method, in this section we propose and analyze the
following decoupled stabilized finite element method, which is more efficient in prac-
tice. The key idea for the decoupled algorithm construction is to make the scheme
as parallel as possible while good enough stability can be theoretically guaranteed:

V(U}l,qh,wh) (Yf Qf,Th) and ( W w ) c (th7 h Th) find (—'h 41 ph,n+1’

prip Ef
917) € (VL Q) TP) and (@41, 5m1, 03741) € (¥1,Qh, T2) such that
o Step 1:

Sh,n+1 _ —h,n

f f_ =h h,n+1 vt vt

(T Uf>g = "LV B, + Pr(Vaptt Vi),
!

(A1) M@y, ay"™ oo, = PrRa(€0}", vF)a, + (Fr(tat1), 7)o,
(42) (¢",V- a’;”“)nf =0;

o Step 2:
(4.3)
ah,n—i-l _ ah,n
(T ost) RV T, 0
Qy

k
—ky /ﬁf VOOl + % /(9}”1+1 — O™ dl = (Y g (tnt1), ©")ays
I I
e Step 3:
(4.4)
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a’h,nJrl _ a’h,n

CaDa< p p ﬁh) —I—P’I"(ﬂh ;n+1 ﬂh)Q —Da((bh ;n+1 V- ﬂh) Q,
Qp

At TP

= PrDaRa(EO;,L’”, 172)9
(4. 5)

(dj \va —»h n+l)Q

p?

P

o Step 4:

(4.6)

0h,n+1 _ oh,n
< p X, p ’wh> —|—k ( 0hn+1 VUJ )Q +ttr1(ﬂhn th—i-l,wh)Q
Q

P

P

+ky /ﬁf . Vo’}mwhdl _ ka’Y /(0?,n+1 - 027n+1)whdl _ (Tp(tn+l),wh)ﬂp-
I I

Now we analyze the stability of the above decoupled stabilized finite element method.

THEOREM 4.1. Assume that fr € L2(0,T; HY(Qy)), Ty € L*(0,T; H(%)),
Y, € L*(0,T; H-1(Q,)). The stabilized decoupled scheme (4.1)-(4.6) is stable if the
penalty parameter satisfies the condition v > 2C;y.,, where Cip, > 0.

Proof. Choose sz =20t gt = 20ap " o = 2AH0T Y Gt = 2 At
P = 2Atph T W = 24800 "“ in (4.1), (4. 2) (4.3), (4.4), (4. 5) and (4.6)7 respec—
tively. Addlng these equations together and applying the condition 2(a — b,a) =
(lall® = 111* + lla — bl[?), we obtain

(4.7)

e T L e A I | i PO

HIO = 05320,y = 165 " 32| + CaDa 1T 32, + 17"
e TR (o A [ T

+H9;};7n+1 - 9,’.?7"||L2<Qp) Heh n||L2(Q )} + 2P7“At|\V"h nH”L?(Qf)
H2ALPr[[ a3 0, ) + 208k [ VOF [T a ) + 20tk [ VOR T, )
= 2PrRaAt(§0}" @y a, + 28t (ff (tnar) @ g,
+ 2A4(Lp(tns1), 04" o, + 2PrDaRaAt(EDL" il )g,

+ 208yt 1), 05" )q, + 2k At / fup - VOO — 0p ) dl
I

2k vy At h,n+1 h,ny\ph.n+1 2kpyAt h,n+1 h,n+1\ph,n+1
- =L /ﬂ(of — OOl + ; /H(of — gl tyghntigy,

Using the Cauchy—Schwarz inequality and Young’s inequality, the terms on the right-
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hand side of (4.7) can be estimated as follows:

(4.8) 2PrRaAt(€0}" iy o, < PrRAALOT" |32, + Pratiy ™ 7z, ),

where £ = [0,1]7,
(4.9)  2At(ff(tnga), @7 o, < Hff(n+1)||H () + PratvVaEy ™ gz,
(4.10) 2A4(Y 4 (tngr), 0" g, < ﬁnr (tns1)|? + kAt VL2
: L A T R A L GO I £ ey

(4.11)
2PrDaRaAt(€0h™ dhm 1) < PrDa®Ra®>At]|0y ™32, + Prat|ay ™72,

’ P

(4.12) 2A4(Tp(tngr), 00" g, < k_”T;D(tn+l)”%I*1(Qp) + kp At VO 22
P
Applying discrete local inverse inequality, we obtain

2k At / g VRO — gt
I

< 2y Aty - VO 265" = 0 e
e N N e [ 1

mnuv

Zkavat
< 2 e =
Y

(4.13) V6" 2200, + 165" = 65 e

Applying the equality condition (a — b,a) = $(||a[[* — [|b]|> + [[a — b]|?), the Cauchy—
Schwarz inequality, and Young’s inequality, we can achieve

2kpyAt hontl  phonyghon+l 2kpy At hontl  phonblyghontl
—7/(@ — gl dl+T/H(9f _ phtyghntl gy

h
Zkf’}/At h,n+1 hon+112 2kf7At h,n+1 h,n\ph,n+1
:_7”9]0 — o + ||L2(11) _ . /H(Gp/ + — 0hmoh +la

h
_ /(GZ,H+1 _ 02,77,)(01})1,11+1 _ 0}1,7’L+1)dl:|
I

2kpyAt L b n kpyAt "
— =L o — o Ry — <= [0
(414) = O ey — 6 — OB .

Inserting (4.8)—(4.14) into (4.7) and taking the sum from n = 0 to [ — 1, we obtain

(4.15)
-1
—h,l Sh,n+1 ﬂhn h,n+1 h,n
@117 Qf)+ZH * 7200, + 165 1720y + D 165" = 05" 1720,
n=0

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/28/20 to 131.151.31.51. Redistribution subject to STAM license or copyright; see http://www.siam.org/journals/ojsa.php

MODELING AND FEM FOR CLOSED-LOOP GEOTHERMAL SYSTEM B965

-1
+C, Da”ﬁh lHL2 o,) T Co DCLZ H iyt _)ZJZH%P(QP) + ||92’l|‘%2(9p)
n=0
-1 -1

+ Z 167+ = 0|72, + QPTAtZ va n+1HL2(Qf)

-1 -1 -1
—-h.n h,’l’L 1 \n
A2PrAL Y [ap (720, + 2k ALY VO [T, + 2k ALY IV [Ta g,

n=0 n=0 n=0
-1 -1
h. —h,n+1
<P’I"RCL2AtZ||0 nHLz Qf)—FPTAtZH " ||L2(Qf)
n=0

At ,
+t5, nzo I fr(tns) -1
-1

1—
_h.n At
+P7‘Atz |V} i +1||L2(Qf) + o Z 1T (tnt )l 7r-1(0))
n=0

-1 -1
At
h,n
‘HffAtZ VO +1||2L2(Qf) T Z ITp(tnt ) 3100,
P pn=0

n=0
-1 -1
+k AtZHveh 7’L+1|‘L2 o )_|_P7‘DCL2RCL2AtZ ||0hn||L2 (Qp)
n=0

-1
hon 2k 1 Cinp At ~— hon
+PrAEY a3, ) + . vaa 13200,)
n=0 n=0

kryAt n
+ f“/ ZHoh +1 othrlHLz

kv At — " n kpyAt kpyAt
—fTZHG’}’ e ey — 10 e + = 1165002
n=0

|—»h ,0 9h70

+| ||L2(Qf) + CaDa|WZ’O||2L2(QP) + 1167 H%z(gf) + H6‘Z70||%2(Qp)'

Rearranging (4.15) and using Gronwall’s lemma, we have the following stability result:

(4.16)
-1

—h,n h,l h,n+1 h,n
— Uy’ HL2(Qf)+H9f ||2L2(Qf)+ZH9f — 0 ||2L2(Qf)
n=0

h,l
[y

-1

+Ca DCLWMHH(Q + Ca DaZIIH’L"“ A;Z?nHQL%QP)"'HGQ’ZHQL%QP)
n=0

1—1 -1 -1

n n —h,n —h,n
+Z|‘9h i eh ||L2 "‘PTALLZ”V +1||L2 () "‘PTALLZH“}L +1HL2(QP)

n=0 n=0 n=0
20, -1 -1

i (1 - %)At D IVOF iz, + kALY VO o,
n=0 n=0
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k 7At n n k 7At
+% Zneh TRt 2, )+ =02

At
<c(% anf w3 say) + Zurf ),

At 1,0 .
+k_p Z ||Tp(tn+1)||§1— )+ N} HLz(Qf) + CaD(IHUZ’OHQH(QP)
n=0

QCim,kat kf’yAt

h,0 R h,0
H05 220,y + 1651720,y + V07 117 2q,) +

16102, D)

The penalty parameter satisfies the condition v > 2Cj,,,,, where Cjy,,, > 0, which
completes the proof of the stability of the decoupled scheme. a

Remark 4.1. The stability of the coupled scheme can be similarly derived for the
following conclusion.

THEOREM 4.2. Assume that f; € L*(0,T; H-Y(Qy)), Y; € L2(0,T; H-*(Qy)),
Y, € L*(0,T; H'(2)). The stabilized coupled scheme (3.27)—(3.30) is stable if the
penalty parameter satisfies the condition v > 2Cy,,, where Cip, > 0.

5. Numerical experiments. In this section, we present four numerical exper-
iments to validate the proposed model and numerical methods. The first example
with an analytic solution is provided to show the optimal convergence of the finite
element solutions and the impact of the penalty parameter on the convergence. The
second numerical test is conducted to investigate a benchmark problem for thermal
convection in a squared cavity. The third example is to illustrate the applicability
of the proposed model and numerical method to the closed-loop geothermal system
by using a simplified set-up. In the fourth example, we demonstrate the effect of the
curve interface on the temperature distribution for a closed-loop geothermal system.

The well-known MINI elements (P1b— P1) are used for the Navier-Stokes equa-
tion in the conduit domain Qy [77, 5]. Piecewise constant elements PO are used for
Darcy pressure ¢, and Brezzi-Douglas—Marini (BDM1) finite elements are used for
Darcy velocity 1, [15]. In both subdomains for temperature 6 and 6, we use linear
Lagrangian elements P1.

5.1. Convergence and stability tests. Assume the computational domain 2
consists of two subdomains. One is the free fluid flow region Q¢ = [0,1] x [1,2], and
the other one is the porous media region €, = [0, 1] x [0,1]. The interface between
the free flow region and porous media is taken as I = (0,1) x {1}. Uniform triangular
meshes are created by first partitioning the rectangular domain Qf, and €2, into
identical square elements with the mesh size h, and then dividing each square into
two triangles.

The selected exact solution for the model is given by

. ( 102%(z — 1)%y(y — 1)(2y — 1)cos(t) )
ro —10z(x — 1)(2x — 1)y%(y — 1)2cos(t) )’

P i aeysintryeostraeos(t
L 2wsin“(max)sin(my)cos(my)|cos(t

(5.1) Up ( [—27sin(rx)sin?(my)cos(mx)]cos(t) > ’
¢p = cos(mx)cos(my)cos(t),
0y = ax(l—z)(1—y)e
0, = azx(l—x)(y—y*e "
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The initial condition, boundary condition, and forcing term of the model problem
(2.1)—(2.16) are chosen such that above functions are the exact solutions of the model
problem. Choose the parameter values a = 1.0, Pr = 1.0, Ra = 1.0, ky = k, = 1.0,
Cy, = 1.0, Da = 1.0, vy = 10°, T = 0.5, and At = 0.001. In the tables below, we
denote the errors by using eg’: = CI>X7" — ®A(t"), where & =@ or § and A = f or p.

TABLE 5.1
The errors in the L?- and the H'-norm for the decoupled stabilized scheme with different h and
fized At = 0.001 at the final time T = 0.5.

h | |eg’fn lo Order | |eg}" lo Order | |eZI’7" lo Order | |egz’: [lo Order
1/4 0.40846000 0.00468918 0.00341420 0.24790300

1/8 0.10494300 1.9605 0.00116964  2.0032  0.00090792 1.9109 0.06573370  1.9150
1/16  0.02626210 1.9985  0.00029335 1.9953  0.00023107  1.9742 0.01671560 1.9754
1/32  0.00654013  2.0055 7.46087e-05 1.9752 5.86945e¢-05 1.9770 0.00423175 1.9818
1/64 0.00163015 2.0043 1.99111e-05 1.9057 1.54964e-05 1.9212 0.00118770  1.8330
h | |eg’fn l1 Order | |eg}" l1 Order | |egz’7" l1 Order
1/4 6.004770 0.0707448 0.03565450

1/8 2.754750 1.1241 0.0356499 0.9887  0.01829400  0.9627
1/16 1.275050 1.1113 0.0178589 0.9972  0.00920755  0.9904
1/32 0.614009 1.0542 0.0089336 0.9993 0.00461145  0.9975
1/64 0.302294 1.0223 0.0044673 0.9998  0.00230670  0.9993

TABLE 5.2
The errors in the L?-norm by using At = h? and in the H'-norm by setting At = h for the
decoupled stabilized scheme at the final time T = 0.5.

h At | |eg’fn o Order | |eg}" lo Order | \eg;)n lo Order | \eg’: o Order
1/4 1/16  0.40845800 0.0046804 0.00341434 0.2483770
1/8 1/64  0.10494300 1.9605 0.0011609 2.0113 0.00090560 1.9146 0.0658987 1.9142
1/16 1/256 0.02626190 1.9985 0.0002912 1.9951 0.00023077 1.9723 0.0167671 1.9746
1/32 1/1024 0.00654014 2.0055 7.46291e-5 1.9642 5.86923e-05 1.9752 0.0042310 1.9865
1/64 1/4096 0.00163029 2.0041 2.08525e-5 1.8395 1.51408e-05 1.9547 0.0011338 1.8997

h At ||eg’fn [[1  Order ||eg}n\ [1 Order | \e;;n [l1 Order
1/4 1/4 6.004900 0.07110420 0.03578750
1/8 1/8 2.754800  1.1241 0.03568050 0.9947 0.01831080 0.9667
1/16  1/16 1.275060 1.1113 0.01785970 0.9984 0.00920847 0.9916
1/32  1/32 0.614016  1.0542 0.00893396 0.9993 0.00461148 0.9977
1/64 1/64 0.302297  1.0223 0.00446765 0.9997 0.00230671 0.9993

Fixing the time step size At = 0.001, the errors with the varying spatial mesh size
h for the decoupled stabilized finite element method are listed in Table 5.1. The data
in this table illustrates that the decoupled method achieves optimal convergence rates
in both the L?-norm and the H'-norm. It is well-known that the expected accuracy
order is O(h% 4+ At) for the L?-norm and O(h + At) for the H'-norm. In order to
illustrate the second order accuracy in space, we set At = h? for the L2-norm in Table
5.2. On the other hand, At = h is used to illustrate the first order accuracy for the
H'-norm. From Table 5.2, we can observe that decoupled algorithm achieves optimal
convergence order O(h?) in the L?-norm and O(h) in the H!-norm.
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TABLE 5.3
The effect of the penalty parameter on the convergence of the decoupled stabilized scheme.

h ~ = 100000 ~ = 1000 v =1 ~ = 0.001 7 =0
h,n
| " lo |
1/8 0.10494300 0.10494300 0.10494300 0.10494300 0.10494300
1/16 0.02626210 0.02626210 0.02626210 0.02626150 0.02626140
1/32 0.00654013 0.00654014 0.00654013 0.00653956 0.00653949
1/64 0.00163015 0.00163015 0.00163016 0.00162972 0.00162953
h,n
| lleh"lo |
1/8 0.00116964 0.00122413 0.00111323 0.00549877 0.00561255
1/16 0.00029335 0.00033928 0.00028941 0.00423029 0.00459165
1/32 7.46087e-05 0.00010939 8.82900e-05 0.00304907 0.00411020
1/64 1.99111e-05 4.35675e-05 4.96786e-05 0.00162527 0.00382343
| el llo |
1/8 0.06573370 0.06573370 0.06573330 0.06573710 0.06573730
1/16 0.01671560 0.01671540 0.01671450 0.01671480 0.01671540
1/32 0.00423175 0.00423137 0.00422762 0.00422308 0.00422843
1/64 0.00118770 0.00118701 0.00117328 0.00114516 0.00117924
h,n
| lleh"llo |
1/8 0.00090792 0.00081944 0.00093210 0.00510302 0.00521338
1/16 0.00023107 0.00018811 0.00023835 0.00421036 0.00456259
1/32 5.86945e-05 5.52669e-05 4.86616e-05 0.00312289 0.00416500
1/64 1.54964e-05 2.68732e-05 2.69064e-05 0.00170941 0.00389860

The stability analysis results of the stabilized coupled and decoupled schemes are
provided in Theorems 4.1 and 4.2, which require the condition v > 2Cj,.,, where Ci,,
is strictly positive. In the following, we investigate the impact of the penalty param-
eter v on the convergence. In Table 5.3, we list the errors ||eg’f"||0, ||eg}"||0, ||eg;"||0,
and ||€ZI’)"| lo with respect to different values of the penalty parameter. The table veri-
fies that a large enough penalty parameter is necessary to guarantee the stability and
hence the convergence. Furthermore, one can observe that a larger penalty parameter
provides better convergence performance for 6 and 6,, which is expected based on

the explanations in Remark 3.1.

5.2. Convection in a squared cavity. We construct this model problem in-
spired by the natural convection in a cavity called Rayleigh—Bénard convection which
is often considered as a benchmark problem [108, 39, 105, 109]. This experiment is ex-
tended by adding another subdomain for the porous media region and then simulating
for the proposed coupled multiphysics model.
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The left boundary is considered as a heated wall with §; = 6, = 1, and the right
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boundary is a cold wall with 8y = 6, = 0. On the top and bottom boundaries,
we consider an insulated situation by applying ny - kfV0; = 0 and 7, - k£, V0, = 0,
respectively. On the interface between the two regions, the interface conditions (2.20)—
(2.23), which are proposed for the model, are utilized.

The parameters are chosen as kf = k, = 1.0, C, = 1.0, Pr = 0.71, 10* < Ra <
105, and Da = 1.0 x 1072 [108, 39, 105]. We also choose v = 1.0, T = 3.0, and
At = 0.01. The initial values for velocity and temperature in both subdomains are
chosen to be 0 and 1, respectively. The external body forces f}, YTy, and T, are
simply taken as zero. The mesh is constructed in the same way as in example (5.1)
with h = 1/32.

Fic. 5.3. The streamlines and magnitudes of heat flux for different values of Rayleigh number.
Left: Ra =103. Middle: Ra = 10*. Right: Ra = 10°.

P oL
02 04 06 08 1 02 04 06 08
X X

F1G. 5.4. The temperature distribution for different values of Rayleigh number. Left: Ra = 103,
Middle: Ra = 10*. Right: Ra = 10°.
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F1G. 5.5. The U-shape domain consists of closed-loop heat exchanging pipelines 2y and geother-
mal reservoir Qp, separated by a common interface I (left) and illustration of mesh (right).

In Figures 5.2, 5.3, and 5.4, we demonstrate the velocity field, heat flux, and
temperature distribution with respect to different Rayleigh numbers. From Figure
5.2, it is clear that the streamlines are more circular when the Rayleigh numbers are
103 and 10*. When the Rayleigh number is increased to 10°, the circular vortex in
1y tends to be deformed into an ellipse and then break up, which coincides with the
studies in [108, 39, 105, 109], while the whole field is also affected by the heat transfer
through the interface from the porous media part. From the streamlines of velocity,
we can also see that the no-fluid-communication interface condition is enforced. Based
on Figures 5.3 and 5.4, the thermal convection increases rapidly when the Rayleigh
number is increased. These physically valid simulation results validate the proposed
model and numerical method.

5.3. Simulation for a closed-loop geothermal system. In this example, we
simulate the flow behavior, heat flux, and thermal convection in a simplified closed-
loop geothermal system. As shown in Figure 5.5, the conduit domain consists of a U-
shape closed-loop heat exchange pipeline where the cold fluid can be injected through
the vertical injection well on the left and the heated outflow can be pumped out from
the vertical production well on the right [92, 95, 35]. In the porous medium, we
consider a geothermal reservoir as the source of heat energy and thermal convection.

Based on the simulation of a fundamental case, for which we will show all of the
velocity field, heat flux, and temperature distribution, we will investigate the effect
of several different sets of the parameters, including the length of simulation time,
Darcy number, thermal conductivity, the length of the horizontal well, and injection
temperature. The results will be illustrated only by the temperature distribution due
to its importance and the page limitation.

The inflow boundary condition is imposed on the top boundary 0f2 fin = {(z,y) :
y=06,0 <z <0.25} with U, = 0 and U, = —2048.0x(0.25—x) of the vertical injection
well on the left. The boundary condition for temperature is assumed as ¢y = 20 for
the same boundary. The initial condition for the velocity and temperature of the
closed-loop pipe is assumed as @y(0,z) = (0,0) and 6¢(0,z) = 20, respectively. On
the top boundary 9Q oyt = {(z,y) : y = 6,4.75 < ¥ < 5} of the vertical production
well on the right, the free outflow boundary conditions are imposed:

(5.3) (—pr-i-PTVﬁ'f)-’ﬁ,f:O, ﬁf-kfvefzo on 8Qfout~
On the other boundaries of the closed-loop pipe {(z,y) : z = 0,1 < y < 6} C 08y,
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{(z,y) : ¢ =0.25,1.25 < y < 6} C 0Qy, {(z,y) 1 y = 1.25,0.25 < = < 4.75} C 9Qy,
{(z,y) : @ = 4.75,1.25 < y < 6} C 90y, and {(z,y) : ¢ = 5,1 < y < 6} C Iy,
we impose the no-slip boundary condition for velocity and the insulated boundary
condition for temperature:

(5.4) ﬁ'fZO, ’ﬁ,f-kfvafzo Onan\H.

On the interface I = {(z,y) : y = 1,0 < x < 5}, the interface conditions (2.20)—(2.23),
which are proposed for the model, are utilized.

The geothermal reservoir domain is 2, = [0,5] x [0,1]. We impose the no-flow
boundary condition @, - 72, = 0 on 9€, \ I. The homogeneous Neumann boundary
condition is considered for the temperature on the left and right walls of 2,. In
the bottom of the reservoir, we consider a hot wall by imposing 6, = 100. The
initial condition for the velocity and temperature of the reservoir region is assumed
as Up(0,2) = (0,0), and 6,(0,z) = 100, respectively.

For the fundamental simulation, the parameters are chosen as ky = 0.6, k, = 1.0,
Pr =3.0, Ra = 10% C, = 1.0, Da = 1.0 x 107%, and v = 1.0. The external body
forces f_}, Ty, and T, are simply taken as zero. We construct the mesh with the mesh
size Npaz = 0.05, and use the time step size At = 0.01 with final time T" = 3.0. The
velocity field, heat flux, and temperature distribution of this case are shown in Figure
5.6. As expected, the heat fluxes move from the geothermal reservoir to the pipelines
across the interface, while the velocity streamlines clearly indicate that the no-fluid-
communication interface conditions are enforced. In the left part of the horizontal
well, which is close to the injection well, the continuously injected cold water starts
to get in contact with the geothermal reservoir of high temperature, which leads to a
faster heat flux transmission. Moreover, the faster and slower flows can be observed
in the pipe region and geothermal reservoir, respectively, which is physically valid.
The effect of the no-slip boundary condition can also be observed in the pipe region
where the speed is higher in the middle of the pipe. In the porous media domain, we
can see a fluid circulation formed by the relatively hotter fluid in the lower part of
the reservoir and the relatively colder fluid near the horizontal well, which is due to
the natural convection. From the reasonable temperature distribution, one can see
that the cold water is injected down from the left vertical well to the horizontal well,
heated by the geothermal reservoir, and then pumped out from the right vertical well
with much higher production temperature.

F1G. 5.6. Numerical results for Ra = 10*, Pr = 3.0, ky=0.6, kp =1.0, Da=1.0 x 10-%, and
T = 3.0. Left: streamlines and magnitudes of velocity. Middle: streamlines and magnitudes of heat
fluz. Right: temperature distribution.
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Figure 5.7 shows the temperature distribution at different times to illustrate the
effect of the geothermal energy with respect to the time. The pictures show that with
the increase of the time, the thermal convection and the temperature of the outflow
gradually increase to the maximum. During this procedure, the transmission area
from cold water to hot water becomes smaller and closer to the corner between the
injection well and the horizontal well, while the production temperature is higher and
higher as expected.

Fi1c. 5.7. Temperature distribution at different times with Ra = 10%, Pr = 3.0, ky = 0.6,
kp = 1.0, and Da = 1.0 x 1076, Left: T = 1.0. Middle: T = 3.0. Right: T = 10.0.

Figure 5.8 shows temperature distribution for the different values of the Darcy
number. The results clearly illustrate the effect of the porous media flow in the
geothermal reservoir on the production temperature. When the Darcy number is
decreased, the porous media flow becomes slower, hence leading to a slower heat
transfer from the bottom of €2, to the area around the interface. This causes the less
heat communication on the interface and eventually lower production temperature.

FIG. 5.8. Temperature distribution with different values of Darcy number Da, Ra = 10%,
Pr=3.0, k; =0.6, kp = 1.0, and T = 3. Left: Da = 1.0 x 1073. Middle: Da = 1.0 x 10~%. Right:
Da =1.0x 1075,

Figure 5.9 shows the effect of different values of thermal conductivity. One can
obviously observe that the larger heat conductivity in the reservoir leads to a faster
heat convection, hence a faster change of the working fluid temperature to the maxi-
mum. With the large heat conductivity k, = 1.5, some fluid in the left vertical well
is even heated up before it gets close to the horizontal well, which does not happen
much when £k, is 0.6 or 1.0.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/28/20 to 131.151.31.51. Redistribution subject to STAM license or copyright; see http://www.siam.org/journals/ojsa.php

B974 MAHBUB, HE, NASU, QIU, WANG, AND ZHENG

FiG. 5.9. Temperature distribution with different values of thermal conductivity kp, Ra = 104,
Pr =3.0, ky = 0.6, Da = 1.0 x 1076, and T = 3.0. Left: kp = 0.6. Middle: kp = 1.0. Right:
kp = 1.5.

Figures 5.10 and 5.11 show the effect of different lengths of the horizontal well-
bore and different injection temperatures, respectively. While the temperature dis-
tributions are in a similar pattern for different lengths of the horizontal wellbore, the
production temperature is lower with respect to the shorter horizontal well due to
the less heat flux communication on the interface. As expected, the higher injection
temperature causes a faster procedure for the working fluid to reach its maximum
temperature and provides higher production temperature.

F1c. 5.10. Temperature distribution with different lengths of the horizontal well, Ra = 10%,
Pr =30, kf =0.6, kp = 1.0, Da = 1.0 x 1076, and T = 3.0. Left: length = 5.0. Middle: length
= 3.0. Right: length = 1.0.
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FiG. 5.11. Temperature distribution with different inflow temperatures, Ra = 10%, Pr = 3.0,
kf = 0.6, kp = 1.0, Da = 1.0 x 1076, and T = 3.0. Left: injection temperature = 5. Middle:
injection temperature = 20. Right: injection temperature = 45.

5.4. Simulation for a closed-loop geothermal system with curved inter-
face. In this example, we simulate the thermal convection in a simplified closed-loop
geothermal system with curved interface. One difference between this example and the
previous one is that the curved heat exchange pipeline is immersed in the geothermal
reservoir.

The computational domain is illustrated in Figure 5.12. We assume a hot wall
situation by imposing 6, = 120 on the boundaries {(z,y) : y = 0,0 < z < 6} C 99,
and {(z,y) : y = 3,0.25 < & < 5.75} C 99Q,, which are the bottom and top sides of
the geothermal reservoir. The no-flow boundary condition @y, - 71, = 0 is imposed on
the other boundaries of the reservoir 992, \ I. We assume the homogeneous Neumann
boundary condition for the temperature on the left and right walls of €,,. The initial
condition for the velocity and temperature in the geothermal reservoir is considered
as Up(0,z) = (0,0) and 6,(0,z) = 120.

On the top boundary 09, = {(z,y) : y = 7,0 < z < 0.25} of the vertical
injection well, we consider the inflow boundary condition by assuming U, = 0 and
U, = —2048.0x(0.25 — z). The boundary condition for temperature is assumed as
6¢ = 20 on the same boundary. The initial condition for the velocity and temperature
of the closed-loop pipe is assumed as u;(0,z) = (0,0) and 6(0, z) = 20, respectively.
On the top boundary 0oyt = {(z,y) : y = 7,5.75 < @ < 6} of the vertical
production well on the right, the free outflow boundary condition is imposed:

(5.5) (—pr-i-PTVﬁ'f)-’ﬁ,f:O, ﬁf-kfvefzo on 8Qfout~

On the other boundaries belonging to 9Q¢ \ I, the no-slip boundary condition for
velocity and the insulated boundary condition for temperature are considered:

(5.6) ﬁ'fZO, ’ﬁ,f-kfvafzo Onan\H.

The proposed interface conditions (2.20)—(2.23) are used on the interface I between the
geothermal reservoir and pipe. For the fundamental simulation, the parameter values
are chosen as kf = 0.6, k, = 1.0, Pr = 3.0, Ra = 10%, C, = 1.0, Da = 1.0 x 1077,
and v = 1.0. The mesh size hpq: = 0.05, temporal step size At = 0.05, and final
time T' = 5.0 are considered for the current computation. The external body forces
f}, Ty, and T, are simply taken as zero.

In Figure 5.13, we present the influence of the different values of thermal con-
ductivity on the temperature distribution. As expected, the larger heat conductivity
in the reservoir leads to faster heat convection, which provides the faster change of
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the fluid in the pipe to the maximum temperature. Furthermore, Figure 5.14 demon-
strates the effects of the different shapes of the interface on the heat transfer. Figure
5.15 shows the temperature distribution for different boundary values of 6, on the
top and bottom boundaries of the geothermal reservoir, which represent the reservoir
temperature. As expected, the hotter reservoir produces more energy, which can be
seen by the temperature in the vertical production wellbore.

00y n 00 e

Injection
wellbore

00

Production
wellbare

00

> 20,

3_

11 oo, o "

Py 1

: /\/

1://11\/
aﬂp: Geothermal reservair "

T T R TR

29, X

Fi1c. 5.12. The U-shape domain consists of closed-loop heat exchanging pipelines 2y and
geothermal reservoir Qp, separated by the curved interface 1 (left) and illustration of mesh (right).

FiG. 5.13. Temperature distribution with different values of thermal conductivity kp, Ra = 104,
Pr =3.0, ky = 0.6, Da = 1.0 x 1077, and T = 3.0. Left: kp = 0.6. Middle: kp, = 1.0. Right:
kp = 1.5.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/28/20 to 131.151.31.51. Redistribution subject to STAM license or copyright; see http://www.siam.org/journals/ojsa.php

MODELING AND FEM FOR CLOSED-LOOP GEOTHERMAL SYSTEM B977

F1G. 5.14. Temperature distribution with different shapes of the interface I, Ra = 10*, Pr = 3.0,
ky=0.6, kp = 1.0, Da =1.0 x 1077, and T = 3.0. Left: flat interface. Middle: concave to convex
shape interface. Right: convex to concave shape interface.

FiGc. 5.15. Temperature distribution with different 0p, Ra = 104, Pr = 3.0, ky=0.6, kp = 1.0,
Da=1.0%x 1077, and T = 3.0. Left: 0p = 100.0. Middle: 6, = 120.0. Right: 6, = 150.0.

6. Conclusion. In this paper, a coupled multiphysics model is proposed for the
closed-loop type geothermal system. In a network of a underground heat exchanging
pipelines, the free flow is governed by a Boussinesq equation which combines the
Navier—Stokes equation coupled with the heat equation. In the geothermal reservoir,
the porous media flow is governed by Darcy’s law coupled with the heat equation.
Since there is no-direct flow interaction but just heat transfer between the geothermal
reservoir and the pipelines, four physically valid interface conditions are imposed to
describe the no-communication feature of the fluid flow and continuous heat transfer
of the heat flow. To solve the proposed model accurately and efficiently, we developed
a decoupled stabilized finite element approach based on the traditional coupled finite
element method. The stability of the coupled and decoupled schemes is reported.
Four numerical experiments are provided to validate and illustrate the features of the
proposed model and numerical method.
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