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Abstract: Polymers in the nanoscale vicinity of interfaces exhibit a broad range of alterations in their dynamics and glass-
formation behavior. A major goal in the study of these effects is to understand their strong apparent dependence on
chemistry, measurement timescale, and metrology. Here we employ molecular dynamics simulations of thin
freestanding polymer films over a range of thicknesses and polymer backbone stiffnesses to probe these dependences.
Results suggest that a chemistry and metrology dependent onset of strong nanoconfinement may play an important
role in chemical and metrological variations in the apparent strength of nanoconfinement effects. Beyond this onset,
we find that the activation barrier for relaxation is subject to a simple temperature-insensitive rescaling near a surface
at low temperatures, leading to a fractional power law decoupling relationship between thin film and bulk dynamics.
We show that a generic two-barrier model of the glass transition can parsimoniously describe much of this
phenomenology, with the ‘onset’ of strong interface effects on dynamics related to a crossover in dominance from a
high temperature barrier to a low temperature barrier. We suggest that variation of this onset timescale and
temperature may play an important role in system-to-system and measurement-to-measurement variations in the
observed strength of interfacial effects on dynamics and glass formation. These results may also explain why simulations
at relatively short timescales commonly report effects of a magnitude comparable to experiments at much larger

timescales.
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Introduction

One of the central open questions in the study of nanostructured materials over the last 25 years has been the nature and
origin of observed alterations in the dynamics and glass formation of soft materials in the nanoscale vicinity of interfaces?
10, From both a fundamental and practical standpoint, a major challenge in this field is a lack of understanding of how the
magnitude of these effects depends upon chemistry and relaxation function. Practically, these issues are relevant to the
design of materials with targeted interfacial dynamics and mechanics. Fundamentally, the question of why distinct
chemistries have differential susceptibilities to interfacial alterations in dynamics may be relevant to the understanding of

the underlying physics of glass formation.

Near-interface alterations in dynamics and glass formation can be strikingly large in magnitude, with shifts in the glass
transition temperature 7, of order 50 K observed in films of readily accessible thicknesses (> 10 nm) and shifts as high as
100 K or more observed in the extreme limit of films well under 10 nm in thickness!!"!>, The dependence of the magnitude
and direction on the nature of the confining interface has become better phenemenologically understood over the last 5 years:
the relative high-frequency modulus of the confining interface and the strength of attractive interactions between confined

material and substrate play central roles in determining these outcomes®!*5.

However, there is a much poorer understanding of the dependence of the strength of these ‘nanoconfinement’ effects on the
chemistry and structure of the confined material itself. The susceptibility of liquids to interfacial perturbations in 7, appears

to vary considerably with chemistry, with this susceptibility sometimes '8, but not always!'*!

, correlated with fragility of
glass formation. For example, in simulation and experiment, increased chain stiffness appears to correlate with suppression
of nanoconfinement effects, although it is also associated with an increase in bulk fragility'*?'. As another example, in

simulation, introduction of dihedral potentials to polymer models can suppress interfacial alterations in simulated dielectric

relaxation over the time scale accessible to these simulations?2.

In addition to chemistry, the magnitude and direction of observed alterations in dynamics and glass formation near interfaces
can also depend on the manner by which these alterations are measured. Examples include differences in dynamical trends
inferred from ellipsometry, fluorescence, dielectric spectroscopy, and neutron scattering »=°. Some of these differences may
be explained by variations in the manner by which distinct metrologies average or weight over underlying gradients in
dynamics®231% However, this explanation of metrological dependences in terms of weighting effects has been shown
most directly to apply when comparing dynamic to pseudo-thermodynamic measurements®*. It is not clear that gradient

average weighting effects can account for other apparent metrological dependences, such as apparent differences in the



strength of interfacial alterations in distinct dynamical relaxation functions. For example, work by Shavit and Riggleman
has demonstrated the presence of differential alterations in near-interface dynamics when they are quantified via translational
vs reorientational relaxation functions'®. This combined dependence of nanoconfinement effects on chemistry and metrology
has challenged the determination of underlying relationships between chemistry and susceptibility to interfacial

perturbations of dynamics and glass formation behavior.

One potential organizing principle for this variation is suggested by a decade of work pointing to the presence of an onset
condition of strong interfacial perturbations in dynamics. This onset condition has been inferred in experiment from
ellipsometry experiments of Fakhraai and coworkers performed over a range of cooling rates* #4. Thin film relaxation rates
inferred from these measurements are found to obey a roughly Arrhenius temperature dependence to within the uncertainty
in the data (see Figure 1a); an upward extrapolation of these Arrhenius fits suggests an approximate “onset” condition at
which thin film dynamics extrapolate back to bulk on heating. For these ellipsometry data, the onset is generally reported to
be thickness-independent to within experimental uncertainty for the film thicknesses they have probed, although examination
of the surface embedding and nanohole relaxation in Figure 1a suggests that the onset is higher (or is poorly captured by the
Arrhenius extrapolation from much lower-temperature data) for relaxation immediately at the surface (see the circled

leftmost points for surface embedding and nanohole relaxation in Figure 1a).

An onset is also present in film viscous response data of Tsui and coworkers*’, although their data do not appear to have
been discussed in this language until recently'. As shown in Figure 1b (reproduced from Tsui and coworkers*®), for any
given film thickness h > 5 nm, there exists a temperature above which (relaxation timescale below which) a recovery of

bulk-like viscous response is directly observed.
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Figure 1. (a) Plot of surface embedding and relaxation rates (green points) vs inverse temperature and cooling rate vs inverse
ellipsometric glass transition temperature for films of thickness 274 nm, 34 nm, 18 nm, and 8 nm from bottom to top (other
data sets), reproduced with permission from reference 46. The dashes oval is added to highlight surface relaxation points
suggesting a higher-temperature actual onset for dynamic very near the surface. (b) Plot of film viscosity vs inverse
temperature for films of decreasing thickness (with thickness in nm noted in the inset) from top to bottom, adapted with
permission from reference 47. As a guide to the eye, horizontal arrows in corresponding coloring have been added to the
original plot to identify the approximate location where near-bulk response is recovered on heating for each film thickness. A
dashed vertical line has also been added to denote the reported bulk T, of the polymer. (c) Film-average translational
relaxation time plotted versus bulk translational relaxation time and (d) film-averaged translational relaxation time plotted vs
inverse temperature for films of thickness, in units of o (from top to bottom in part c and bottom to top in part d) 4.2 (black
filled circles), 5.1 (red filled diamonds), 6.5 (blue filled triangles), 7.9 (green filled squares), 9.6 (black plusses), 12.0 (red x’s),
14.5 (blue stars), 18.2 (green open squares), 26.2 (black open triangles), 47.4 (blue open diamonds), and 93.0 (red open
circles). The solid line in part c represents the bulk behavior. Dashed lines in part c are linear fits to each data set over the
range 2 to 5.

There are several differences in this onset relative to the ellipsometry results of Fakhraai and coworkers. Specifically, in
Fakhraai and coworkers’ case, the onset was observed to be roughly thickness independent, while the activation energy of
an empirical Arrhenius fit at lower temperatures was found to be thickness-dependent. In contrast, Tsui and coworkers’ data

exhibits a trend towards higher onset temperatures for thinner films, with the onset temperature diverging (effectively



disappearing) for the thinnest films where h < 5 nm. It is possible that this represents a qualitative difference between the
onset behavior in ellipsometry and viscometry (sharp vs diffuse). However, we note first that the literal disappearance of the
onset is only observed in the rtheometry at thicknesses h < 5 nm, which is thinner than the thinnest film probed by Fakhraai
and coworkers in the data set shown in Figure 1a*. Furthermore, as noted above, the nanohole relaxation data in particular,
which probe near surface relaxation in Fakhraai’s systems, suggest the possibility that the near-surface onset may be at
located considerably higher temperatures / shorter times, which one would expect to be reflected in very thin film dynamics.
It is thus quite plausible that ellipsometric measurements might reveal a diverging onset temperature for considerably thinner
films. Further ellipsometric measurements in ultrathin films would be helpful in resolving this question, but such

measurements are exceedingly difficult.

Second, we emphasize that it is not possible to treat Tsui and coworkers’ data via Fakhraai’s Arrhenius extrapolation,
because the data do not extend to temperatures sufficiently far below the onset to allow a meaningful fit in this regime. As
shown in Figure 1b, Tsui and coworkers hypothesized a return to Arrhenius dynamics with a thickness-invariant activation
barrier for temperatures well below the (thickness dependent) onset. If true, this would contrast with Fakhraai and coworkers’
observed thickness-dependent activation barrier. In practice, however, Tsui and coworkers’ data do not extend to low enough
temperatures to draw any firm conclusions regarding this regime for films of thickness greater than 5 nm. In summary, the
differing temperature regimes probed by the two studies require two distinct approaches to assessing the onset: in Fakhraai

and coworkers’ work, via extrapolation; in Tsui and coworkers’ work, via direct observation without access to lower-T data.

Despite these methodological differences, however, a central element of the phenomenology is quite clear from these two
studies. In both cases, for any given film of thickness h > 5 nm, measurements identify an onset temperature above which
(relaxation time below which) alterations in dynamics are muted or absent. While this onset condition has often been
assumed to be fairly fixed across systems and measurements, a comparison of these two data sets (performed for the first
time in a recent review article by one of us') suggest that it in fact possesses substantial sensitivities to relaxation function

and/or chemistry'.

Specifically, there appears to be a multiple order of magnitude difference in the onset timescale of strong interfacial effects
on dynamics in low molecular weight polystyrene (PS) as measured by Fakhraai’s ellipsometry experiments* vs Tsui’s

nanorheometry experiment’

. The cooling-rate-resolved ellipsometry measurements by Fakhraai and coworkers shown in
Figure la place the onset temperature for a low-molecular-weight polystyrene (PS) only several Kelvin above T,*,

corresponding to a relaxation timescale ~100 times shorter than that associated with T,. Using the standard 100 s relaxation

time convention for T, this suggests an onset timescale of ~1 s, for films extending down to 8 nm in thickness. In contrast,



the rheological measurements by Tsui and coworkers indicate that substantial alterations in dynamics for thin films of low
molecular weight PS persist to approximately 40 K above T, (Figure 1b).*” Tsui and coworkers report a bulk T, of 337 2
K at the molecular weight they employ. Applying this T, to the bulk dynamics curve shown in Figure 1b suggests a viscosity
of ~10'" Pa s at this polymer’s T,. For the 9 nm film — the thinnest film for which a clear return to bulk is observed on
heating, and a film comparable to the thinnest (8 nm) film probed by Fakhraai and coworkers in Figure la — the onset
condition appears to be at a viscosity of 10° — 10* Pa s. The onset condition observed in viscous response thus appears to be
6-7 decades in timescale shorter than that associated with T,. Again employing the 100 s convention for the relaxation time
at T, to convert to equivalent time units, this suggests that the relaxation time at the rheological onset is 10 ps to 100 ps.
These results point to an onset timescale observed in Tsui’s polystyrene viscous response data that is 4-5 orders of magnitude

earlier in time that that for Fakhraai’s polystyrene ellipsometry data.

To what factors should we attribute this difference in onset timescale of strong nanoconfinement effects in the same
underlying polymer? One might initially attribute this difference to a difference in molecular weight: Tsui’s study employed
a lower molecular weight (2.4 kg/mol) than did Fakhraai’s study (45.8 kg/mol). Evidence from simulations and experiments
suggests that the strength of T, shifts in thin films can be molecular weight dependent in some cases but not others*, and it
is certainly conceivable that this might result from a molecular weight dependence of the onset. On the other hand, Fakhraai
and coworkers have separately measured ellipsometric onset temperatures in small molecule systems and in high molecular

4244 _ an onset time

weight (2,240 kg/mol) polystyrene and in both cases also found an onset in the rough vicinity of 1 s
comparable to their 45.8 kg/mol polystyrene. While this cannot fully exclude a role for molecular weight in the different
onset timescales of Tsui and Fakhraai, in our view this combination of studies by Fakhraai and coworkers suggests that the
onset timescale of strong ellipsometric nanoconfinement effects is not very molecular weight dependent over the range
spanning from small molecules to high molecular weight polymers. If so, this would suggest that the 4-5 order of magnitude
difference between the onset timescales observed by Fakhraai and Tsui is at least in large part a consequence of the difference

in metrology employed, with the former effectively measuring dilatometric relaxation and the latter measuring viscous

relaxation.

More broadly, regardless of the extent to which this difference should be attributed to My, vs metrology differences, this
comparison suggests that variation in this onset could potentially explain a great deal of system-to-system and measurement-
to-measurement variation in the apparent strength of alterations in near-interface dynamics when measured at a fixed
conventional timescale or cooling rate. Additional experimental data bearing on the molecular weight dependence of these

differences would be extremely valuable.



A potentially parallel onset condition has been observed in simulation for the first time in our recent work™®, albeit at even
shorter time scales. Specifically, we recently reported that near-interface translational dynamics at low temperature obey a

fractional power-law decoupling relation with bulk dynamics,

(r7) [’:8]() o

where 7(T,z) is the relaxation time of a slab of material at distance z from an interface, 7z is the relaxation time of the material
in a bulk state, and &(z) is called the “decoupling exponent” and quantifies the fractional reduction in activation barrier,
relative to bulk, at a distance z from the interface. Crucially, here t* is an onset timescale of this decoupling phenomenon,
obtained by upward extrapolation to the bulk of local dynamics, in a manner parallel to that employed by Fakhraai and

coworkers in their ellipsometry experiments.

Notably, this relation was also found to obtain at the level of the whole film*’, with the dependence on position z in equation

(1) simply replaced by a dependence on film thickness /.

Combining these findings with the experimental findings above suggests that the onset condition may depend strongly on
relaxation function probed and on chemistry: ellipsometric measurements apparently tend to report an onset near a 1 s
relaxation time; linear rheological experiments tend to report an onset at times ~ 4-5 decades shorter than ellipsometry
experiments, and simulations of segmental-scale translational relaxation in a flexible bead-spring polymer report an onset
in the range of 1-100 ps (LJ time units). This dependence might account for multiple observations in the field: measurement-
to-measurement variation in the strength of nanoconfinement effects; the ‘anomalous’ finding of strong nanoconfinement
effects in some simulations at much higher temperatures and shorter timescales than they are observed in experiment; and

the observed chemistry dependence of nanoconfinement ‘strength’.

We therefore take as an operating hypothesis the proposition that the onset condition of strong interface effects on dynamics
is shifted to even shorter timescales in typical bead-based simulations than in rheological experiments, and that the
computational-timescale phenomenon indeed corresponds to the onsets observed at longer timescales in experiment. This
seems especially plausible given that the onset timescale inferred from the work of Tsui and coworkers*® approaches the

longest timescales accessible to simulation. Moreover, given that bead simulations and experiments generally exhibit



interfacial alterations in the glass transition of a similar magnitude' despite their dramatic differences in timescale, a simple
difference in the onset timescale in bead simulations vs experiment would provide a parsimonious explanation for this

seeming discrepancy. With this hypothesis in mind, we ask the following questions:

1) Does the onset observed in simulation genuinely correspond with the experimentally observed onsets?

2) Is there an appreciable chemical and/or relaxation function dependence of the onset timescale of strong
nanoconfinement effects observed in simulation?

3) [If so, do these variations trend in a manner that would rationalize the differences in onset timescale observed between
bead-based simulations and experiment?

4) Can these variations in the onset condition rationalize differences in the ‘strength’ of nanoconfinement effects on the
glass transition with chemistry and metrology?

5) What is the fundamental underlying origin of this onset condition?

Here we aim to answer these questions specifically in the context of freestanding films. To do so, we perform molecular
dynamics simulations of freestanding thin films comprised of variations of a bead-spring polymer. From a chemical
standpoint, we directly probe the effect of chain stiffness, which has been shown to play an important role in modulating
thin film “nanoconfinement” effects on T,'**!. Further below, we suggest that insights from these stiffness-based suggested
predictions for behavior over a larger range of chemical variations that can be tested in future work. We additionally probe

the choice of translational vs reorientational relaxation function to assess the role of metrology.

Results suggest that the onset timescale observed in simulation likely corresponds to the experimental phenomenon.
Moreover, we find that this onset depends strongly on chain stiffness and relaxation function. Results further suggest that
this onset can be explained by a crossover between dominance of a high-temperature, surface-insensitive activation barrier,
and a low-temperature, surface-sensitive barrier. In particular, we find that reduced high-temperature activation barriers
correlate with lower onset timescales (higher onset temperatures) of strong nanoconfinement effects. While the focus here
in terms of chemistry is on chain stiffness, these findings suggest that that trends in the onset timescale with more diverse
chemical variables should be governed by changes in the crossover from dominance of this high-temperature to low-
temperature barrier. These shifts can in turn be interpreted in terms of chemistry-related changes in the high-temperature

activation barrier and the temperature-dependence of the emergent, glassy low-temperature activation barrier.

This finding further supports the proposition that the onset behavior observed in simulation is essentially equivalent to the

onset observed in experiment, by providing a simple explanation for the difference in their timescales. Specifically, coarse-



graining to a bead level (particularly in flexible-chain models) dramatically reduces high-temperature activation barriers,
which our results suggest should greatly raise the onset temperature of these effects. Moreover, these results can rationalize
large metrological differences in this onset condition based on a metrology-dependence of the crossover in dominance from

high- to low-T barriers, potentially explaining apparent inconsistencies in experimental observations of this onset.
Simulation methods

Simulations employ an extension of the attractive version of the bead-spring model of Kremer and Grest*’. Within our model,
each polymer chain consists of 20 beads, with covalently adjacent beads held together by anharmonic bonds given by the

finitely extensible nonlinear harmonic (FENE) form
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where Kjons = 30 is an inelastic spring constant, Ry = 1.3 is a maximum bond length, &, = 0.8 sets the energy scale of the
repulsive portion of the bond, gs.ne = 1.0 sets the range of this repulsive interaction, and where the second term is truncated
at its minimum. This forcefield is similar to a family of bond models that have been shown to yield enhanced resistance to
crystallization in thin films®! without substantially perturbing glass-formation behavior relative to the standard Kremer-Grest
model?’, and we have previously employed it in studying interfacial effects on dynamics and glass formation*’. Non-bonded

beads interact via a 12-6 Lennard-Jones (LJ) potential,

12 6
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with interaction strength parameter ¢ = 1, size parameter ¢ = 1, and cutoff distance r., = 2.5. Consistent with prior work

119:52.53

probing chain stiffness effects in this class of mode , we introduce a cosine bending potential,

E=K,,, |:1 + 005(9)] , (5

with the spring constant Kj..s setting the stiffness of the backbone. We specifically consider the behavior of bead-spring
polymers with Kyena = 0.0, 0.5, 1.0, and 1.5, in order of increasing stiffness. As shown in prior works'*>2, tuning this bending
constant increases the Kuhn length of the chain . For this range of bending constants, chains are still in the relatively flexible

20,53,54

regime as compared to other similar works , with our prior work pointing to an increase in the Kuhn length by at most



a factor of 2 over this range®. The chains thus are nowhere near the rodlike limit, and pronounced changes in local segmental

packing are not expected in this range.

We report results in reduced Lennard Jones units, where the LJ unit of length o1y = 0.5 to 2.0 nm>*%" and the LJ unit of time
7.7 = 1 ps. While there is no ‘standard’ temperature mapping for LJ units, a mapping of 1 LJ temperature unit to 1000 K
yields a reasonable qualitative basis for comparison for many purposes, yielding a 100-second-timescale T, similar to that

of high-molecular-weight polystyrene.

We perform simulations using the LAMMPS?*® molecular dynamics package. Simulations in the bulk are performed at a
constant pressure P = 0. Freestanding film simulations are nominally performed at constant volume, but the presence of free
surfaces yields an effective constant pressure P = 0 ensemble. We employ a Nose-Hoover thermostat, as implemented in
LAMMPS with a damping parameter of 2 15, for temperature control. Bulk simulations employ the Nose-Hoover barostat
with a damping parameter of 2 11y and a pressure P = 0. Simulations employ the Verlet time-integrator, with a time step of
0.005 7., They employ periodic boundary conditions for both freestanding film and reference bulk simulations; films are
simulated by including void space above and below the film. In our present simulations. Systems are simulated over a range
of thicknesses from 4.2 to 26 o1, and we also employ data from simulations published in our prior paper for films of 47 oy,
and 96 o1y (where in all cases the thickness is reported at 7= 0.5). Those earlier simulations employed the same simulation
and analysis protocol described here. In all simulations the lateral film dimension is at least comparable to the film thickness
to prevent lateral finite size effects. The full set of the film thicknesses, corresponding numbers of beads, and cross-sectional
dimensions for flexible-polymer simulations is shown in Table 1. Simulations at multiple film thicknesses, discussed above,

employ the same number of beads and cross-sectional area as the 15 oy film.
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Table 1. Thickness, bead counts, and cross-sectional areas of flexibe-polymer films included in this study. Thickness is

reported at a reduced temperature of 0.5.

Film Thickness / oLs Beads Cross-section / oL;
4.2 1740 20 x 20
5.1 2120 20 x 20
6.5 2720 20 x 20
7.9 3320 20 x 20
9.6 4000 20 x 20
12 5000 20 x 20
15 10000 26 x 26
18 10000 23 x23
26 20000 27 x 27
47 128000 51x51
93 1024000 103 x 103

Dynamic data are collected from in-equilibrium configurations obtained via the PreSQ automated quench-and-anneal

49.60-62 We summarize the

algorithm described in our group’s recent publication®” and employed in a number of recent works
details of this procedure here. Initial random configurations are annealed into equilibrium during a long isothermal annealing
period of 5000 7., at a high temperature. These configurations are then subject to a temperature quench at a rate of 10 T/z.,
with configurations saved at temperatures iteratively chosen by an automated algorithm in an effort to yield approximately
even spacing in bulk relaxation time. Each configuration is then subject to an additional isothermal annealing period of

duration at least ten times the segmental relaxation time at that temperature. Data are collected from additional runs of

duration approximately ten times the relaxation time in order to yield good sampling statistics.

Translational segmental relaxation is quantified via the self-part of the intermediate scattering function:

F.(q.1) :%i<e"p[_iq'(”/ (’)_”i(o)ﬂ>(6)

where ¢ is the wavevector, r; is the position of segment 7, and ¢ is time. In our implementation, we compute the value of this
quantity for many wave vectors corresponding, to within the grid resolution of an inverse space gridding, to a given
wavenumber g. We employ ¢ = 7.07, which is comparable to the first peak of the structure factor. We then define the

63,64

relaxation time as the time at which this function decays to 0.2, employing a Kohlsrauch-Williams-Watts form for

smoothing and interpolation (but never for extrapolation). This set of conventions is a standard approach for obtaining

segmental-scale translational relaxation times from simulation>>00-01:65-67 pe resulting quantity is closely connected to

11



results from incoherent neutron scattering experiments. A subscript of “t” is employed in figures to denote dynamical

quantities obtained via this relaxation function.

We quantify reorientational relaxation via the reorientational autocorrelation function,

G (t) = <Pz |:ei (0) -e; (t):|>
(7

where e(?) is the unit vector at time ¢ along bond i and P»(x) is the second Legendre polynomial of x. This relaxation function

is closely connected to the results of dynamical light scattering experiments and is expected to behave in a similar manner

as the first Legendre polynomial vector autocorrelation function, which is closely connected to dielectric relaxation.

Reorientational relaxation times are then extracted from this in the same manner as for translational relaxation. A subscript

of “r” is employed in figures to denote dynamical quantities obtained via this relaxation function.

We note that, as a mathematical matter, the radially averaged self-part of the intermediate scattering function is purely
translational (due to radial averaging out of any orientational information), whereas the reorientational function is purely
reorientational (since it encodes only information on bond orientation). However, there is certainly a coupling between
translational and reorientational processes at a physical level; i.e. rotation of a dimer involves both reorientation of its central
bonds and translation of its constituent monomers. The question of the extent to which this physical coupling is altered by
interfaces is naturally implicated in decoupling between these relaxation processes in the bulk and in thin films, as discussed

below.
Results

Comparison of computational and experimental onsets

Whole-film translational relaxation time data vs inverse temperature for these films are shown in Figure 1d. As shown by
this figure, these data appear to be in qualitative accord with the experimental thin film rheology data of Tsui et al.*’: both
exhibit the onset behavior discussed above; in both cases thinner films exhibit a higher-temperature onset than thicker films;
in both cases dynamics transition from highly super-Arrhenius for bulk and thick films to Arrhenius for very thin films.
These correspondences suggest a physical equivalence between the onset we observe in simulation and that observed in Tsui

and coworkers’ data.

Direct comparison to the data of Fakhraai and coworkers is not possible because their system exhibits essentially Arrhenius
dynamics to within uncertainty (including for the thickest films), whereas dynamics in our system are highly non-Arrhenius

except for the thinnest films. However, because their data are Arrhenius, i.e.

12



In(z/7,)=—AE/kT (8)

it follows that a plot of their data vs bulk (or thick film)
relaxation time rather than vs inverse temperature would yield
qualitatively the same plot, with at most a rescaling of the x-
axis. It follows that our data can be compared to theirs by
replotting our data as log(t) vs log(teuk). As can be seen in
Figure lc, the results of this procedure are in qualitative
agreement with the data of Fakhraai and coworkers. In both
cases data at low temperatures (large bulk relaxation times) is
linear, with an upwards extrapolation of this low-temperature
regime to higher temperatures (lower relaxation times)
indicating a return to bulk-like behavior at an onset condition

o* or T*.

These results suggest that the onset in simulation indeed
corresponds to that observed in rheology and ellipsometry
experiments. The combination of this finding with those of
Tsui and Fakhkraai suggest that the onset timescale for strong

nanoconfinement effects can vary by ~12 orders of magnitude
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Figure 2. (a) Film (full symbols) and interface layer (hollow
symbols) translational relaxation time plotted vs bulk
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in time (~1 s for ellipsometry on PS and other systems, ~10 ps for rheometry of PS, 1-10 ps for translational relaxation in

the bead-spring polymer) as a function of metrology and, perhaps, chemistry. This onset has potentially large implications

for interpretation of the apparent magnitude of interface effects on dynamics as probed by different methods. For example,

the comparison of Fakhraai’s with Tsui’s data indicates that, for PS, a rheological measurement might report strong

nanoconfinement effects at temperatures for which ellipsometric measurements would find none at all. This onset may also

provide important insights into the underlying nature of these effects. Understanding its nature and dependence on chemistry

and relaxation function is evidently of high importance.

Dependence of barrier truncation behavior on relaxation function and chain stiffness

In an effort to understand these issues, we next employ simulations across a range of backbone stiffnesses as a coarse

measure of the role of chemistry in determining the onset condition. Inspired by a prior simulation reporting stronger
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interface effects as measured by translation than
reorientation in a polymer film comprised of semiflexible
bead-spring chains'®, we also probe both translational and
reorientational relaxation to assess whether the onset
condition may depend on this choice of relaxation
function. In the interest of computational efficiency, here
we focus on trends in onset behavior with stiffness for the
15 o thick film, which is representative of the lower range

of thicknesses probed by most experiments.

As shown in Figure 2, the essential equation (1)
phenomenology of the onset of a linear relationship
between log(z/zg) and log(zz) at low temperature holds for
both reorientational dynamics and translational
dynamics, both at a whole-film level and locally for a
layer of thickness 0.875 o1y at the free surface of the film.
At the same time, it is visually clear from this figure from
comparison of data across multiple chain stiffnesses that
interfacial alterations of translational dynamics are
relatively insensitive to chain stiffness, while
reorientational dynamics exhibit a suppression of the
nanoconfinement effect on T with increasing stiffness.
For the remainder of this paper, we focus on onset
behavior for this surface layer of thickness 0.875 or). As

shown by these figures, the overall effect is sufficiently
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Figure 3. (a) Surface layer relaxation times vs
corresponding bulk relaxation times from Figure 2,
including only points satisfying the criterion that log(t/ts) <
-1.5 (corresponding to the dashed line in Figure 2) so as to
include only points well beyond the onset. For
reorientational relaxation times (filled symbols), the x-axis
refers to the bulk reorientational relaxation time; for
translational relaxation times (open symbols), the x-axis
refers to the bulk translational relaxation time. Dashed and
solid lines are fits of these data sets to equation (1) for
reorientational and translational dynamics, respectively.
The solid black line denotes bulk behavior, with the
intersection of each fit curve with the black line
corresponding to T for the surface layer in that system. (b)
Bulk translational onset timescale t*; for translational
decoupling (open symbols) and bulk reorientational onset
timescale t°, for reorientational decoupling (filled symbols)
as a function of the chain bending constant. Dashed lines in
part (b) are linear fits.

muted at a whole-film level that determination of clean trends is challenged by signal to noise ratio issues.

There are several ways the one might assess onset behavior based on the data from Figure 2. First, an onset precisely
analogous to the procedure employed in experiment by Fakhraai and coworkers by fitting long-time (low temperature data)
to the decoupling relation (equation (1)) and extrapolating to lower times / higher temperatures. The onset determined by

this method is then the extrapolated bulk relaxation time scale t* (or corresponding temperature T*) at which the low-T film
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behavior extrapolates back to bulk. These fits are shown in Figure 3a. In order to ensure that we fit only data that are well
past the onset, we restrict the fit to the regime for each data set in which log(t/tg) < -1.5, with this criterion illustrated by the
dashed lines in Figure 2. We note that this criterion precludes us from performing this analysis for reorientational relaxation
for the stiffest chain, which does not include appreciable data in this regime. As shown by Figure 3b, this analysis indicates
that the experimentally analogous onset condition t* indeed shifts to longer times with higher chain stiffness for reorientation
but not for translation. Instead, translational t* shift to shorter times with increasing stiffness. We include in this figure a
linear fit to each of these trends; however, given the uncertainty and range of the data, these fits should be interpreted merely

as indicating the sign of the trend and not as compelling evidence for a literal linear dependence on K.

To verify that this finding is not the result of the linear extrapolation performed in Figure 3a, we employ an additional means
of quantifying the onset behavior. Specifically, we previously showed*’ that the type of data shown in Figure 2, after
normalizing the ordinate by ts, can be well-described by a fit to a cosh functional form®,
— lo .
log— = w(—gL Su jln[cosh OB/ a ) (% /T )j
7, 2 w 9)

+log (7, /7, )[Q“LTQJ +logce

where ey and ¢, are limiting high and low temperature decoupling exponents, 7, is the bulk relaxation time at the midpoint
of a crossover from the high-T behavior to the well-established low-T fractional power law decoupling regime, w reports on
the width of the transition between the two limiting regimes, and log c is a vertical shift factor. Moreover, differentiating

this form then yields a temperature-dependent effective decoupling exponent &(z) through the onset regime.

In our prior paper, we demonstrated that the behavior of &(z,) obtained via this treatment is not an artifact of equation (9).
We showed, in particular, that the finding of an onset and the low-temperature limiting behavior (which corresponds to the
fractional power law decoupling relation) is insensitive to details of the fitting procedure and the choice of other reasonable
fitting forms*. We do note, however, that for translational dynamics only, the details of the high-temperature behavior and
the precise location of the onset do depend quantitatively on the treatment of the parameters in equation (9). This results
from the fact that, in the flexible bead-spring polymer, the onset condition for translation is found to be fairly near the
temperature above which it is not possible to cleanly distinguish the alpha segmental relaxation process from the quasi-
ballistic® picosecond relaxation. This leads to considerable uncertainty in the high-temperature behavior due to a lack of
sufficient data in that regime. As before, here we address this issue by employing an assumption that ¢z = 0 (i.e. return to

bulk-like behavior at very high temperatures) for translational relaxation to reduce fit uncertainty that would otherwise result
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viewed as an alternate measure of the condition of Figure 4. (a) Effective translational decoupling exponent for
overall film (solid lines) and interface layer (dashed lines)
onset of strong nanoconfinement effects. In terms of plotted vs bulk translational relaxation time for several bond
angle potentials: Ko = 0.0 (blue), 0.5 (red), 1.0 (green), and 1.5
the depiction of data shown in Figure 1c and Figure 2,  (purple). (b) Effective reorientational decoupling exponent for
overall film (solid lines) and interface layer (dashed lines)
the physical difference between t° and twma is as plotted vs bulk reorientational relaxation time, for the same
angular potentials shown in part (a). The point on each curve
follows: T* is the point at which an extrapolation of the  denotes the midpoint for the onset for the dataset in the

matching color, where 7,,is can be read off as the abscissa value
low-temperature behavior returns to bulk; 7, reports  for that point.

on the point of maximum curvature in this figure. Were
the transition perfectly sharp, the two would be the same; instead generally 7* < 1,4, but they are expected to roughly track

together.

The differential analysis in Figure 4 indicates that the onset condition shifts to longer times with increasing chain stiffness
for reorientational dynamics; however, no such trend is observed in translation. This can be seen in the midpoint positions
shown in this figure: 7, for reorientational dynamics increases roughly linearly with chain stiffness, while little trend is
observed in the translational z,,s. Because the onset of strong reorientational decoupling approaches the upper bound of our
simulated time window for the stiffest chains simulated here, the regime of strong reorientational interface effects will move

entirely out of the time window of our simulations with appreciable further increases in stiffness. We thus anticipate that
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higher stiffness chains should exhibit little to no Barrier Low-T

‘nanoconfinement’ effect on dynamics and T, over the
s o g ¢ High-T (stiff)

range of timescales accessible to simulation. High-T (flexible)

These results indicate that the onset condition of strong

Log(tg)

Onset  Onset

interfacial effects on dynamics is indeed chemistry and ; >
(flexible)  (stiff)

trol d dent ted b i f . . . .
metrofogy dependent, as suggested by comparison 0 Figure 5. Schematic of two-barrier onset model, illustrating a

constant high-T barrier (in orange) and a growing low-T barrier
(in blue) vs log bulk relaxation time. The crossover intersection
Tsui and coworkers. In these systems, increasing chain between the two barriers is proposed to drive the onset, with
this onset shifting to longer times for systems with a larger

stiffness opens an increasing gap between the onsets of high-T barrier, all else being equal.

experimental results of Fakhraai and coworkers to those of

strong interfacial perturbations of translational vs
reorientational dynamics. With increasing stiffness, this leads to a situation in which there is some window of temperatures
(bulk relaxation times) in which translational dynamics will exhibit a strong perturbation near the interface, but in which

reorientaional dynamics exhibit little or no perturbation.
Two-barrier scenario for nanoconfinement effects

These findings raise two central questions. First, what is the origin of the onset of strong decoupling (“strong
nanoconfinement effects”) at low temperatures observed in simulation and experiment? Second, molecular stiffness alone
does not provide a satisfactory predictor of the location of this onset, since it does not explain the difference between this
crossover location for translational vs reorientational dynamics within the same system. Can we identify some deeper physics

that determine the time scale of this crossover?

We suggest that the onset behavior is parsimoniously predicted at a qualitative level if dynamics in glass-forming liquids

are controlled by two distinct barriers:
AE(T)=AE, +AE, (T) (10)

with AEy corresponding to a high-temperature barrier that is at most weakly temperature dependent and a AE; corresponding
to a low-temperature barrier that grows much more strongly on cooling. Indeed, a scenario of this kind was suggested by
Kivelson et al.”. A two-barrier scenario is likewise encoded in the “cooperative” model of Schmidtke et al ”!, and a full

36,72

theoretical prediction of this kind is provided by Mirigian and Schweizer’s ECNLE theory of supercooled liquid

dynamics. Within the latter theory, these two barriers emerge from local caging effects and from longer-range elastic



effects™, respectively. We note that this ‘two barrier’ perspective in the glass transition is in contrast to ‘single barrier’
theories, wherein a single barrier that is present at high-temperature is amplified on cooling, typically by an emerging
cooperative dynamical length scale. The Adam-Gibbs theory™ of the glass transition is the canonical example of this single-

barrier view point.

If glass formation involves two physically distinct barriers, and if these two barriers have distinct origins, they can be

expected to exhibit distinct decoupling exponents, reflecting distinct near-surface truncations relative to bulk:
AE(T,z)=(1-¢,(z))AE, +(1-¢£,(z))AE,(T) (11)

where e1(z) and &.(z) are high and low temperature decoupling exponents that quantify the position-dependent fractional
truncation of the high and low temperature-barriers, respectively. One intuitively expects & > &n under the proposition that
more cooperative low-temperature dynamics should be more interface-sensitive than the relatively more local high-
temperature dynamics (although this is clearly a heuristic that should be ultimately predicted by a more formal theory of

these effects).

If we now consider the effective decoupling exponent accounting for both barriers, we have

It follows that the high and low temperature limits of the decoupling behavior are given by

AEL(T)

ey(2) - < 1
e(z) = AE fT) ,(13)
£.(2) A;H > 1

with the crossover temperature 7~ between these two regimes then defined by the condition

AE,(T) _ AE(T")-AE, _1.qa4
AE

H H

Equation (14) thus suggests that the onset should be associated with the condition for which the rapidly growing low-

temperature barrier first exceeds the relatively constant high temperature barrier. This indicates that, if the low temperature
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barrier remains relatively unperturbed by a given alteration
in chemistry, increases in the high-temperature barrier
should delay the onset in decoupling (see schematic

representation in Figure 5).

Does this scenario describe the systems simulated here? To
test this, for each simulated system we quantify the magnitude
of the high-temperature barrier by performing a fit of the

high-temperature relaxation regime to an Arrhenius rate law,

AE,,
rr , 15
T j (15)

r:roexp(

where 4E 4. is the high-temperature activation barrier inferred
from this fit. There are theoretical reasons to believe that this
barrier is likely in fact weakly-temperature dependent®®72,

such that this must be viewed as a leading order

approximation reasonable over a limited temperature range.

In performing this analysis, we again focus on the onset
condition in the surface layer of the film. Our prior results
indicated that onset occurs first immediately at the surface®,

and the onset is strongest at this location and thus involves the

o
ob®
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Figure 6. Onset timescale plotted vs (a) the high temperature
activation barrier and (b) the approximate crossover timescale
at which the low-temperature barrier becomes larger than the
high-temperature barrier for reorientational relaxation (red
symbols) and translational relaxation (blue symbols) in the
bulk. For each relaxation function (translational and
reorientational), the onset is in units of the bulk relaxation time
for that relaxation function, and bulk activation barriers are
likewise computed for the corresponding relaxation function.
Symbol shapes (but not colors) correspond to those in Figure 2
and Figure 3.
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best signal-to-noise ratio for the purposes of finely detecting trends in the onset condition.

As shown by Figure 6a, the growth in the reorientational decoupling onset timescale t° with chain stiffness in these systems

corresponds with a growth in the high temperature barrier as chain stiffness increases, with a rough linear relationship

observed between onset timescale and high temperature barrier. A similar trend is observed for tmiq (Figure 7a). These results

provide an initial indication that the two-barrier model can indeed explain the variation in the onset condition of strong

interface effects on both for both translational and reorientational dynamics for these systems.

We can test the two barrier idea even more directly by determining whether the onset timescale of strong nanoconfinement

correlates with the timescale of the dominance crossover from the high to low temprerature barrier. To do this, we again

determine the high-T barrier based on a fit to the Arrhenius regime. We then determine an effective temperature-dependent

19



barrier for the bulk system by first fitting the full temperature dependence of the relaxation time to the cooperative model of
Schmidtke et al”'. We then differentiate In(t) with respect to inverse temperature in the usual way to arrive at a temperature-

dependent effective activation barrier:

dint
AEE,,(T):W(M)

We subtract the (T-invariant) high-T barrier from this total barrier to arrive at an effective low-T barrier. The crossover
condition is then the temperature (relaxation time) at which the two barriers are equal. As shown in Figure 6b, the onset
timescale t° of strong nanoconfinement indeed is very similar to the relaxation timescale at which the low-temperature
barrier becomes dominant for all of these systems. A strong linear relationship between Tmia and this crossover condition
Teross 1S also observed in Figure 7b, albeit with a slope not equal to one. This shift is likely a result of the distinct definitions
of t* and i noted above. While these correlations are based in a minimal scaling model and are therefore clearly somewhat
approximate, these results provide support for the proposition that the onset of ‘strong nanoconfinement’ is related to the

onset of a regime in which a low-temperature barrier becomes dominant.

From a practical standpoint, the results in Figure 6 point to a potential broader interpretation of the trends towards later
onsets in stiffer polymers observed above. If the mechanism of this trend is genuinely a shift in the high-temperature barrier,
as suggested by Figure 6, then we expect this trend observed in stiffness to be informative of chemical variations more
broadly. Specifically, other chemical modifications that tune the relaxation timescale at which the low-T barrier outgrows
the high-T barrier should likewise tune the onset condition of strong ‘nanoconfinement’ effects. Future simulations spanning

a broader range of chemistries will be necessary to further test this proposition.
Discussion and Conclusions
These findings point to the following answers to the questions posed in the introduction:

Is there an appreciable chemical and/or relaxation function dependence of the onset timescale of strong nanoconfinement

effects observed in simulation?

In both simulations and experiments, the onset condition observed is observed to depend appreciably relaxation function
measured. Simulations indicate that the extent of this dependence is additionally dependent on chemistry (as probed here at
a coarse level by chain stiffness variations). As discussed further below, the correspondence between the onsets observed in

simulation and experiment suggest that similar trends should be observed experimentally, and this would be consistent with
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experimental findings pointing towards weaker T,
nanoconfinement effects with increasing stiffness in a
homologous series of polymers®!. Additional
experimental observations in this set of systems
employing rate scans to probe the experimental
stiffness-dependence of the onset condition could be of

great value.

What is the underlying origin of this onset condition?

Results suggest that a two-barrier model of glass

formation can likely explain the onset in a
parsimonious manner, with the onset condition
corresponding roughly to a condition at which a low-
temperature, interface-sensitive activation barrier
becomes dominant over a high-temperature, interface-
insensitive barrier. This finding may be related to
recent results by Sussman et al., in which a machine
learning approach to analysis of local dynamics
pointed to the presence of two distinct contributions to
dynamics near an interface’. The precise relationship

between the two barriers posited here and the two

contributions reported by Sussman et al. requires
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Figure 7. Midpoint timescale plotted vs (a) the high temperature
activation barrier and (b) the approximate crossover timescale
at which the low-temperature barrier becomes larger than the
high-temperature barrier for reorientational relaxation (red
symbols) and translational relaxation (blue symbols) in the bulk.
For each relaxation function (translational and reorientational),
the midpoint is in units of the bulk relaxation time for that
relaxation function, and bulk activation barriers are likewise
computed for the corresponding relaxation function. Symbol
shapes (but not colors) correspond to those in Figure 2 and
Figure 3. Error bars are 95% confidence intervals from fits to
equation (9).

further investigation — conceivably they may be closely related. As discussed further below, a physical theory leading to a

two-barrier scenario of this kind appears to be potentially provided by the Elastically Cooperative Nonlinear Langevin

Equation theory of Mirigian and Schweizer’®.

Does the onset observed in simulation genuinely correspond with the experimentally observed onsets? Do variations in the

onset timescale trend in a manner that would rationalize the differences in onset timescale observed between bead-based

simulations and experiment?
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Yes, results suggest that corresponding onset conditions of strong interfacial effects on dynamics are observed, albeit at
distinct time scales, in experimental ellipsometry, experimental rheology, simulated translational dynamics, and simulated

reorientational dynamics. In particular, the following reasoning points to this correspondence.

1. The onset behavior observed in simulations is qualitatively equivalent to the behavior observed in experiment (compare
Figure 1a and Figure 1c¢), albeit at shorter time scales. For example, Fakhraai’s experimental data, with an onset near 1
s, exhibits behavior consistent with the fractional power law decoupling relation (equation (1)) observed with a ps onset
timescale in simulations.

2. The difference between the largest simulation onset relaxation timescale and smallest experimental onset relaxation
timescale reported or reviewed here is smaller than the variation in onset timescales directly observed within the
simulations or experiments themselves. We observe onset timescales (in bulk relaxation time units) as long as ~10 ns
in simulation. Associating T, with a 100-second timescale, Tsui and coworkers’ rheological data appear to involve an
onset timescale in the range of 10 to 100 ps. The gap between simulation and experiment is thus only 3-4 orders of
magnitude. By comparison, direct experimental evidence (i.e. the comparison of Tsui and coworkers’ data*’ with
Fakhraai and coworkers’ data*®) demonstrates that some combination of chemistry and metrology leads to a 4-5 decade
variation in this onset timescale in experiment. Similarly, our simulations exhibit a ~4 decade variation in onset
timescale based upon a combination of backbone stiffness and metrology. Of the overall ~12 decade onset timescale
variation from the shortest-onset simulations to the longest-onset experiments, direct evidence from simulations and
experiments thus reports on variations over ~2/3 of this range (see Figure 1 and associated discussion). The remaining
timescale difference that must be accounted for between simulations and experiments is thus relatively small.

3. The trend in our simulation data is to later onset times as the high-temperature activation barrier is increased (see Figure
6 and Figure 7), such that that a modest extrapolation would yield values comparable to the shortest-onset-timescale
experiments. Both the two-barrier model and the raw data provide an argument that simple-bead-based models should
generally yield onset conditions appreciably higher than experiment. Specifically, both indicate that systems with lower
high-temperature activation barriers will, all else being equal, exhibit onset conditions of strong nanoconfinement at
higher temperatures (shorter relaxation times) than systems with larger high-temperature barriers. One of the central
results of coarse-graining is to suppress the high-temperature activation barrier due to smoothing of the potential energy
landscape. For this reason, coarse-grained models, and especially the bead-based physics models commonly employed
in computational study of glassy dynamics, have high-T barriers that are far lower than their atomistically resolved

analogues in all-atom simulation and in experiment. Thus, our results and the two-layer model indicate that these bead
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models will naturally have much higher onset temperatures (lower onset times) than chemically realistic systems.
Indeed, as recently pointed out in our perspective!, work by Rossler and coworkers has reported high-temperature

barriers in realistic systems that are much larger than those in coarse models™”""8

, supporting this proposition.

4. Simulations report thin-film T, perturbations that are comparable in magnitude (when normalized by bulk T,’s) to
experiments, despite the large difference in time scales'®*>”, This near quantitative correspondence can be explained
by the difference in onset timescales proposed here. Specifically, our prior paper* and recent perspective' derive, via a
VFT model, a connection between the decoupling exponent and the glass transition temperature. These relations
demonstrate that, for fixed magnitude of decoupling, the apparent T, shift is a function of the number of decades in
relaxation time past the onset of strong nanoconfinement at which T, is measured. For bead-based flexible polymer
simulations, the onset is at 1-100 ps, with many simulation studies involving maximum timescales in the range of 1-
100 ns. By comparison, ellipsometric measurements (the most common means of measuring thin film T,) appear to
commonly involve an onset of nanoconfinement effects in the range of 0.1 to 1s, with longest timescales typically in
the range of 100 to 1000 s. Both simulation and measurement thus commonly involve timescales in the range of 2-4

orders of magnitude beyond the onset. This fact may explain why simulations so commonly exhibit T, perturbations in

confined systems that are comparable to those in experiment!%5>7 despite involving vastly shorter timescales.

This reasoning suggests that simulation study of strong interfacial effects on dynamics is possible via a fortuitous
cancellation of differences: simulations of bead models access shorter timescales, but involve correspondingly short onset

times.

We note that, in addition to bead-spring type models, there exist a set of systematically coarse-grained models that aim to
more quantitatively reproduce specific polymeric systems**%8! These systems would make for an excellent additional test
of the mechanism onset mechanism suggested here, which might explain how they can quantitatively reproduce
experimental trends despite involving much shorter timescales than experiment. Direct study of onset behavior in these types

of simulated systems should be a priority.

Can variations in the onset condition rationalize differences in the ‘strength’ of nanoconfinement effects on the glass

transition with chemistry and metrology?

Broadly, these results indicate that one should generally anticipate differences in the onset timescale of strong
nanoconfinement effects when employing distinct metrologies that reflect distinct underlying relaxation functions. Because

the extent of T, perturbations is a function of the degree of supercooling beyond this onset, this indicates that distinct
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relaxation functions should be expected to report different T, alterations. In the extreme case of a measurement made above
the onset for one relaxation function but below the onset for another, one may expect to see bulk-like T, in the first case and
strongly perturbed T, in the second. This is not an experimental anomaly, but rather a reflection of the apparent fact that

distinct relaxation functions are subject to distinct perturbations in thin films.

Given that our results specifically point to a likelihood of distinct interfacial effects on translational and reorientational
relaxation, these findings may have particular relevance to the interpretation of dielectric spectroscopy experiments in thin
films. A considerable volume of debate has surrounded the perception that dielectric spectroscopy often reports weaker (or
absent) effects of free surfaces on dynamics than do other methods?’. We have previously shown that differences in the
manner by which dynamic and pseudo-thermodynamic measurements weight their respective averages over dynamics
gradients may play a role in these differences. The present findings indicate that, moreover, the underlying dynamical
gradient for reorientational relaxation may commonly be weaker, when compared at a fixed observation timescale, than
gradients for measures of translational relaxation due a later timescale of onset. Since dielectric spectroscopy probes
reorientational relaxation, it is to be expected the dielectric spectroscopy may commonly report weaker dynamical
perturbations when compared at equal relaxation timescale or temperature to other measurements, at least near the free

surfaces probed in this study.

These findings may cast new light on efforts to understand differences in the apparent susceptibility of distinct chemistries
to interfacial effects on dynamics and glass formation. These findings suggest that, rather than purely a matter of a chemistry-
dependent strength, the issue may involve a chemistry-dependent onset. Chemistries in which the low-T barrier comes to
dominate at lower temperature will naturally exhibit apparently weaker effects in a fixed-time-window experiment. Because
the two-barrier model naturally links this onset to the temperature dependence of dynamics, it may ultimately provide an

19-21

explanation for the observation the apparent strength of nanoconfinement effects often '*~' but not always'*?!, correlates

with the fragility of glass formation.

These findings may additionally bear on expectations regarding the dependence of nanoconfinement effects on the fragility
of glass formation. There is some evidence for a trend towards weaker nanoconfinement effects in less fragile (more
Arrhenius) glass formers within at least some well-defined sets of chemistries'®, although this trend may be nonuniversal®.
In very strong (non-fragile) glass-formers where the origin of non-fragility is a dominance of the high-T barrier over the
entire glass formation range, the two-barrier picture for the onset would tend to anticipate considerably attenuated interfacial

effects on dynamics. On the other hand, a universal trend quantitatively relating confinement effect strength to fragility is

not to be expected from this perspective, because fragility primarily reports on the magnitude of the low-T barrier, whereas
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the focus in this picture is on the crossover from high- to low-T barriers. A test of these propositions in future experiments

and simulations could be of considerable value.

We further emphasize that these results point to a combined effect of metrology and chemistry on the onset timescale. For
example, these simulations find no appreciable trend in the onset condition for alterations in translational dynamics near
interfaces, but an appreciable trend in the onset for reorientational dynamics near interfaces. In experiment, ellipsometric
experiments by Fakhraai and coworkers in a modest number of chemistries have identified fairly similar onset timescales
(at least to within several decades) in supported films*>#4468283 This may indicate that the ellipsometric onset timescale is
relatively chemistry insensitive, although considerably more data is needed to draw this conclusion firmly. The extent to
which the onset timescale for other metrologies (such as the rheological experiments of Tsui and coworkers*’ or Priestley

and coworkers®) depends on chemistry must be explored with new experimental data.

All of these questions are addressed here in the context of freestanding films at low molecular weight. Additional
complications may arise in the context of supported films, and further simulation study of onset behavior in that context is
needed to connect more quantitatively with experiment. Moreover, there is some evidence of new effects (such as two T,’s)
in some very high molecular weight polymer films®>%; the present findings cannot provide insight into those effects, and
access to these molecular weights will be very challenging given limitations on simulation time scales. We also note that the
concept of an onset timescale or return to bulk has, thus far, been considered in experiment and simulation in the context of
a mean T, or relaxation time. There is experimental evidence for changes in the breadth of the glass transition in thin
films®>%6; the question of whether the onset condition for the mean film behavior also reflects a return to a bulk-like
distribution of relaxation times or effective stretching exponent is an open one; we plan to address this question in future

work.

Finally, we note that the Elastically Cooperative Nonlinear Langevin Equation theory of glass formation, which explicitly
invokes two distinct contributions to the barrier, predicts both temperature-invariant decoupling and the presence of two
barriers, making it a promising candidate for description of this behavior*®’>%’. At present, ECNLE focuses on a single type
of relaxation process — translational relaxation. The question of relaxation-function-dependences of the onset therefore is
not presently within the scope of this theory. More broadly, most theories of the glass transition in bulk and under
nanoconfinement focus only on translational relaxation or on general relaxation, presumably under the working hypothesis
that distinct processes track at least roughly together. Given that these findings point to an important role for quantitative

differences between translational and reorientational nanoconfinement effects, it is of evident practical importance for future
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theoretical efforts in the field to specify the precise relaxation function under consideration and to include predictions for

multiple relaxation processes.
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