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Abstract—Distributed optimization are becoming popular to 
solve a large power system problem with the objective of reducing 
computational complexity. To this end, the convergence 
performance of distributed optimization plays an important role 
to solve an optimal power flow (OPF) problem. One of the critical 
factors that have a significant impact on the convergence 
performance is the reference bus location. Since selecting the 
reference bus location does not affect the result of centralized DC 
OPF, we can change the location of the reference bus to get more 
accurate results in distributed optimization. In this paper, our goal 
is to provide some insights into how to select reference bus location 
to have a better convergence performance. We modeled the power 
grid as a graph and based on some graph theory concepts, for each 
bus in the grid a score is assigned, and then we cluster buses to find 
out which buses are more suitable to be considered as the reference 
bus. We implement the analytical target cascading (ATC) on the 
IEEE 48-bus system to solve a DC OPF problem. The results show 
that by selecting a proper reference bus, we obtained more 
accurate results with an excellent convergence rate while improper 
selection may take much more iterations to converge. 
 

Index Terms—Analytical target cascading, reference bus, 
PageRank, optimal power flow. 

I.  INTRODUCTION 
ISTRIBUTED optimization methods have become 
popular to solve power system problems, such as optimal 

power flow (OPF). The main advantages of the distributed 
methods in comparison with centralized methods are: 1) 
respecting the information privacy of autonomous agents, 2) 
enhancing the system performance against a single point 
failure, and 3) taking advantage of parallel computing to reduce 
the computational burden of large-scale problems.    

Several distributed and decentralized optimization 
algorithms are proposed in the literature to solve power system 
problems. In [1], several popular distributed and decentralized 
optimization algorithms (e.g., auxiliary problem principle [2, 
3], alternating direction method of multipliers [2, 4], 
consensus+innovation [5], optimality condition decomposition 
[6], and analytical target cascading (ATC) [7]) are discussed, 
and their application on DC OPF is studied. To solve OPF in a 
distributed manner, the power system needs to be decomposed 
into several subproblems. The way that the system is 
decomposed and the number of subproblems have a significant 
impact on the accuracy of obtained results and the convergence 
performance of distributed algorithms [8, 9]. Various strategies 

have been presented in the literature to improve the 
convergence performance of the distributed algorithms. Most 
of these strategies try to make changes in the structure of 
distributed algorithms. For instance, in [10], authors enhance 
the convergence rate by updating Lagrange multipliers based 
on the concept of the Nesterov technique. Since proper 
initialization plays an important role in convergence rate, 
reference [7] proposes a hot start to achieve a better 
convergence speed. Finding the best way of network 
decomposition to take advantage of parallel computing is 
investigated in [11].  

Since the reference bus in a power system is predetermined, 
the impact of the location of reference bus in distributed 
algorithms is neglected in the existing literature. For a DC OPF 
problem, if one varies the reference bus location and solves a 
new OPF problem, the same result will be obtained as the 
reference bus only set a reference point for bus voltage angles. 
Although the reference bus does not affect the accuracy of a 
centralized optimization, we cannot disregard its impact on 
distributed algorithms. By selecting different reference buses, 
the convergence performance of the algorithms varies 
significantly. 

In this paper, we analyze the impact of reference bus location 
on the convergence performance of the ATC-based distributed 
DC OPF algorithm. We study how to find a proper reference 
bus based on graph theory techniques to speed up the 
convergence performance while the solution accuracy is 
excellent. The power network is modeled as a graph where 
buses and lines are modeled, respectively, as nodes and edges. 
The PageRank method is presented to assign a centrality score 
to each bus. The centrality score is used to find the most 
efficient reference bus location. The IEEE 48-bus test system is 
used. To make the results more tangible, we cluster the buses to 
several groups. Several insights are provided to choose a proper 
reference bus location. 

II.  CENTRALIZED OPF FORMULATION 
To demonstrate the impact of reference bus location on 

distributed optimization, DC OPF is studied. The centralized 
OPF problem is formulated as follows: 

 

min∑𝑎𝑖 ⋅ 𝑝𝑖
2 + 𝑏𝑖 ⋅ 𝑝𝑖 + 𝑐𝑖⏟            
𝑓𝑖(𝑝)

𝑁𝐺

𝑖=1

                                (1) 

𝑠. 𝑡. 
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ℎ(𝑥) = 0 ↔ {
𝑝𝑖 − 𝑑𝑖 = ∑

𝛿𝑖 − 𝛿𝑗

𝑋𝑖𝑗
     ∀𝑖                    (2)

𝑗∈𝛹𝑖

 𝛿𝑟𝑒𝑓 = 0                                                    (3)

 

𝑔(𝑥) ≤ 0 ↔ {
𝑃𝐿𝑖𝑗
𝑚𝑖𝑛 ≤ 𝑃𝐿𝑖𝑗 =

𝛿𝑖 − 𝛿𝑗

𝑋𝑖𝑗
≤ 𝑃𝐿𝑖𝑗

𝑀𝑎𝑥              (4)

𝑃𝑖
𝑚𝑖𝑛 ≤ 𝑝𝑖 ≤ 𝑃𝑖

𝑀𝑎𝑥              ∀𝑖                (5)

 

 
where 𝑎𝑖, 𝑏𝑖 and 𝑐𝑖 are the cost coefficients of generating units, 
and 𝑁𝐺 is the number of generators in the system. ℎ(𝑥) and 
𝑔(𝑥) are the sets of equality and inequality constraints. 𝑝𝑖  and 
𝑑𝑖 indicate the amount of generation and load at bus 𝑖 . 𝛿𝑖 
denotes voltage angle at bus 𝑖. 𝛹𝑖  is the set of indices of 
neighbor buses that are connected to bus 𝑖. 𝑃𝐿𝑖𝑗 indicates the 
amount of power flow between bus 𝑖 and 𝑗. 𝑃𝐿𝑚𝑖𝑛 and 𝑃𝐿𝑚𝑎𝑥 are 
the minimum and maximum line limits.  

 
Remark: The role of a reference bus in DC OPF is different 

than the role of a slack bus in AC OPF. In DC OPF, the 
reference bus sets a reference point for bus voltage angles. 

III.  ATC STRUCTURE  
Consider that the centralized OPF is divided into several 

subproblems each of which pertains to a geographical zone of 
the system. Local OPF problems need to become coordinated 
to determine the optimal solution for the whole system (i.e., the 
solution of the centralized OPF). ATC is implemented to solve 
the DC OPF problem in a distributed manner. ATC is a multi-
level distributed optimization approach. Subproblems in upper 
levels act as parents for subproblems in the lower levels that are 
named children. Each child has one parent, while one parent 
may have several children. Voltage angles of cross-border 
buses (buses that connected subsystems) are shared variables 
between parent and children are voltage angles of boundary 
buses. ATC should be solved iteratively until both parent and 
children come to an agreement on the value of shared variables.    

Consider that centralize OPF is formulated as the following 
compact form: 

{
min
𝑥
𝐹(𝑥)                                                       (6)

𝑠. 𝑡.   𝑔(𝑥) ≤ 0, ℎ(𝑋) = 0                  (7)
 

 
The optimization formula for subproblems, while they are still 
considered within a centralized format, is as follows: 
 
min ∑ ∑ 𝑓𝑘𝑙(𝑥𝑘𝑙 , 𝑡(𝑘+1)𝑑1 , … , 𝑡(𝑘+1)𝑑𝑖𝑘𝑙)∀𝑙∀𝑘                           (8) 

𝑠. 𝑡.    𝑔𝑘𝑙 (𝑥𝑘𝑙 , 𝑡(𝑘+1)𝑑1 , … , 𝑡(𝑘+1)𝑑𝑖𝑘𝑙) ≤ 0                            (9) 

  ℎ𝑘𝑙 (𝑥𝑘𝑙 , 𝑡(𝑘+1)𝑑1 , … , 𝑡(𝑘+1)𝑑𝑖𝑘𝑙) = 0                     (10)    
∀𝑙 ∈ 𝐸𝑘    𝑘 = {1, … , 𝐾} 

 
where 𝑘 and 𝑙 denote the level number and subproblem number 
in level 𝑘. The sets of shared variables for subproblem 𝑘𝑙 is 
dedicated by 𝑡𝑘𝑙. The shared variable (𝑡) which is propagated 
from parent to children is called target. The number of 
subproblems in level 𝑘 is denoted by 𝑑𝑖𝑘𝑙 , 𝐾 denotes the 

number of levels, and 𝐸𝑘 is the number of subproblems in level 
𝐾. 
 To segregate the subproblems from each other, a response 
copier is defined for each target variable. The response 
variables are copies of targets and are sent from children to 
parents. Since each response is a duplication of a target, the 
response needs to be the same as the target value. To this end, 
a set of consistency constraints is defined for every two 
connected subproblems to obtain a feasible solution: 
 

𝐶𝑘𝑙 = 𝑡𝑘𝑙 − 𝑟𝑘𝑙 = 0        (11) 
 

Since 𝐶𝑘𝑙 is a hard constraint which is not desirable for 
distributed optimization, it can be relaxed by a penalty function 
using the concept of augmented Lagrangian.  
 

min ∑∑𝑓𝑘𝑙(𝑥𝑘𝑙 , 𝑡(𝑘+1)𝑑1 , … , 𝑡(𝑘+1)𝑑𝑖𝑘𝑙)

∀𝑙∀𝑘

 

+𝜋𝑘𝑙(𝑐(𝑘+1)𝑑1 , … , 𝑐(𝑘+1)𝑑𝑖𝑘𝑙)    (12) 

 
where 𝜋𝑘𝑙  is the penalty function for each set of consistency 
constraint in level 𝑘 and subproblem 𝑙. The penalty function is 
not a unique function. For instance, it can be exponential or 
quadratic. 

Augmented Lagrangian function with alternating direction 
method of multipliers (ALAD) is an ATC coordination strategy 
that penalizes the consistency constraint with a quadratic 
function an solves the subproblems hierarchically. 

  
𝜋𝐴𝐿𝐴𝐷(𝑡, 𝑟) = 𝜆

𝑇(𝑡 − 𝑟) + ‖𝑤 ∘ (𝑡 − 𝑟)‖2
2    (13) 

 
where 𝜆 and 𝑤 are multipliers, and “∘” denotes the 
Hadamard product.  

For the sake of simplicity, we consider two OPF 
subproblems one acts as a parent in located level one, and the 
other one acts as a child in level two. The subproblems are 
coupled through shared variables (i.e., voltage angles of borer 
buses). The ATC-based distributed OPF is formulated as 
follows:  
 
min

(𝑥11,𝛿22)
𝑓11(𝑥11, 𝛿22) + 𝜆

𝑇(𝛿22 − �́�22
𝜈−1)

+ ‖𝑤 ∘ (𝛿22 − �́�22
𝜈−1)‖

2

2
                         (14) 

  
min

(𝑥11,�́� 22)
𝑓22(𝑥11, �́� 22) + 𝜆

𝑇(𝛿22 − �́�22
𝜈−1)

+ ‖𝑤 ∘ (𝛿22 − �́�22
𝜈−1)‖

2

2
                           (15) 

 
where 𝛿 and �́� are target and response variables, and ν denotes 
the number of iterations. The first subproblem is solved, while 
the second subproblem is idle. The share variable 𝛿 is propagate 
own to the second level subproblem. Then, the second level 
subproblem minimizes its objective function, calculates �́�, an 
sends it toward the first level problem. The Lagrange multiplier 
is updated as 

𝜆𝜈 = 𝜆𝜈−1 + 2𝑤2 ∘ (𝛿𝜈−1 − �́�𝜈−1)     (16) 
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and the next iteration is carried out. This iterative procedure 
continues until the difference between 𝛿 and �́� becomes smaller 
than the desired threshold (𝜖𝑡ℎ𝑟  ). The ATC-based ALAD 
algorithm is summarized in the following pseudo code.  
 

Solution Algorithm of ALAD 
1: initialize 𝑋 = 𝜆, 𝑤, 𝛿 and �́�  
2: while max (‖𝜹𝑘 − �̃�𝑘‖) ≤ 𝜖𝑡ℎ𝑟 , 𝑘 = 𝑘 + 1 do 
3:      Solve (18) and (19) in a hierarchical manner   
5:      Update multiplier 𝜆𝑘  
6: end while 

IV.  REFERENCE BUS LOCATION BASED ON GRAPH 
CENTRALITY  

In this section, insights about the location of reference bus are 
provided, and an approach is presented to quantify the buses 
based on features of distributed optimization and graph 
centrality theory. 

A.  Graph modeling 
The power network is considered as a graph in which buses are 
graph nodes, and lines are graph edges. The weight of each edge 
might be defined with respect to different factors, such as the 
impedance, reactance, and power flow. A simple approach is to 
set all weights equal to one. This merely means that when two 
buses are connected, the connected edge between two nodes is 
one, otherwise it is zero. This represents the topology of the 
network based on connectivity. Although connectivity of edges 
is important for distributed optimization studies, more detailed 
information is needed to have in-depth analysis. We propose to 
define the edge weights based on the line reactance (1/𝑋). In 
comparison with setting all wights to one, setting weights to 
1/𝑋 can be used as a good indicator to distinguishes whether 
the connection between each pair of nodes is strong or week. 

B.  Graph Centrality and Importance of Buses Based on Page 
Rank 

The concept of centrality was initially presented for the 
social network suggestion to indicate which person (i.e., node) 
plays a more important role in the network. In other words, who 
is the central person. Different centrality measures are proposed 
recently and each of which is used for a specific purpose. Well-
known methods for centrality measurement include degree 
centrality, closeness centrality, betweenness centrality, Eigen 
centrality, and page rank. For example, in degree centrality, 
nodes with higher degree (i.e., several edges are connected to 
such nodes) are the most important nodes in the graph. 

We look for the node with the highest centrality score, and 
consider it as the reference bus for DC OPF. To do so, we have 
to find the reference buses that show the same convergence 
performance regardless of the value of tuning parameters and 
Lagrange multipliers. In other words, if the reference bus has a 
good convergence performance, by changing multipliers it 
should still show good convergence performance. In this 
regard, DC OPF is solved by distributed optimization for 
different tuning parameters. The results show ending buses of 
tie-lines connected between the two border buses has the most 
stable behavior. Regardless of the amounts of tuning parameters 
and Lagrange multipliers, when we select a border bus as the 

reference bus, the convergence performance is acceptable. 
In the next step, the best reference bus location should be 

chosen among border buses. We implement the PageRank 
method to assign a centrality score to each border bus. The 
PageRank method was first proposed by Google to assign a 
score to websites. The website that has a higher score is more 
popular in the web. The PageRank method can assign a 
centrality score within nodes by counting the number and 
quality of links (neighbor node connection). The number of 
connections and the quality of links to the website are 
important, and based on them, the importance of the website is 
determined. Generally, if more links are received from another 
website, it means that this website is more important. Based on 
that, the algorithm assigns a weight to each node in a network. 
Several factors are important in the PageRank such as the 
number of links which are received from the other nodes, the 
tendency of other nodes, and the centrality of other connected 
nodes. We can conclude that in the PageRank, a node that is 
highly linked with other nodes is potentially important (i.e., the 
node has a high centrality score) if its neighboring nodes are 
important as well. To demonstrate how the PageRank algorithm 
works, an example is illustrated in Fig. 1 [12].  

 
Step 1: First, each node score is initialized 1/𝑛 where 𝑛 is 

the number of nodes. Since three nodes exist in this example, 
the score of each node is: 

 
𝑃(𝐴)  =  𝑃(𝐵)  =  𝑃(𝐶)  =  1/3          (17) 

 
Step 2: To calculate PageRank for each node, we first find 

connection links and then determine the contribution of each 
adjacent node on the corresponding node. Node 𝐶 is connected 
to nodes 𝐴 and 𝐵. Node 𝐴 contributes ½ because it has one 
sending and one receiving link. Therefore, node 𝐴 contributes 
1/2 ×   1/3 to the PageRank of 𝐶. Node 𝐵 contributes 1 × 1/3. 
Hence, the PageRank of node 𝐶 is calculated as follows: 

 
𝑃(𝐶)  =  1/2 ∗ 1/3 +  1 ∗ 1/3 =  1/2       (18) 

 
Likewise, for the rest of the nodes, we have: 

 
𝑃(𝐵)  =  1/2 ∗ 1/3 +  0 ∗ 1/3 =  1/6        (19) 
𝑃(𝐴)  =  0 ∗ 1/3 +  1 ∗ 1/3 =  1/3         (20) 

    
 Step 3: Since PageRank is an iterative algorithm, Step 2 

need to be repeated several times until it converges and 
centrality of each node does not change. A node with a higher 
score is more central in the graph. This algorithm can be 
applicable for both directed and undirected graph.  

A

B

C

 
Fig. 1. PageRank Procedure 
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V.  NUMERICAL RESULTS AND DISCUSSIONS 
 The objective is to find a proper reference bus location in the 
IEEE 48-bus system to enhance the convergence performance 
of ATC-based DC OPF. Based on our experience, by selecting 
the border buses as the reference bus, regardless of the values 
of multipliers, good convergence performance is achieved. We 
select the border buses as candidate options for the reference 
bus location. We, then, implement the PageRank to distinguish 
which border bus might have the best performance regarding to 
the convergence speed. The ALAD method is implemented to 
justify the results. For all cases, the algorithm starts from the 
same initial point to have a fair comparison. All simulations are 
carried out in MATLAB on a personal computer with 2.7 GHz 
CPU and 16GB of RAM. 

A.  Centrality Score using PageRank 
 To construct a graph, we use the reactance of each line as the 
edge weight. Using the GEPHI program, we find the PageRank 
value for each border bus. The main reason that border buses 
are selected as candidate reference buses is that by selecting a 
border bus as the reference bus, the error gap between the target 
and the response for that bus become zero. It means that the 
consistency constraint corresponding to one of the border buses 
is already satisfied. In Fig. 2, the border buses are shown by 
boldface font. Centrality scores for border buses {7, 27, 13, 23, 
41, 39} are {0.0132, 0.0147, 0.0200, 0.0271, 0.272, 0.0309}, 
respectively. We expect that by selecting buses 41 and 39, we 
get the best convergence performance because these buses have 
the highest scores among the candidate reference buses.  

B.  Impact of Reference Bus Location on Distributed 
Algorithm 
  The ALAD method is implemented to find the DC OPF 
solution.   We define three indices to evaluate the results. The 
first index is the relative distance of the overall cost which is 
calculated based on the centralized OPF and ALAD results. 
 

𝑟𝑒𝑙𝑐𝑜𝑠𝑡 =
|𝑓𝑐 − 𝑓𝑑|

𝑓𝑐
                                   (21) 

where 𝑓𝑐 and 𝑓𝑑 are the optimal operation cost obtained, 
respectively, by centralized and distributed algorithms.   
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Fig. 2 The IEEE-48 bus system with two zones (subproblems). 

The second index demonstrates the average of 𝑟𝑒𝑙𝑐𝑜𝑠𝑡  over 
the course of iterations. Although 𝑟𝑒𝑙𝑐𝑜𝑠𝑡  has a decreasing trend 
generally, it has some fluctuations and jumps during the 
convergence process. Therefore, we formulate 𝑟𝑒𝑙𝑎𝑣𝑔𝑐𝑜𝑠𝑡 as 
follows: 

𝑟𝑒𝑙𝑎𝑣𝑔𝑐𝑜𝑠𝑡 =
∑ 𝑟𝑒𝑙𝑐𝑜𝑠𝑡

𝜈Ν
 𝜈=1

 Ν
                               (22) 

where 𝑟𝑒𝑙𝑐𝑜𝑠𝑡𝜈  is the total cost function of the distributed 
algorithm in iteration 𝜈. In addition, we calculate 𝐶𝑎𝑣𝑔, i.e., the 
overall average of consistency constraints over the course of 
iterations: 

𝐶𝑎𝑣𝑔 =
∑ |𝛿𝜈 − �́�𝜈|Ν
 𝜈=1

Ν × 2ρ
                        (23) 

 
where Ν is the maximum number of iterations. Parameter ρ is 
the number of connected tie-lines between subproblems (note 
that each tie-line has two shared variables). 
 To show impact of the reference bus location, we first 
demonstrate a wide range of 𝑟𝑒𝑙𝑐𝑜𝑠𝑡  changes over the course of 
iterations. Then, we compare one of the best- and worst-case 
scenario errors over using 𝑤 = 250, 𝜆 = 250 and  𝜈 ≤ 50 as 
initial values. By changing 𝛿𝑟𝑒𝑓, 𝑟𝑒𝑙𝑐𝑜𝑠𝑡  changes from 7.5𝑒 −
5  to 1.2𝑒 − 16  after 50 iterations (see Fig.3). For the sake of 
explanation, we investigate two cases. Figure 4 demonstrates 
that by selecting bus 41 as the reference bus, the accuracy is 
much better as compared with the case in which bus 22 is 
selected as the reference bus. In this case, results for 𝛿𝑟𝑒𝑓 = 22  
after 50 iterations are the same as 𝛿𝑟𝑒𝑓 = 41 after 10 iterations. 
This means 400% improvement regarding the convergence 
speed. This demonstrates the high impact of reference bus 
location on the convergence performance.    
 In another test, we justify that the results that come from the 
graph analysis are the same as what we expect. To this end, we 
select 𝑤 and 𝜆 from {80,150,250} to analysis the impact of 
different ranges of multipliers on the results. For each 𝑤 and 𝜆, 
we run DC OPF by changing the reference bus location and 
obtain the 𝑟𝑒𝑙𝑎𝑣𝑔𝑐𝑜𝑠𝑡 and 𝐶𝑎𝑣𝑔 indices. Using the Kmeans 
method, we cluster the results into two different classes. In Fig. 
5, the blue color class is the one that has the best convergence 
performance while the red class refers to the rest of reference 
buses which may have normal or bad convergence 
performance. The results demonstrate that buses  
{41, 39, 13, 23} are always in the blue class regardless of 
multipliers value, but buses {7, 27} cannot achieve a good 
result. This conclusion follows what we expect from centrality 
scores obtained by PageRank 

VI.  CONCLUSION  
 In this paper, we investigated the impact of the reference bus 
location on a distributed DC OPF. We deploy the PageRank 
centrality technique to measure the centrality of border buses. 
Based on this score, we can anticipate which reference bus 
location can have a better convergence result. To this end, we 
introduce some indices to evaluate our proposed technique. We 
implemented ALAD method as a decentralized technique to 
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solve a DC OPF problem for the IEEE-48 bus system.  The 
results demonstrated that by changing the reference bus 
location the convergence speed and accuracy vary a lot. In this 
case, if we select the reference bus based on the graph analysis, 
we can reach to very good results.  
   

 
Fig. 3. The relative error over the course of iterations. 

 

 
Fig. 4. Relative and consistency constraints errors over the course of iterations 
for two different buses. 
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