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STRENGTH CONDITIONS, SMALL SUBALGEBRAS,

AND STILLMAN BOUNDS IN DEGREE ≤ 4

TIGRAN ANANYAN AND MELVIN HOCHSTER

Abstract. In an earlier work, the authors prove Stillman’s conjecture in
all characteristics and all degrees by showing that, independent of the alge-
braically closed field K or the number of variables, n forms of degree at most
d in a polynomial ring R over K are contained in a polynomial subalgebra of
R generated by a regular sequence consisting of at most ηB(n, d) forms of de-
gree at most d; we refer to these informally as “small” subalgebras. Moreover,
these forms can be chosen so that the ideal generated by any subset defines
a ring satisfying the Serre condition Rη . A critical element in the proof is
to show that there are functions ηA(n, d) with the following property: in a
graded n-dimensional K-vector subspace V of R spanned by forms of degree
at most d, if no nonzero form in V is in an ideal generated by ηA(n, d) forms of
strictly lower degree (we call this a strength condition), then any homogeneous
basis for V is an Rη sequence. The methods of our earlier work are not con-
structive. In this paper, we use related but different ideas that emphasize the
notion of a key function to obtain the functions ηA(n, d) in degrees 2, 3, and
4 (in degree 4 we must restrict to characteristic not 2, 3). We give bounds in
closed form for the key functions and the ηA functions, and explicit recursions
that determine the functions ηB from the ηA functions. In degree 2, we obtain
an explicit value for ηB(n, 2) that gives the best known bound in Stillman’s
conjecture for quadrics when there is no restriction on n. In particular, for

an ideal I generated by n quadrics, the projective dimension R/I is at most
2n+1(n− 2) + 4.

1. Introduction

Throughout this paper, let R denote a polynomial ring over an arbitrary field K:
say R = K[x1, . . . , xN ]. We will denote the projective dimension of the R-module
M over R by pdR(M). The following theorem was conjectured by M. Stillman in
[33] and proved, in a strengthened form (for submodules with a specified number
of generators of free modules with a specified number of generators, and without
the assumption of homogeneity) in Theorem C of [2].

Theorem 1.1. There is an upper bound, independent of N , on pdR(R/I), where
I is any ideal of R generated by n homogeneous polynomials F1, . . . , Fn of given
degrees d1, . . . , dn.

We refer to such bounds, which are now known to exist, as Stillman bounds.
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4758 TIGRAN ANANYAN AND MELVIN HOCHSTER

Descriptions of earlier work related to this problem [5–7,9,15–17,28,31] are given
in the introductions of [1,2] and in [32] and [12,13,18–21] contain recent work, some
of which utilizes the results of [2], on Stillman’s conjecture and related questions,
including Noetherianity problems.

In a recent paper, Mantero and McCullough [30] have proved that in the case of
three cubics, 5 is a sharp bound for the projective dimension.

For n quadratic forms generating an ideal I of height h, there are examples
where pdR(R/I) is h(n − h + 1); see [31]. The projective dimension cannot be
larger when h = 2 (see [25]) but when h ≥ 3 and n ≥ 5 it is an open question
whether h(n−h+1) is a bound. When n = 4 and h = 3 it has recently been shown
that the largest possible projective dimension is 6; see [26].

The proof of the existence of Stillman bounds in [2] depends critically on proving
auxiliary bounds ηA, ηB. Our focus here is on giving explicit bounds for ηA in
degrees 2, 3, 4, and on ηB when the degree is 2. Our methods in degree 4 are vastly
different from those in [2].

Because Stillman’s conjecture is unaffected by a base change on the field, we
shall assume from now on that the base field K is algebraically closed, which is
needed for many of our theorems about the functions ηA, ηB. Moreover, at many
points there is a restriction that the characteristic of K is either 0 or larger than
some given integer. However, all assumptions of this type will be made specific.

Our main results are stated below, but we must first recall some definitions from
[2]. We write N for the nonnegative integers and N+ for the positive integers.
A graded K-algebra R will always be a finitely generated K-algebra graded by N

such that R0 = K. We write Rd for the graded component of degree d, typically
thought of as a finite-dimensional vector space over K. Unless otherwise specified,
polynomial rings always have the standard grading in which all variables have
degree 1.

Given a finite-dimensional N+-graded K-vector space V over a field K such
that dimK Vt = nt for t ≥ 1, we refer to δ = δ(V ) = n1, n2, n3, . . . , nt, . . . as
the dimension sequence of V . It should cause no confusion when we also write
δ(V ) = (n1, . . . , nd) to mean that n1, . . . , nd constitute the first d terms of the
dimension sequence of V , and that the other terms in the sequence are 0.

For any finite-dimensional vector space V over an algebraically closed field K we
denote by P(V ) the projective space whose points correspond to the lines through

the origin in V . If dim(V ) = d, P(V ) ∼= P
d−1
K .

Discussion 1.2. Given an N-graded K-algebra and k ∈ N we shall say that a form
F has a k-collapse if it is a graded linear combination of k or fewer forms of strictly
smaller positive degree. Note that only the 0 element has a 0-collapse. Nonzero
scalars and nonzero linear forms cannot have a k-collapse for any k. With this
terminology, a form is k-strong if and only if it has no k-collapse. Given a graded K-
algebra S, a finite-dimensional N+-gradedK-vector subspace V ⊆ S with dimension
sequence (n1, . . . , nd), and a d-tuple of nonnegative integers κ = (k1, . . . , kd), we
call V κ-strong if there is no nonzero form in Vi, the graded component of V in
degree i, that has a ki-collapse. We shall say that a sequence of forms of positive
degree is κ-strong if the forms are linearly independent over K and the graded K-
vector space they span is κ-strong. This means that if Fj1 , . . . , Fjs are elements of
the sequence of the same degree i with mutually distinct indices and c1, . . . , cs ∈ K
are not all zero, then

∑s
t=1 ctFjt is nonzero and has no ki-collapse. Hence, a graded
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K-vector space V is κ-strong if and only if every sequence of independent forms in
V is κ-strong. If all entries of κ are equal to the same integer k, we may use the
term k-strong instead of κ-strong.

We call a prime ideal of a polynomial ring k-linear if it is generated by at most
k linear forms. In a polynomial ring over a field, a form F of degree 2 or 3 has a
k-collapse if and only if it is contained in a k-linear prime ideal. This is not true
for forms of degree 4 or higher: for example, a degree 4 form may have a collapse
in which some of the summands are the product of two quadrics.

We define the strength of a nonzero form F of positive degree as the largest integer
k such that F is k-strong. If F is a nonzero 1-form, we make the convention that
its strength is +∞. We define the strength of a nonzero vector space V consisting
of forms of the same degree as the smallest strength of a nonzero element of V .
For nonzero vector spaces V of linear forms, the strength of V is +∞. Thus F
(respectively, V ) is k-strong if and only if its strength is at least k.

We note that notions closely related to strength (q-rank, slice rank) have been
considered independently in [10] and in [4], which was inspired by [36]. E.g., the
notion of q-rank for cubic forms utilized in [10] is the same as the strength of the
cubic form minus one.

Discussion 1.3. Recall that a Noetherian ring R satisfies the Serre condition Ri

if RP is regular for every prime P of height ≤ i. If the singular (i.e., nonregular)
locus in R is closed with defining ideal J , this means that J has height at least i+1.
(If R is regular, J = R and has height +∞.) In what follows, the rings that we are
studying are standard graded algebras over a field K: they are finitely generated
N-graded rings R over K such that R0 = K and R1 generates R as a K-algebra.
If such a ring is normal, it is a domain, since it is contained in its localization at
the homogeneous maximal ideal. We will know inductively that the rings we are
studying are complete intersections. As just noted, R1 implies normal domain.

By a theorem of A. Grothendieck, if a homogeneous complete intersection in a
polynomial ring is R3, then it is a UFD. This is Corollary 1.5 below.

Theorem 1.4. Let R be a local ring that is a complete intersection whose local-
ization at any prime ideal of height 3 or less is a UFD. Then R is a UFD. Hence,
if R is a local ring that is a complete intersection in which the singular locus has
codimension 4 or more, then R is a UFD.

We need this in a graded version (cf. [34, Proposition 7.4]).

Corollary 1.5. Let S be an N-graded algebra finitely generated over a field K
that is a complete intersection (the quotient of a polynomial ring over K by the
ideal generated by a regular sequence of forms of positive degree). Suppose that the
singular locus in S has codimension at least 4. Then S is a UFD.

Theorem 1.4 was conjectured by P. Samuel in the local case and was proved by
A. Grothendieck. An algebraic proof is given in [8].

The following result is proved in [2]. Our main goal here is to give specific bounds
for the functions A and ηA in degrees 2, 3, and 4.

Theorem 1.6. There is a function A (respectively, for every η ≥ 1 there is a
function ηA) from dimension sequences δ = (n1, . . . , nd) to Nd with the following
property. If V is a finite-dimensional N+-graded subspace of a polynomial ring
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R over an algebraically closed field K with dimension sequence δ that is A(δ)-
strong (respectively, ηA(δ)-strong), then if F1, . . . , Fh are K-linearly independent
forms in V , they form a regular sequence (respectively, a regular sequence such that
R/(F1, . . . , Fh) satisfies the Serre condition Rη). If η = 1, then R/(F1, . . . , Fh) is
a normal domain and if η = 3, then R/(F1, . . . , Fh) is a UFD.

Remark 1.7. We write Ai(δ) (respectively, ηAi(δ)) for the ith entry of A(δ) (re-
spectively, ηA(δ)). That is, when the underscored notation is used, the value of the
function is a vector of integers. Note also that the functions B, ηB introduced below
always take values consisting of a single integer, and so are never underscored.

In case the vector space V has only one graded component, whose degree is d, so
that δ = (0, . . . , 0, n), we may write Ad(n) (respectively,

ηAd(n)) instead of Ad(δ)
(respectively, ηAd(δ)).

Remark 1.8. We may take A to be any ηA for η ≥ 1. However, it is frequently
the case that a smaller choice will yield regular sequences. For example, consider
an n-dimensional vector space of forms of the same degree d. If one has a level of
strength s ≥ 1 that guarantees that any n− 2 linearly independent elements form
a regular sequence such that the quotient by the ideal they generate is a UFD,
then strength at least s guarantees that any n independent forms in the vector
space give a regular sequence for the following reason. The first n − 2 define a
UFD by assumption, the next therefore gives a domain by Proposition 3.2(g), and,
consequently, the last is a nonzero divisor. The level of strength 3Ad(n − 2) will
always suffice for this argument, by Corollary 1.5.

Theorem 1.6 above implies the existence of small subalgebras (the precise state-
ment is given below): this is Theorem B in [2]. We give a brief discussion of the
argument in §2. It should be noted that the proof of this result gives an explicit
recursive formula for obtaining the functions ηB from the functions ηA.

We call a function of several integer variables ascending if it is nondecreasing as
a function of each variable when the other variables are held fixed.

We say that a sequence of elements G1, . . . , Gs in a Noetherian ring R is an
Rη-sequence if it is a regular sequence and for 0 ≤ i ≤ s, R/(G1, . . . , Gi) satisfies
the Serre condition Rη.

Theorem 1.9. There is an ascending function B from dimension sequences δ =
(n1, . . . , nd) to N+ with the following property. If K is an algebraically closed field
and V is a finite-dimensional N+-graded K-vector subspace of a polynomial ring R
over K with dimension sequence δ, then K[V ] is contained in a K-subalgebra of
R generated by a regular sequence G1, . . . , Gs of forms of degree at most d, where
s ≤ B(δ).

Moreover, for every η ≥ 1 there is a function ηB with the same property as above
such that, in addition, every sequence consisting of linearly independent homoge-
neous linear combinations of the elements in G1, . . . , Gs is an Rη-sequence.

In §2, we explain how Theorem 1.9 follows from Theorem 1.6, and also how The-
orem 1.9 yields bounds on projective dimension that prove Stillman’s conjecture.

Our main results here are as follows.

Theorem 1.10. Let V be a vector space of quadratic forms in R of dimension n
over K. If every element of V − {0} is (n − 1)-strong, every sequence of linearly
independent elements of V is a regular sequence. If η ≥ 1 and every element of
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V −{0} is (n−1+�η
2 	)-strong, then the quotient by the ideal generated by any subset

of V satisfies the Serre condition Rη. Hence, every sequence of linearly independent
elements of V is an Rη-sequence.

Note that this is equivalent to saying that one may take A2(n) = n − 1 and
ηA2(n) = (n− 1 + �η

2 	). See Theorems 4.14 and 4.20, and Corollary 4.21.

Theorem 1.11. A vector space of quadrics in the polynomials ring R that has
dimension n is contained in a polynomial subring generated by a regular sequence
consisting of at most 2n+1(n− 2) + 4 linear and quadratic forms. Hence, the pro-
jective dimension of R/I, where I is the ideal generated by these forms, is at most
2n+1(n− 2) + 4.

See Theorem 4.22.

Theorem 1.12. Let b = 2(n2+n3)+ η+1 if n2 
= 0, and 2(n2+n3)+ η if n2 = 0.
Let J(b) = (2b+1)(b− 1) if the characteristic is not 2 or 3, J(b) = 2(2b+1)(b− 1)
if char(K) is 2, and J(b) = 2b2 − b if char(K) is 3. Then we may take

ηA(n1, n2, n3) =
(
0, � b

2
	+ n1, J(b) + n1

)
.

See Theorem 6.4.
Our construction of the functions A, ηA in degrees 3 and 4 will depend on proving

the existence of certain key functions Ki(k). Note that by Proposition 3.3, one
element of a vector space of forms of degree h is k-strong if and only if a Zariski
open subset of the vector space consists of forms that are k-strong: the set of
k-strong forms of a given degree h is Zariski open in Rh.

Definition 1.13. If F is a form in a polynomial ring K[X1, . . . , XN ] over K, we
write DF for the K-vector space spanned by the partial derivatives of F . One
may also think of DF as the image of F under all K-derivations from R to R
that are homogeneous of degree −1, and so it is unaffected by K-linear changes of
coordinates in R.

We say Ki is a key function for degree i ≥ 3 and for a specified set S of char-
acteristics if, independent of the algebraically closed field with a characteristic in
S and the number of variables N , for any form F of degree i, if F is Ki(k)-strong,
then the elements in a Zariski dense open subset of DF are k-strong (equivalently,
one element in DF is k-strong).

Our primary goal in what follows is to construct key functions for degree 3 in all
characteristics and for degree 4 in characteristic not 2 or 3.

We shall not need the notion of key function for degree 2 or smaller in our proofs
of the existence of ηA or ηB. One can make the same definition if i = 1 or i = 2.
The restriction one needs on the 1-form when i = 1 is that it not be 0: this implies
that some partial has infinite strength. Thus, we may take K1(k) = 0 for all k.
If i = 2, the condition needed on the quadratic form if the characteristic is not
2 is that it not be 0, for then some partial derivative does not vanish and it has
infinite strength. If the characteristic is 2, we need that the form not be a square,
which follows if it has strength 1. Thus, we may take K2(k) = 0 for all k if the
characteristic is not 2, and K2(k) = 1 for all k if the characteristic is 2.

The following result plays an important role in our treatment of K3 in charac-
teristic not 2 or 3.
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Theorem 1.14. Let K be an algebraically closed field of characteristic 
= 2. Let
V be a vector space of quadratic forms that is not contained in an ideal generated
by 2k or fewer linear forms. Then there exists a Zariski dense open subset of V
consisting of quadratic forms with no k-collapse.

See Theorem 4.8.

Theorem 1.15. For any algebraically closed field K of characteristic 
= 2, 3, we
may take K3(k) = 2k.

Theorem 1.15 is immediate from Theorem 6.2 below in the case b = 1.
We also consider functions Jd, which we call J-rank functions, such that if a form

F of degree d has strength at least Jd(k), then the height of the ideal generated by
F and DF is at least k. This is the same as requiring that V (F ) be Rk−2 for k ≥ 2.
The functions Jd coincide with the function ηA for a vector space spanned by one
form of degree d, with a shift in the index. See Discussion 5.4 and Definition 5.5
below. J-rank functions can be used to construct the functions ηA in general; see
Theorem 5.6. When the characteristic is greater than d, one can use key functions
to construct J-rank functions, and this is the basis for our theorems on the existence
of ηA in degrees 3 and 4 when the characteristic is not 2 or 3. See Theorem 5.8 and
Corollary 5.9.

For degree 3, if the algebraically closed field has characteristic 2 or 3, we instead
use a direct construction to obtain our main result on the existence of J3(k).

Theorem 1.16. Let R be a polynomial ring over an algebraically closed field K.
If K has characteristic 2, then we may take J3(k) = 2(k − 1)(2k + 1). If K has
characteristic 3, we may take J3(k) = 2k2 − k.

See Theorem 6.3. Note that these expressions for J3 are not much worse than
the result one can obtain for characteristic not 2, 3 using Theorem 1.15, namely
J3(k) = (2k + 1)(k − 1). See also Theorem 6.1.

The following is one of our main results here: it shows that one can construct the
functions ηA explicitly (and, hence, the functions ηB) up through degree d whenever
one can construct the functions Ki for i ≤ d.

Theorem 1.17. Let K be an algebraically closed field of characteristic 0 or > d,
where d ≥ 3, and let R = K[x1, . . . , xN ]. Suppose that for 2 ≤ i ≤ d−1, we have a
function Ai : N+ → N+ such that if a vector space of forms of degree i of dimension
n is Ai(n)-strong, then every sequence of linearly independent forms of V is a
regular sequence. Suppose also that for every i, 2 ≤ i ≤ d, we have a key function
Ki that is also nondecreasing. Let δ = (n1, . . . , nd) be a dimension sequence. Let
h be the number of nonzero elements among n2, . . . , nd, and let n′ = n2+ · · ·+nd.
Let b := h − 1 + 2n′ + η. Then we may define ηA(δ) =

(
ηA1(δ), . . . ,

ηAd(δ)
)
as

follows:

(1) ηA1(δ) := 0.
(2) ηA2(δ) := � b

2	+ n1.

(3) For 3 ≤ i ≤ d, ηAi(δ) := Ki

(
bAi−1(b)

)
+ b− 1 + n1.

Then whenever a vector space V of forms in R with dimension sequence δ is ηA(δ)-
strong, every sequence of linearly independent forms in V is an Rη-sequence.

Theorem 1.17 is proved in §5, following the proof of Corollary 5.9, after a sub-
stantial number of preliminary results are established.
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Corollary 1.18. With hypothesis as in Theorem 1.17, if δ = (0, . . . , 0, n), cor-
responding to an n-dimensional vector space whose nonzero forms all have degree
d ≥ 3, then we may take ηAd(δ) = Kd

(
(2n+ η)Ad−1(2n+ η)

)
+ 2n+ η − 1.

Proof. This is immediate from Theorem 1.17, since in this case h = 1, n′ = n, and
b = 2n+ η. �

Our main result in degree 4 is to give an explicit formula for K4: coupled with
Theorem 1.17, one obtains the functions A, ηA for degree up to 4. However, for
this result we must exclude characteristics 2 and 3. See Theorem 10.2 and Corol-
lary 10.4.

Theorem 1.19. Let K be an algebraically closed field of characteristic not 2 or 3.
Then K4(k) = 6k(k + 1)4k(k+1) + (k + 1)2.

2. Deriving Stillman’s conjecture and the functions
ηB

from the functions
ηA

We describe first the algorithm for obtaining ηB for ηA (and B from A, which is
the same argument) from [2].

One linearly orders the dimension sequences δ = (δ1, . . . , δd) so that δ < δ′

precisely if δi < δ′i for the largest value of i for which the two are different. This
is a well-ordering. Assume that ηB is known for all values of all predecessors of
δ. If the vector space is ηA(δ)-strong, it satisfies Rη and we are done. If not, for
some i an element of Vi has an

ηAi(δ)-collapse, and we can express the element in
terms of at most 2 · ηAi(δ) forms of lower degree. This enables us to form a new
vector space in which δj remains the same for j > i, δi decreases by 1, and the δh
for h < i increase by a total of 2 · ηAi(δ). If we let δ′ run through all dimension
sequences with the properties just described (these automatically precede δ in the
well-ordering), we may take ηB(δ) = maxδ′{ηB(δ′)}.

Once we have the functions ηB, it is easy to use them to give bounds on projective
dimension independent of the number of variables. Suppose one wants to give a
bound C(r, s, d) on the projective dimension of the cokernel of an r× s matrix over
a polynomial ring R whose entries (which need not be homogeneous) have degree at
most d. Each entry is the sum of at most d forms of positive degree and, possibly,
a scalar. Hence, all of the entries of the matrix are in a ring generated by rsd
forms of positive degree at most d. The function ηB places all of these forms in a
subalgebra of R generated by, say, B forms of degree at most d that form a regular
sequence, where B depends on r, s, and d but not in the number of variables. The
regular sequence generates a polynomial ring A such that R is flat (even free) over
A. (We may extend the regular sequence to a homogeneous system of parameters,
and R is free over the ring the parameters generate.) The minimal free resolution
over A has length at most B, and this is preserved by the flat base change to R.

3. Basic results on strength and safety

Then notions of k-collapse and strength were discussed briefly earlier; see Dis-
cussion 1.2. In this section we introduce the additional notions of collective collapse
and safety, and systematically study all of these properties.

Definition 3.1 (Collective collapse and safety). A set F of forms of a graded K-
algebra R is k-safe if it is not contained in an ideal generated by k forms of positive
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degree. The statement for the set of forms F is evidently equivalent to the same
statement for the ideal the forms in F generate. Note that in this definition there
is no restriction on the degrees of the k forms, which is an important difference
between safety and strength conditions. The degrees of the generators of the ideal
can always be taken to be at most the highest degree of a form in the set F . If
the set of forms F is not k-safe, we shall say that it has a collective k-collapse. In
the discussion below, we refine this terminology to keep track of how many of the
k forms that give the collapse have the highest degree of an element of the set F .

If the highest degree of a form in the set F is d, we shall say that the set of
forms F has a collective (k−h, h)-collapse, where 0 ≤ h ≤ k, if it is contained in an
ideal generated by at most k − h forms of degree at most d− 1, which we call the
auxiliary ideal for the collective (k − h, h)-collapse, and at most h forms of degree
d. We refer to the K-vector space generated by these h d-forms as the auxiliary
vector space for (k − h, h)-collapse.

We shall refer to a collective (k, 0)-collapse as a strict collective k-collapse. In
the case of a single form f , a collective (k, 0)-collapse is the same as a k-collapse,
defined earlier. However, we may also use the term strict k-collapse, to emphasize
that the degrees of the generators are strictly smaller than deg(f).

If a set of forms does not have a collective (k − h, h)-collapse we say that it is
(k − h, h)-safe. Thus, a set of forms F is k-safe if and only if there do not exist
integers k0, h ∈ N such that k0 + h ≤ k and F has a (k0, h)-collapse.

Proposition 3.2. Let K be a field and let R be an N-graded K-algebra. Let V
be a finite-dimensional graded K-vector subspace of R with dimension sequence
(n1, . . . , nd). Let κ = (k1, . . . , kd) and λ = (h1, . . . , hd) be elements of Nd. Let k
and h be positive integers. We write κ+ h for (k1 + h, . . . , kd + h).

(a) If V is κ-strong and hi ≤ ki for 1 ≤ i ≤ d, then every graded K-vector
subspace of V is λ-strong. Hence, if V is k-strong and h ≤ k, then every
graded K-vector subspace of V is h-strong.

(b) If the sequence F1, . . . , Fm is κ-strong, the sequence G1, . . . , Gn is κ′-
strong, and deg(Fi) 
= deg(Gj) for all i, j, then F1, . . . , Fm, G1, . . . , Gn is
κ′′-strong, where for each degree s that occurs, κ′′

s is κs (respectively, κ′
s) if

s is the degree of some Fi (respectively, some Gj).
(c) If G1, . . . , Gh, F1, . . . , Fn is (κ+ h)-strong and deg(Gi) ≤ deg(Fj) for all

i and j (which is automatic if the Gi are linear forms), then the image of
the sequence F1, . . . , Fn is κ-strong in R/(G1, . . . , Gh)R. If V is (κ+ h)-
strong and contains no linear forms, and W is a vector space generated by
linear forms with dimKW ≤ h, then the image of V is κ-strong in R/(W ).

(d) If a family of forms of positive degree is k-safe, then so is every larger
family.

(e) If a set of forms of positive degree is (k + h)-safe, then it is still k-safe if
one omits h elements.

(f) Suppose that V is κ-strong, that F ∈ V has degree e, and that F is part
of a basis B for V consisting of forms. Let n′ be the number of forms in

B of degree < e, i.e., n′ =
∑e−1

j=1 nj, and let G1, . . . , Gm be any forms

in R having positive degrees < e. Suppose that n′ + m ≤ ke (respectively,
< ke). Let I be an ideal of R generated by the G1, . . . , Gm, a subset of
the elements of B different from F , and a set of forms of R of degree > e.
Then F is nonzero (respectively, irreducible) modulo I.
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(g) If V is k-strong for k ≥ 1, the elements of V −{0} all have the same degree,
and F1, . . . , Fh is any sequence of K-linearly independent elements of V ,
then each Fi is irreducible modulo the ideal generated by the Fj for j 
= i.

Proof. (a) and (d) are immediate from the definitions. Part (b) follows from the
fact that in checking the condition (including whether one has linear independence),
one need only consider linear combinations of forms of the same degree.

For part (c), if one has a ki-collapse of a homogeneous element F of degree i
mod (G1, . . . , Gh)R or if F becomes 0, then there is a homogenous lifting, which

means that F =
∑ki

s=1 PsQs +
∑h

t=1 HtGt where deg(Ps) + deg(Qs) = deg(F ) = i
for every s, and deg(Ht) + deg(Gt) = i unless Ht = 0. The Gt of degree i have
scalar coefficients: let G be the sum of all such terms on the right. The other
Gt with nonzero coefficients have degree strictly smaller than i. Then F − G is a
nonzero form of degree i (since the original elements are linearly independent over
K) that has a (ki + h)-collapse in R, since the other nonzero terms have a factor
of degree smaller than i. The second statement follows from the first, because
W + V = W ⊕ V is also (κ + h)-strong (a vector space of linear forms is t-strong
for all positive integers t).

For part (e), if the forms are contained in a k-generated homogeneous ideal I
after forms G1, . . . , Gh are omitted, then the original forms are contained in the
ideal I + (G1, . . . , Gh)R.

In part (f), the parenthetical statement about reducibility follows from the first
statement: if F reduces, we may include a representative of one of the factors among
the Gj , which increases m by 1. If the conclusion of the main statement fails, then
for a K-linear combination F ∗ of forms of degree e in B other than F , F −F ∗ ∈ V
would be 0 modulo the ideal J generated by G1, . . . , Gm and the elements of B of
degree < e (by a degree argument, we do not need to consider the generators of
degree > e). Since J has at most m + n′ generators, this expresses F − F ∗ as a
sum of multiples of at most m+ n′ forms of strictly lower degree. Since F − F ∗ is
a nonzero form of V , this contradicts the fact that ke ≥ m+ n′. Part (g) is a very
special case of (f) in which n′ = m = 0. �

In the following result, note that 0 has a strict k-collapse for all k ≥ 0, and so is
an element of all the sets asserted to be Zariski closed in Rd.

Proposition 3.3. Let K be an algebraically closed field, and let R be a polynomial
ring in finitely many variables over K. Let d ≥ 1 be an integer and let Rd denote
the K-vector space of d-forms in R. Let k be a positive integer, and let d1, . . . , dk
be positive integers that are ≤ d.

(a) The set of elements f of Rd that are contained in an ideal I with k genera-
tors f1, . . . , fk such that fi ∈ Rdi

is Zariski closed in Rd. The set of points
of P(Rd) represented by such a nonzero f is Zariski closed in P(Rd).

(b) Let h ∈ N. The set of elements f of Rd that have a (k, h)-collapse is Zariski
closed in Rd. The set of points of P(Rd) represented by such a nonzero f
is Zariski closed in P(Rd).

(c) The set of elements f of Rd having a strict k-collapse is Zariski closed in
Rd. The set of points of P(Rd) represented by such a nonzero f is Zariski
closed in P(Rd).
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Proof. (a) The second statement implies the first. Let ei = d − di for 1 ≤ i ≤ k.
For the projective case, consider the subset Z of

Y = P(Rd1
× · · · ×Rdk

)× P(Re1 × · · · ×Rek)× P(Rd)

consisting of points with representatives
(
(f1, . . . , fk), (g1, . . . , gk), f)

)
such that∑k

i=1 figi = f . It suffices to see that Z is closed in Y , since Y is projective and
the set described in the theorem is its image under the third coordinate projection
to P(Rd). Let aλ be the coefficients of the fi, let bμ be the coefficients of the gi,
and let cν be the coefficients of f , where ν, for example, indexes the monomials of

degree d in R. The coefficients of
∑k

i=1 figi are polynomials of bidegree (1,1) in the
aλ and bμ: suppose that the coefficient of the monomial indexed by ν is hν(a, b).
If s denotes the dimension of Rd, Z is defined by the vanishing of the 2× 2 minors
of a 2 × s matrix whose columns are indexed by the ν, and such that the column
corresponding to ν is

(
hν
cν

)
. These minors are (1, 1, 1)-homogeneous polynomials in

the aλ, bμ, and cν . Thus, Z is closed, and so is its projection.
(b) and (c). The set in (b) is the finite union of the sets corresponding to all

choices of d1, . . . , dk+h such that for precisely h values of i, di = d, while for all
other values of i, di < d. Each of these sets is closed by part (a), and, hence, so is
the union. Part (c) is the special case of (b) where h = 0. �

Remark 3.4. See also Corollary 4.4 for an alternative proof of part (c) in the case
of quadratic forms.

Proposition 3.5. Let K ⊆ L be algebraically closed fields. Let R = K[x1, . . . , xN ]
be a polynomial ring, and S = L⊗K R ∼= L[x1, . . . , xN ]. Let a ≤ k, h ∈ N.

(a) Let F be a form of positive degree d in R, and let d1, . . . , dk and e1, . . . , ek
be two sequences of positive integers such that di + ei = d for 1 ≤ i ≤ k.

Suppose that F can be written in the form
∑k

i=1 GiHi, where every Gi ∈ S
has degree di or is 0 and every Hi ∈ S has degree ei or is 0. Also suppose
that G1, . . . , Ga ∈ R. Then F can be written in the same form over R
without changing G1, . . . , Ga.

(b) Let F be a form in R. F has a k-collapse in R if and only if it has a
k-collapse in S.

(c) A sequence of forms in R is k-strong if and only if it is k-strong in S.

(d) Let κ = (k1, . . . , kd) ∈ Nd. A graded vector space V ⊆
⊕d

i=1 Ri is κ-strong
if and only if L⊗K V is κ-strong in S.

(e) A finite set of forms in R (or a finite-dimensional graded K-vector subspace
of R, or a homogeneous ideal of R) is k-safe (respectively, (k, h)-safe) if
and only if it is k-safe (respectively, (k, h)-safe) in S.

Proof. (a) Let G̃i = Gi for i ≤ a, let G̃a+1, . . . , G̃k ∈ R have degrees da+1, . . . , dk,

respectively, in x1, . . . , xN with unknown coefficients, and let H̃1, . . . , H̃k be poly-
nomials in x1, . . . , xN of degrees e1, . . . , ek, respectively, with unknown coeffi-
cients. Equating coefficients of distinct monomials in the variables x1, . . . , xN in

F −
∑k

i=1 G̃iH̃i to 0 yields a finite system of polynomial equations over K in the

finitely many unknown coefficients of G̃a+1, . . . , G̃k and H̃1, . . . , H̃k. Since there
is a solution in L, there is a solution in K by Hilbert’s Nullstellensatz.
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Note that the “only if” parts of (b) and the “if” parts of (c), (d), and (e) are
obvious. We need to prove the other parts. (b) is immediate from (a), and (c)
follows from (d).

To prove (d), suppose that a form in (L ⊗K V )e ∼= L ⊗K Ve has a ke-collapse.
Choose a basis G0, . . . , Ga for Ve. Then some nonzero L-linear combination of
G0, . . . , Ga has a ke-collapse, and one of the Gi has a nonzero coefficient. We may
assume without loss of generality that this coefficient is 1, and, by renumbering, that

i = 0. Let F = G0. Then have an expression F =
∑a

i=1 FiGi +
∑ke

j=1 HjPj , where

the Fi, Hj , and Pj are in S and satisfy certain degree constraints (in particular, Fi

has degree 0 for 1 ≤ i ≤ a, while the degrees of the polynomials Hj , Pj are strictly
smaller than deg(F )), and we may apply part (a).

The proof of (e) is similar to the proof of (a). The problem for a finite set of
forms F1, . . . , Fs is the same as for the K-vector space or the ideal they generate,
and we work with the first case. If the Fi are all in an ideal generated by k forms
G1, . . . , Gk of positive degree over L, each Fi will be a linear combination of these
over S: replace the coefficients of the Gj and of their multipliers in the expression
for each Fi by unknowns. One is led to a system of equations over K which has a
solution in L. Therefore it has a solution in K. In the case of (k, h)-safety there
are additional constraints on the degrees, but the equational nature of the problem
is unchanged. �

4. Quadratic forms

We briefly discuss quadratic forms in the polynomial ring R = K[x1, . . . , xN ]
in N variables over an algebraically closed field. There are differences between
the case when the characteristic is not 2 and when it is 2. This will not have a
large effect on our study of quadratic forms, but the problem turns out to be much
greater when studying cubic forms.

Background and basic results.

Discussion 4.1. If the characteristic is not 2, a quadratic form F is determined by a
symmetric matrix M of scalars: in fact, M = 1

2

(
∂2F/∂xi∂xj

)
. We refer to the rank

of M as the rank of the quadratic form F , and note that the rows of 2M correspond
to the partial derivatives ∂F/∂Xi: the entries of the ith row give the coefficients
of the linear form ∂F/∂Xi. Hence, the rank of F is the same as the dimension

of the vector space DF = {DF : D ∈ DerK(R,R)}. If X =
(
x1 . . . xN

)tr
, then(

F
)
= XtrMX. If X = AY , where Y is a (possibly different) basis for the linear

forms of R, then XtrMX = Y tr(AtrMA)Y . By a change of basis, the matrix M
can be brought to a very special form: the direct sum of an r × r identity matrix
Ir and an (N − r) × (N − r) zero matrix. Thus, for a suitable choice of A, F is
represented as the sum of r squares of mutually distinct variables. Since x2

1 + x2
2

can be written as y1y2 after a change of basis, a quadratic form of rank r can be
written as

x1x2 + · · ·x2h−1x2h

if r = 2h is even and as

x1x2 + · · ·+ x2h−1x2h + x2
2h+1

if r = 2h+ 1 is odd.
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If the characteristic of K is 2, quadratic forms are classified in [3]. There is a
primarily expository version in [29]. In this case, we define the rank of the quadratic
form F to be the least number of variables occurring in F after a linear change of
coordinates. This can be taken as the definition of rank in all characteristics.

By the classification of quadratic forms over an algebraically closed field one has
the following.

Proposition 4.2. If K is an algebraically closed field of arbitrary characteristic
and F is a quadratic form of rank r, then, after a linear change of variables, F can
be written either as

x1x2 + · · ·+ x2h−1x2h (r = 2h)

or as
x1x2 + · · ·+ x2h−1x2h + x2

2h+1 (r = 2h+ 1).

In both cases, the dimension of the K-vector space DF is r except in characteristic
2 when r is odd, in which case the dimension of DF is r − 1.

F is in the ideal generated by DF except when the characteristic of K is 2 and
r is odd, in which case it is in the ideal generated by DF and one additional linear
form. �

From this we have the following at once.

Proposition 4.3. If K is any algebraically closed field and F is a quadratic form
of rank r, then F has a k-collapse if and only if k ≥ � r

2	. Equivalently, F has a
k-collapse if and only if the rank of F is at most 2k.

Also, if DF has dimension at most t, then F is not � t
2	-strong if the characteristic

of K is not 2, and is not � t+1
2 	-strong if the characteristic of K is 2. �

The following result was proved by a different method in Proposition 3.3(c). The
proof below offers a perspective with some advantages for the case of quadratic
forms in characteristic 
= 2.

Corollary 4.4. Let K be any algebraically closed field of characteristic 
= 2 and let
R = K[x1, . . . , xN ] be a polynomial ring. Let k ∈ N+. Then the set of quadratic
forms that have a strict k-collapse is closed in the vector space R2 of 2-forms.

Proof. This set is defined by the ideal of 2k+1 size minors of the symmetric matrix
M of Discussion 4.1. �
Discussion 4.5. Let K be an algebraically closed field, and let R be the polyno-
mial ring K[x1, . . . , xN ]. It is well known that when the characteristic of K is not
2, the determinant of (∂2F/∂xi∂xj) vanishes if and only if the form has rank less
than N , and this is also true in characteristic 2 when N is even. A similar criterion
exists in characteristic 2 for the case where N is odd. If one lets the coefficients
of the form be indeterminates over Z, one can compute the determinant as a poly-
nomial in these indeterminates. The coefficients turn out to be even integers, and
so one can consider the polynomial over Z in the coefficients obtained by dividing
by 2, sometimes called the reduced discriminant or the half-discriminant. It is then
correct that the form has rank less than N over any field K, regardless of charac-
teristic, if and only if the half-discriminant vanishes. Moreover, in the case where
N is odd in characteristic 2, the half-discriminant agrees with the result of sub-
stituting for every xi in F the Pfaffian of the matrix (∂2F/∂xi∂xj) corresponding
to deletion of the ith row and column. See [11], [22], and [27]. Hence, the forms

Licensed to Univ of Michigan. Prepared on Wed Jul 29 13:56:59 EDT 2020 for download from IP 141.211.4.224.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



STILLMAN BOUNDS IN DEGREE ≤ 4 4769

of rank less than N form a subvariety of codimension 1 in the vector space of all
quadratic forms in all characteristics. Also, it follows that if F and G are any two
linearly independent quadratic forms in R, then for some choice of a, b ∈ K, not
both 0, the form aF + bG has rank less than N : the vector space KF +KG must
have nontrivial intersection with the codimension 1 variety of quadratic forms of
rank at most N − 1.

Proposition 4.6. Let K be an algebraically closed field, and let F, G be quadratic
forms in a polynomial ring R = K[x1, . . . , xN ] over K such that F has rank r.

(a) For any G and in all characteristics, for all but at most r choices of c ∈ K,
the rank of cF +G is at least r.

(b) Suppose that the characteristic of K is 
= 2 or that r is even. If G is not
in the ideal (DF )R, then for all but at most r choices of c ∈ K, the rank
of cF +G is at least r + 1.

(c) If K has characteristic 2 and the rank of F is odd, then either G is the sum
of a quadratic form in (DF )R and the square of a linear form, or for all
but at most r − 1 choices of c ∈ K, the rank of cF +G is at least r + 1.

Proof. For any quadratic form H, we use MH for the Hessian matrix of H.
We first prove (a) when K has characteristic not 2 or characteristic 2 and the

rank r is even. After a change of basis, we may assume that the matrix MF of F
is the direct sum of an r × r matrix M0 and a zero matrix, where M0 is either an
r × r identity matrix or the direct sum A of r/2 copies of Λ = ( 0 1

1 0 ), depending
on whether the characteristic is not 2 or 2. The determinant of the size r square
submatrix in the upper left corner of cMF + MG is a monic polynomial in c of
degree r. This shows that for all but at most r choices of c, the rank of cF +G is
at least r.

If G is not in (DF )R first suppose that MG has a nonzero entry aij for i, j > r,
which is always true if the characteristic is not 2. Consider the size r + 1 square
submatrix of cMF +MG that contains the r× r submatrix in the upper left corner
and the i, j entry. The determinant of this submatrix is a polynomial in c whose
highest degree term is aijc

r, and so this polynomial is nonzero except for at most
r values of c, and the rank of cF +G is at least r + 1 except for these values.

In the remaining cases for (a), (b), and (c) we may now assume that the field has
characteristic 2 and that with F0 = x1x2+ · · ·+x2h−1x2h, we have that r = 2h and
F = F0 or that r = 2h+1 and F = F1 = F0+x2

2h+1. We may writeG = P+Q where
P is in the ideal generated by x1, . . . , x2h = (DF ) and Q ∈ K[x2h+1, . . . , xN ]. It
remains to prove part (a) when the rank of F is odd, part (b) when the rank of
F is even and Q is a nonzero square (otherwise some aij for i, j > r is nonzero,
a case which has already been covered), and part (c). In considering part (c), we
may assume that Q is not a square.

Part (a) for forms F of odd rank in characteristic 2 may be deduced as follows.
We have assumed that F can be expressed in terms of x1, . . . , xr. It suffices to
prove the statement after specializing the other variables to 0. But then cF+c′G has
maximum rank if and only if its half-discriminant is not 0, and this is a homogeneous
polynomial of degree r in c and c′ which is nonzero when c = 1, c′ = 0. Hence, cr

has nonzero coefficient in K. It follows that when we substitute c′ = 1, there are
at r most values of c for which the half-discriminant vanishes. We have now proved
part (a) in all cases.
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We next prove the remaining case of part (b). We may assume that r = 2h is
even and that Q is a square. We may make a change of variables, and then we might
as well assume that Q = x2, where x = x2h+1. Since the rank can only drop when
we kill xj for j > 2h+ 1, we may assume that x1, . . . , x2h+1 are all the variables.
Then we may assume F = F0 and G = P + x2 where P ∈ (x1, . . . , x2h)R. Note
that MF is the direct sum of h copies of Λ = ( 0 1

1 0 ) and a 1 × 1 zero matrix. We
want to prove that except possibly for 2h values of c, the rank of cF +G is 2h+1.

By Discussion 4.5 a quadratic form H in 2h + 1 variables has rank 2h + 1 if
and only if H is nonzero at (p1, . . . , p2h+1), where pi is the Pfaffian of the matrix
obtained by omitting the ith row and column of the Hessian MH . Consider the
Pfaffians of cMF +MG. Then p2h+1 is monic in c of degree h (its square is monic
of degree 2h), while all of the other Pfaffians pi, 1 ≤ i ≤ 2h, are polynomials in c
of degree at most h − 1 (their squares are polynomials of degree at most 2h − 2).
When we substitute the pi into cF + G, the largest power of c that can occur in
cF is c(ch−1)2 = c2h−1. Likewise, the terms of G other than x2 yield polynomials
in c of degree at most 2h − 1, because G is in the ideal generated by x1, . . . , x2h.
Thus, the x2 term contributes a unique term of degree c2h with coefficient 1, and
so the value of cF +G at (p1, . . . , p2h+1) is a monic polynomial in c of degree 2h.
Hence, there are at most r = 2h values of c such that cF +G has rank strictly less
than 2h+ 1 = r + 1.

Finally, to prove (c) we may assume that F = F1 has rank 2h + 1, and that
G = P + Q, where P ∈ (x1, . . . , x2h)R and Q ∈ K[x2h+1, . . . , xN ] − {0} is not a
square. Hence, Q has a term that is ax2h+1xj for j > 2h+1 or, if not, a term that
is axjxk where k > j > 2h + 1, where in both cases, a ∈ K − {0}. In the latter
case we may kill xk − x2h+1, and so reduce to the former case. Consider the size
2h+2 square submatrix D of the matrix of cF1+G corresponding to the rows and
columns numbered 1, 2, . . . , 2h+1, j. D has the block form

(
cA+B C
Ctr aΛ

)
, and where

A is the direct sum of h copies of Λ = ( 0 1
1 0 ). The determinant of D is a polynomial

in c in which the highest degree term is a2c2h. Hence, the rank of cF +G is at least
2h+ 2 = r + 1 for all but at most r − 1 values of c. �

Corollary 4.7. Let K be an algebraically closed field and let V be a vector space
of quadratic forms in a polynomial ring R over K. Let F ∈ V have maximum rank
among forms in V . If the characteristic is not 2, then V is contained in the ideal
(DF ). If the characteristic of K is 2, then the image of V modulo the ideal (DF )
is a vector space whose nonzero elements are squares of linear forms.

Proof. If F has maximum rank and G ∈ V is not in (DF ), then by Proposition 4.6,
when the characteristic is not 2 we can construct a form cF + G of larger rank,
while if the characteristic is 2 we can do that unless the image of G modulo DF is
a square. �

The following result, Theorem 4.8, plays an important role in the analysis of the
case of cubics if the characteristic is not 2.

Theorem 4.8. Let K be an algebraically closed field of characteristic 
= 2. Let V
be a vector space of quadratic forms that is (2k, 0)-safe, i.e., not contained in an
ideal generated by 2k or fewer linear forms. Then there exists a Zariski dense open
subset of V consisting of quadratic forms with no k-collapse.
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Proof. By Corollary 4.4 the forms with a k-collapse are closed, and so it suffices
to show that there is at least one element of V with no k-collapse. Assume that
every element of V has a k-collapse. Let r denote the rank of a form F ∈ V , with
r as large as possible. Then k ≥ � r

2	 and r ≤ 2k. By Corollary 4.7, V must be
contained in (DF )R. But then V is not (r, 0)-safe, and so is not (2k, 0)-safe, a
contradiction. �

Note that Theorem 4.8 is false in characteristic 2. In fact, more generally, in
any positive characteristic p, the forms xp

1, . . . , x
p
N are (N − 1)-safe, but any linear

combination of them has a 1-collapse if K is perfect. However, one can still handle
the case of cubics in characteristic 2 with a careful application of Corollary 4.7.

Existence of ηA in degree 2. In this section we show the existence of the functions
ηA(n1, n2). We begin with an analysis of when a vector space of quadratic forms con-
sists entirely of reducible elements, and the strength conditions needed to guarantee
that the quotient of a polynomial ring by an ideal generated by one or two quadratic
forms is reduced, or a domain, or a normal domain, or a UFD, and so forth. When
the base field K is understood and S is a set of linear forms, we denote by 〈S〉2 the
degree 2 component of K[S], i.e., the set of quadratic forms expressible as K-linear
combinations of products of two elements of S. E.g., 〈x, y〉2 = Kx2 +Kxy +Ky2.

Proposition 4.9. Let V be a K-vector subspace of R2. If every element of V is
reducible, then either:

(1) V is contained in a 1-linear prime of R, or
(2) V is contained in 〈u, v〉2 for variables u, v ∈ R1, or
(3) K has characteristic 2 and every element of V is the square of a linear

form.

Proof. Let W be the span of all the squares in V . If W is all of V , then we are done
if the characteristic is 2, since (3) holds. If the characteristic is not 2 and there are
three or more squares of independent linear forms we have a contradiction because
x2 + y2 + z2 is irreducible when x, y, z are variables. Thus, there are at most two,
and (2) holds. Henceforth we assume that W is a proper subspace of V .

Choose an element, which must factor xy, of V −W . Let T = 〈x, y〉2. We may
assume that V is not contained in T , or (2) holds.

Now consider any other element of V − (W ∪ T ) (V is spanned by these). Call
this element uv. Then u, v, x, y cannot be independent, since uv + xy would then
be irreducible. Moreover, u, v are not both in Kx+Ky, or else uv ∈ T . Consider
a K-linear relation on u, v, x, y. This relation cannot involve both u and v with
nonzero coefficient. If it does, then we can solve for one of them: say v = u+ax+by
(the coefficient of u may be absorbed into u). Here, x, y, u must be variables. Then
u(u+ ax + by) + cxy = u2 + (ax+ by)u + cxy must be reducible for all choices of
c. This contradicts the following fact:

(†) If u, x, y are variables and a, b, c ∈ K, then for fixed a, b, u2+(ax+by)u+cxy
reduces only when c = 0 or when c = ab. In particular, there is a value of c for
which it is irreducible.

(To see this, note that since K[x, y] is normal, if there is a factorization it must
be as (u+L1)(u+L2) where L1, L2 ∈ K[x, y]. Then L1L2 = cxy with c 
= 0 implies
that L1 = a′x and L2 = b′y, say, where a′b′ = c. Since a′x + b′y must be ax + by,
we must have a′ = a and b′ = b as well. This establishes the conclusion of (†).)
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Hence, one of u, v, say u, depends linearly on x, y, while x, y, v are variables.
Thus, for every element uv of V − (W ∪ T ), we have that one factor is in Kx+Ky
while the other is K-linearly independent of x, y. Suppose u = ax + by where
a, b 
= 0. Then (ax + by)v + xy is irreducible, since it is linear in v and the
coefficients of v are relatively prime. Thus, a or b must be in 0, and so every element
of V − (T ∪W ) is in xR1 or in yR1. This yields that V ⊆ T ∪W ∪ xR1 ∪ yR1, and
so V is contained in xR1 or yR1, and (1) holds. �

We next consider the case of a single quadratic form, where the behavior is well
known.

Proposition 4.10. Let R be a polynomial ring in finitely many variables over an
algebraically closed field K and let F be a nonzero quadratic form of R. If the rank
of F is r ≥ 1, then the ideal generated by F and its partial derivatives in R has
height r. Hence, if r ≥ 2, the codimension of the singular locus in R/FR is r − 1,
so that R/FR satisfies the Serre condition Rr−2. If F is k-strong for k ≥ 1, then
rank of F is ≥ 2k + 1, and so R/FR satisfies R2k−1. Hence, R/FR satisfies Rη if
k ≥ �(η + 1)/2	.
Proof. If the characteristic of K is not 2, or if the characteristic is 2 and F has even
rank, the partial derivatives of F span a vector space of dimension r, and F is in
the ideal they generate. Hence, the ideal generated by F and its partial derivatives
has height r, and the height of the defining ideal of the singular locus in R/FR is
r − 1. If the characteristic is 2 and F has odd rank, we may assume that F has
the form x1xh+1 + · · · + xhx2h + x2

2h+1. The ideal generated by F and its partial

derivatives in R is (x1, . . . , x2h) + (x2
2h+1), and the height is still r = 2h+ 1. �

Remark 4.11. Note that by Corollary 1.5, if F has rank 5 or more (equivalently, if
F is 2-strong), then R/FR is a UFD. This is a much more elementary result which
follows from the classification of quadratic forms and Lemma 4.13 below.

We first note the following result of Nagata; see [34], Theorem 6.3, and its
corollary.

Lemma 4.12. Let f be a nonzero prime element in a domain R. Then R is a
UFD if and only if Rf is a UFD. �
Lemma 4.13. Let A be a UFD and let R = A[x1, x2] be a polynomial ring over A.
Let F = x1x2 + G where G ∈ A[x1] and G(0) = a ∈ A − {0} is irreducible. Then
S = R/FR is a UFD.

Proof. First note that F is irreducible in the UFD R, since it is linear in x2 and the
coefficients have greatest common divisor 1. Hence, S is a domain. The hypothesis
also yields that x1 is prime in S (the quotient is (A/aA)[x2], a domain). Hence,
by Lemma 4.12, S is a UFD if and only if Sx1

is a UFD. But once we localize at
the element x1, the equation F is, up to a unit, x2 + x−1

1 G, and killing FR yields
A[x1]x1

, a UFD. �
The following result describes behavior for a vector space of quadratic forms of

dimension n. We state the general result, then prove the case where n = 2, which
plays a special role in the proof of the general result.

Theorem 4.14. Let K be an algebraically closed field and let R be a polynomial
ring over K. Let F1, . . . , Fn be linearly independent quadratic forms in R, where
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n ≥ 2, and let V be the K-vector space they span. Let I = (F1, . . . , Fn)R. If V
is k-strong for k ≥ n− 1, then F1, . . . , Fn is a regular sequence, and R/I satisfies
the Serre condition R2(k+1−n). In particular, if k ≥ n − 1, then R/I is reduced, if
k ≥ n, then R is normal, and if k ≥ n+ 1, then R/I is a UFD.

The authors would not be surprised if the result above is in the literature, but
do not know a reference for it. It is easy to obtain slightly weaker results. The
authors would like to thank Igor Dolgachev for suggesting the use of Steinerians in
the proof. The arguments we give use modifications of this idea.

Before giving the proof, we note that this result is the best possible, as shown
by the following example.

Example 4.15. Assume that k ≥ n− 1. Let Y = (yij) be an n× (k+1) matrix of
indeterminates and let x1, . . . , xk+1 be k + 1 additional indeterminates. For 1 ≤
i ≤ n, let Fi denote

∑k+1
j=1 xjyij . Any nonzero K-linear combination of the Fi also

can be written as
∑k+1

j=1 xjy
′
j where x1, . . . , xk+1, y

′
1, . . . y

′
k+1 are indeterminates,

and so has rank 2k + 2. Thus, the vector space V spanned by the Fi is k-strong.
These are n general linear combinations of the generators of an ideal of depth k+1,
and therefore form a regular sequence; see, for example, the first paragraph of [23].

The Jacobian matrix of F1, . . . , Fn has Y as a submatrix, while the rest of the
matrix consists of n rows each of which contains x1, . . . , xk+1 and entries that
are 0: moreover, the occurrences of the xi in a given row are in columns that are
different from where they occur in any other row. Thus, the columns that contain
xi give a permutation of the columns of the matrix xi1n. For a suitable numbering
of the variables, the Jacobian matrix has the form⎛⎜⎜⎜⎝

y1,1 . . . y1,k+1 x1 . . . xk+1 0 . . . 0 . . . 0 . . . 0
y2,1 . . . y2,k+1 0 . . . 0 x1 . . . xk+1 . . . 0 . . . 0
...

...
...

...
...

...
...

yn,1 . . . yn,k+1 0 . . . 0 0 . . . 0 . . . x1 . . . xk+1

⎞⎟⎟⎟⎠ .

It follows that the radical of the ideal of minors of the Jacobian contains the ideal
(x1, . . . , xk+1), and, hence, all of the Fi. Thus, the radical of the ideal of minors
of the Jacobian matrix is In(Y ) + (x1, . . . , xk+1). Under the assumption that
k ≥ n− 1, i.e., that k+1 ≥ n, we have from the main result of [14] or [24] that this
ideal has height (k+1)−n+1+ (k+1) = 2(k+1)−n+1 in the polynomial ring.
Thus, the height of its image in R/(F1, . . . , Fn) is 2(k + 1 − n) + 1. This means
that the quotient satisfies R2(k+1−n), but not R2(k+1−n)+1.

We first prove Theorem 4.14 when n = 2, and then give the proof in the general
case. In the case where n = 2 we change notation slightly to avoid subscripts and
write F , G for F1, F2. Before proving the result when n = 2 we note the following.

Lemma 4.16. Let R = K[x1, . . . , xN ] where K is an algebraically closed field.
Assume that F and G do not lie in a subring of R generated N − 1 or fewer
linear forms, i.e., roughly speaking, that we cannot decrease N . Assume also that
V (F,G) has a singularity other than the origin. Then we can make a linear change
of variables and choose new generators for V = KF + KG one of which has the
form x1x2 +Q(x3, . . . , xN ), and the other of which only involves x2, . . . , xN .

Proof. Since the singular locus is not just the origin, after a linear change of coor-
dinates we may assume that p0 = (1, 0, . . . , 0) is a singular point of V (F,G). Then

Licensed to Univ of Michigan. Prepared on Wed Jul 29 13:56:59 EDT 2020 for download from IP 141.211.4.224.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



4774 TIGRAN ANANYAN AND MELVIN HOCHSTER

x2
1 does not occur in either F or G (since they vanish at p0), and we may write

them as F = Ax1 +Q, G = A′x1 +Q′, where A,A′, Q,Q′ ∈ K[x2, . . . , xN ]. Then
the Jacobian matrix at p0 has the form(

0 c2 . . . cN
0 c′2 . . . c′N

)
,

where A =
∑N

j=2 cjxj and A′ =
∑N

j=2 c
′
jxj with cj , c

′
j ∈ K. Since p0 is a singular

point, the Jacobian matrix has rank at most 1 at p0, so that A,A′ span a K-vector
space of dimension at most 1. Therefore, we may replace F,G by independent
K-linear combinations such that A′ is 0, and so we may assume that F = x1A+Q
and G = Q′, where A, Q, and Q′ involve only x2, . . . , xN . If A = 0 we can reduce
the number of variables N , and so we may assume that A 
= 0. After a change
of variables in Kx2 + · · · + KxN , we may assume that A = x2. We may write
Q = x2B + Q′′ where Q′′ involves only x3, . . . , xN . Thus, F = (x1 + B)x2 + Q′′

where Q′′ involves only x3, . . . , xN , and G involves only x2, . . . , xN . Finally, we
may replace x1 by x1 +B. �

Discussion 4.17. Let F be a quadratic form in K[x1, . . . , xN ], where K is alge-
braically closed. If the characteristic of K is different from 2 or if K has charac-
teristic 2 and F has even rank, then DF is the smallest space of degree 1 forms
such that F is in the polynomial ring they generate. If the characteristic of K
is 2 and F has odd rank 2h + 1, after a change of variables F has the form
x1x2 + · · · + x2h−1x2h + x2

2h+1. In this case, there is still a smallest space W
of forms of degree 1, the K-span of x1, . . . , x2h+1, such that F is in the polynomial
ring generated by these linear forms: it also may be described as DF + Kx2h+1.
Here, while x2h+1 is not uniquely determined, the vector space W is, and may
be described as the intersection of Rad(DF, F ) with the forms of degree 1 in the

polynomial ring R. We shall use the notation D̃F to denote this space. It is the
same as DF whenever the characteristic is not 2 or F has even rank. The image of

the ideal generated by D̃F in R/F is always the defining ideal of the singular locus
of F .

We now give the proof of Theorem 4.14.

Proof. We first give the proof when n = 2, and write F := F1 and G := F2,
as mentioned above. Since F is 1-strong, it is irreducible, so that FR is prime.
We have that G is irreducible and, in particular, nonzero mod F (although not
necessarily prime) by part (g) of Proposition 3.2. Thus, it is obvious that F, G is
a regular sequence. Note that once we know this, reduced is equivalent to R0, and
normal is equivalent to R1. In the normal case, the domain condition is automatic;
see Discussion 1.3.

We know that k ≥ 1, and we want to show that R is reduced. If any form in V
has rank 5 or more, say F , the quotient by it is a UFD (see Remark 4.11). Then,
since G is irreducible in R/FR, R/(F,G)R is a domain.

Therefore, we may assume that every nonzero element of V has rank 3 or rank
4. We may assume without loss of generality that F = xy− z2 or xy−wz. Let the
remaining variables be x. Then K[x, y, z, x]/(F ) (respectively, K[w, x, y, z, x]/(F ) )
is isomorphic with C[x] where

C = K[u2, v2, uv] ⊆ K[u, v] = D
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or

C = K[su, sv, tu, tv] ⊆ K[s, t, u, v] = D,

where s, t, u, v are new indeterminates. Note C → D is split over C, and this
remains true when we adjoin x. Thus, every ideal of C[x] is contracted from D[x].

Let g = G(u2, v2, uv, x) (respectively, G(su, sv, tu, tv, x)). Then R/(F,G) ∼=
C[x]/(g) ↪→ D[x]/(g). It will suffice to show that g is square-free in the polynomial
ring D[x], which we grade so that u, v (and s, t) have degree 1 and the elements of x
have degree 2. If g is not square-free, then either (1) g = h2, where h has degree 2,
or (2) g = h2r where h has degree 1 and r has degree 2. We obtain a contradiction
by showing that g factors in C[x], i.e., that G factors in R/FR, which contradicts
Proposition 3.2(g).

We first study cases (1) and (2) when C = K[u2, v2, uv]. In case (1), h = Q+M
where Q is quadratic in u, v and M is linear in x. Then Q ∈ C, obviously, and we
have the required factorization.

In case (2) for C = K[u2, v2, uv], h is a linear form in u, v and r must be the sum
of a quadratic form Q in u, v and a linear form M in the K-span of x1, . . . , xn.
Thus, g = h2(Q + M). Then h2 ∈ C, and because of the splitting C[x] → D[x],
g is a multiple of h2 in C[x]. Since the multiplier needed is uniquely determined,
Q+M must be in C[x], and we have a factorization of g in C[x].

Now assume C = K[su, sv, tu, tv]. Let the multiplicative group G = GL(1,K)
of K act on the polynomial ring D[x] = K[s, t, u, v, x] so that a ∈ G sends s �→ as,
t �→ at, u �→ a−1u, v �→ a−1v and fixes all of the variables x. The fixed ring of this
action is C[x].

In case (1), h = Q +M where Q is quadratic in u, v, s, t and M is linear in x.
Working mod (x), we see that Q2 ∈ C. Since Q2 is invariant under the action of
G, so is Q (the group G is connected), i.e., Q ∈ C. But then h ∈ C[x], which yields
a factorization of G mod F .

In case (2), since g = h2r is fixed by the action of G, the ideals generated by
h and r in D[x] must be fixed by this action (they cannot be permuted, since G
is connected). This implies that the action of G maps h to multiples of itself by
elements of K, i.e., h is semi-invariant for the action, and the same holds for r.
Hence, h must be αs+βt or αu+βv, where α, β ∈ K are not both 0. Then h2 is a
semi-invariant that is multiplied by a2 or a−2 as a ∈ G acts. Now r must have the
form Q+M , where Q is quadratic in u, v, s, t and M is linear in the variables in x,
and since r = Q +M is a semi-invariant that is multiplied by a−2 or a2 as a ∈ G
acts, we must have that M = 0, and that if h involves u, v (respectively, s, t), then
Q involves s, t (respectively, u, v). Then Q factors LL′ where L,L′ are linear forms
in the appropriate pair of variables, and we have g = (hL)(hL′) where the factors
are in C ⊆ C[x] ∼= R/(F ). As before, the fact that G factors mod (F ) contradicts
Proposition 3.2(g). This completes the proof of the R0 condition for k ≥ 1.

In the remainder of the proof we may assume that F and G are not contained in
a polynomial K-subalgebra of R generated by fewer than N linear forms: if they
are, we carry out the proof in this subring. The codimension of the singular locus
and the properties we are considering do not change when one omits the superfluous
variables. Assume that k ≥ 2 and that we know the result for smaller k. We may

assume that R is generated by D̃F and D̃G: again, omitting unneeded variables
does not change the codimension of the singular locus. Moreover, we may assume
that N ≥ 2k + 2: otherwise, by Discussion 4.5, some nontrivial linear combination
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of F and G has rank at most 2k and so is not k-strong. We write J(F,G) for
the Jacobian matrix of F , G. To prove that the singular locus in V (F,G) has
codimension at least 2k − 1, we want to prove that the height of the defining ideal
in R/(F,G) is at least 2k − 1. This is equivalent to showing that the height of the
ideal I = (F,G) + I2

(
J(F,G)

)
is at least 2k+ 1 in R. We assume, to the contrary,

that the height of some minimal prime P of I is at most 2k.
If the singular locus consists only of the origin, then it has codimension N − 2 ≥

(2k+2)− 2 = 2k, and we are done. Hence, we may apply Lemma 4.16 and assume
F = x1x2 + Q(x3, . . . , xN ) while G involves only x2, . . . , xN . We may write

G = x2L + M where L =
∑N

j=2 cjxj with the cj ∈ K and M ∈ K[x3, . . . , xN ].

Then the Jacobian matrix J(F,G) is(
x2 x1 Q3 . . . QN

0 L+ c2x2 M3 + c3x2 . . . MN + cNx2

)
,

where Qj ,Mj denote partial derivatives with respect to xj . It follows that x2 ∈ P
or that all the partial derivatives of G are in P . Since G ∈ P as well, we have that

D̃G ∈ P . Since G has no k-collapse, its rank is at least 2k + 1, and this gives a
contradiction. Thus, x2 ∈ P .

We next observe that KQ +KM is (k − 1)-strong in K[x3, . . . , xN ]: if a, b are
not both 0 and aQ+ bM has a (k − 1)-collapse, then

aF + bG = x2(ax1 + bL) + (aQ+ bM)

has a k-collapse, a contradiction. This implies that (Q,M) + I2
(
J(Q,M)

)
has

height at least 2k − 1 in K[x3, . . . , xN ]. Since x2, F,G ∈ P we also have that
Q, M ∈ P . It follows that the contraction P1 of P to K[x3, . . . , xN ] has height
at least 2k − 1. Since P contains P1 and x2, it follows that the contraction P0

of P to K[x2, . . . , xN ] has height at least 2k. Since we are assuming that P has
height at most 2k, we must have that P = P0R has height exactly 2k. Thus,
x1 /∈ P . Working mod P and omitting columns that are 0 we have, since x2 ∈ P
that J(F,G) has the form (

x1 Q3 . . . QN

L M3 . . . MN

)
.

Since x1Mj−LQj ∈ P0R for j ≥ 3, and Mj , L,Qj ∈ K[x2, . . . , xN ] while P = P0R
is the expansion of an ideal from K[x2, . . . , xN ], we must have that all of the
Mj ∈ P0 ⊆ P , and that all of the LQj ∈ P . Since M ∈ P as well, we have that

D̃M ⊆ P . We must have that L /∈ P , since it follows otherwise that the second row

of the Jacobian matrix J(F,G) is in P , and then we would have D̃G ⊆ P , which
we have already noted gives a contradiction (G has rank at least 2k+ 1). Since all
the LQj are in P for j ≥ 3, we also have that all the Qj ∈ P for j ≥ 3. Since Q is

in P , we have that D̃Q ⊆ P . Hence, the linear space Kx2 + D̃M + D̃Q ⊆ P , and

since P has height 2k and D̃M + D̃Q ⊆ Kx3 + . . .+KxN does not meet Kx2, we

see that D̃M + D̃Q has K-vector space dimension at most 2k − 1. It follows from
Discussion 4.5 that there are scalars a, b ∈ K, not both 0, such that aM + bQ has
rank at most 2k − 2. But then aF + bG = (ax1 + bL)x2 + (aM + bQ) has rank at
most (2k − 2) + 2 = 2k, a contradiction.

In the remainder of this argument we assume that n > 2. We use induction on n.
We know inductively that R/(F1, . . . , Fn−1) is a domain and so that F1, . . . , Fn is
regular sequence. Let X = V (F1, . . . , Fn) and let Z denote the set of points of X
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where the rank of the Jacobian matrix is precisely n− 1. The singular locus is the
union of Z and the closed set Y where the rank of the Jacobian matrix is at most
n−2. We must show that the dimension of Z ∪Y is at most N − (2k+3−n). (We
must show that the codimension of the singular locus in X is at least 2(k+1−n)+1,
i.e., that its dimension is at most N −n−

(
2(k+1−n)+1

)
, since X has dimension

N − n.) To see this for Y , note that F1, . . . , Fn−1 vanish on Y , and the rank of
the Jacobian matrix of F1, . . . , Fn−1 on Y is at most n− 2. Thus, Y is contained
in the singular locus of X0 = V (F1, . . . , Fn−1), and F1, . . . , Fn−1 is k-strong. By
the induction hypothesis, the dimension of the singular locus of X0 is at most
N − (2k + 3− n+ 1), which is one less than we require.

Hence, to complete the argument it will suffice to show that the dimension of
each irreducible component C of the locally closed set Z is at most N−(2k+3−n).
Given such a component C, we have a map θ : C → P

n−1
K that sends each point

z ∈ C to the (unique up to multiplication by a nonzero scalar) relation on the
rows of the Jacobian matrix evaluated at c: the n × N matrix has rank exactly
n − 1. Either the image of θ has dimension ≤ n − 2, or the image contains a
nonempty Zariski open set U in P

n−1
K . Consider a point v = [a1 : · · · : an] in

the image of C, and let Fv denote a1F1 + · · · + anFn, which is well-defined up to
multiplication by a nonzero scalar in K. The set of points in C in the fiber is the
same as the set of points of C in Wv = V (F1, . . . , Fn, Jv), where Jv is generated

by the partial derivatives of Fv. Hence, the defining ideal of Wv contains D̃Fv.
From the k-strength hypothesis, the dimension of Wv is at most N − (2k + 1).
Hence, if the image of θ has dimension ≤ n − 2, the dimension of C is at most
N − (2k + 1) + (n− 2) = N − (2k + 3− n), as required.

Therefore we may assume instead that the image of C under θ contains a dense
open subset U of Pn−1

K . After decreasing U , if necessary, we may assume that the
fibers all have the same dimension, and that the dimension of C is the dimension of
a fiber plus n− 1. Again by decreasing U if necessary, we may assume that for all
points v ∈ U , Fv has the same rank. If this rank is 2k + 2 or more, then since the

fiber over v is contained in V (D̃Fv), each fiber has dimension at most N − (2k+2),
and the dimension of C is at most N − (2k + 2) + n − 1 = N − (2k + 3 − n), as
required. Therefore we may also assume that the rank of every Fv is 2k + 1 for
v ∈ U .

Let F, G beK-linearly independent elements ofKF1+· · ·+KFn that correspond
to distinct points v0, v1 ∈ U . Then for all but finitely many choices of [a : b], aF+bG
has the form Fv with v ∈ U . We claim that for [a : b] in general position, F is not

in (D̃Fv). To see this, suppose otherwise. Then the point of X1 = V (D̃Fv) is a
singular point of V (F, Fv). Since this is true for all but finitely many points of the
line L through v0 and v1 in P

n−1
K , the singular locus of X1 has dimension at least

N − (2k+1)+1. This contradicts the result for n = 2, which asserts the dimension
is at most N − (2k + 1).

Thus, for almost all points v ∈ L, the fiber over v in C has dimension at most

N − (2k + 2), since the height of (F, D̃Fv) is at least one more than the height of

(D̃Fv). This implies that the dimension of C is at most N − (2k + 2) + (n− 1), as
required. �
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Examples 4.18. Let K be any algebraically closed field.
(a) Let

X = ( u1 u2 u3
v1 v2 v3 )

be a 2× 3 matrix of indeterminates over K, let Δi denote the 2× 2 minor obtained
by omitting the ith column, and let Ci denote the i th column, 1 ≤ i ≤ 3. Let
V = KΔ2 + KΔ3. The minors Δ2 and Δ3 overlap in C1, and if a, b ∈ K, not
both 0, aΔ2 + bΔ3 is the determinant of a 2× 2 matrix whose columns are C1 and
aC2 + bC3: the four entries of these two columns are algebraically independent.
Hence, every nonzero element of V has rank 4, and V is 1-strong. The quotient
K[u, v]/(V ) is reduced but is not a domain: (V ) has two minimal primes of height
2, one generated by all three of the size 2 minors of X, and the other by the two
variables that are the entries of the first column. This shows that 1-strong does not
imply that the quotient by (V ) is R1 nor even a domain.

(b) Now adjoin indeterminates x, y (respectively, x, y, and z) to the ring in the
example above and let F = xy +Δ2, G = y2 +Δ3 (respectively, G = yz +Δ3). If
a, b ∈ K, then aF+bG = y(ax+by)+aΔ2+bΔ3 (respectively, x(ay+bz)+aΔ2+bΔ3)
which has rank 5 or 6 (respectively, rank 6) when a, b are not both 0: this follows
because aΔ2 + bΔ3 has rank 4 and y(ax + by) (respectively, x(ay + bz)), which
involves disjoint variables from aΔ2 + bΔ3, has rank 1 or 2 (respectively, rank 2).
Hence, V is 2-strong but the quotient is not a UFD: the image of y is irreducible
but not prime. This also shows that 2-strong does not imply R3.

Definition 4.19. For every integer η ≥ 0 we define a function αη from N+ to N+

as follows. First, αη(1) := �(η + 1)/2	. If n ≥ 2, αη(n) = n − 1 + �η/2	. We also
define α(n) := n− 1 for n ≥ 1.

We note that α (respectively, αη) is the same as A2 (respectively, ηA2) in the
notation of Remark 1.7. It will be convenient to use the shorter notation here.

Theorem 4.20. Let K be an algebraically closed field and let R = K[x1, . . . , xN ]
be a polynomial ring over K. Let η, n ≥ 1 be integers, and let V be a vector space
of quadratic forms of dimension n over K. If V is αη(n)-strong, the quotient by
the ideal generated by any subspace of V is a complete intersection with singular
locus of codimension at least η + 1, i.e., satisfies the Serre condition Rη, and so is
a normal domain. These quotients are unique factorization domains for n ≥ 1 if
the strength of V is at least n+ 1.

If V is α1(n)-strong, the quotient of R by the ideal generated by any subspace
of V is a normal domain. If n ≥ 1 and V is α(n)-strong, then every subset of V
consisting of elements linearly independent over K is a regular sequence.

Proof. The cases where n = 1 and n ≥ 2 follow from Proposition 4.10 and Theo-
rem 4.14, respectively. Note that if n = 1 and η = 2, we have that α2(1) = 2, and
a 2-strong form has quadratic rank at least 5, and so the quotient is a UFD (see
Remark 4.11). If n ≥ 2, note that the level of strength, namely, n − 1, needed to
insure that n− 2 of the forms constitute a UFD sequence guarantees also that the
n forms are a regular sequence by Remark 1.8. �

We can now make ηA(n1, n2) explicit.

Corollary 4.21. Let A(n1, n2) := α(n2) + n1, where α(n2) = n2 − 1. If η ≥ 1 is
an integer, define ηA(n1, n2) := αη(n2) + n1. Let K be an algebraically closed field
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of arbitrary characteristic, and let R = K[x1, . . . , xN ]. Let V be a graded K-vector
subspace of R with dimension sequence (n1, n2), and let I be the ideal generated by
V . If V is A(n1, n2)-strong, then a homogeneous basis for V is a regular sequence,
so that R/I is a complete intersection.

Moreover, if V is ηA(n1, n2)-strong, then not only does the previous conclusion
hold, but also the singular locus of R/I is of codimension at least η+1 in R/I, i.e.,
R/I satisfies the Serre condition Rη, and so is a normal domain. The ring R/I is
a unique factorization domain if the strength of V is at least n1 + n2 + 1.

Proof. By Proposition 3.2(c), modulo the linear forms in V , the images of the
quadratic forms in V form a vector space of dimension at most n2 in a polynomial
ring and the level of strength has decreased by at most n1. The result is now
immediate from Theorem 4.20, which is the case n1 = 0. �

Existence of ηB in degree 2. In this section we treat the situation where δ =
(n1, n2). As usual, we fix an algebraically closed field K and consider R =
K[x1, . . . , xN ] over K. Let V have dimension sequence δ. We study ηB(n1, n2)
and also the smallest choice of B = B(n1, n2) that enables us to find a regular
sequence G1, . . . , GB of length B such that V is contained in K[G1, . . . , GB].

In what follows we allow ηB to represent B as well, i.e., we allow η to be empty,
so that we can treat both cases simultaneously. We make the same convention
with α and αη, which, by Corollary 4.21, are the same as A(0, n2) and ηA(0, n2),
respectively.

If n2 = 0, we evidently have that ηB(n1) = n1 for all η: the quotients are
all polynomial rings. Take α(n) := n − 1, which will give the smallest value of
B obtainable by our methods. For n ≥ 1, if a K-vector space V of quadratic
forms has dimension n and is α(n)-strong, then every set of K-linearly independent
forms in V is a regular sequence by Corollary 4.21. The function αη is given in
Definition 4.19. Note that for all n, α(n) ≤ α1(n) ≤ · · · ≤ αη(n) ≤ · · · .

Let x1, . . . , xn1
be aK-basis for the degree 1 component of V and let F1, . . . , Fn2

be a K-basis for the degree 2 component. We now make explicit the idea of the
first two paragraphs of §2. We shall show that the function defined recursively by
the formulas ηB(n1, 0) = n1,

ηB(n1, n2) =
ηB(2n1 + 2αη(n2), n2 − 1) if n2 ≥ 1 has

the property we want. Note that B(n1, n2) ≤ ηB(n1, n2) for all η ≥ 1 because
αη(n) ≥ α(n) for all η ≥ 1 and n ≥ 1.

It is straightforward to see that if we apply the recursion h times, where 1 ≤
h ≤ n2, we get that

ηB(n1, n2) =
ηB

(
2hn1 +

h−1∑
t=0

2h−tαη(n2 − t), n2 − h
)
.

Hence, setting h = n2, we have that n2 − h = 0, and the value of the right term is
simply the value of the first input. Hence, by letting s = n2 − t in the summation
in the second term below, we have

(*) ηB(n1, n2) = 2n2n1 +

n2−1∑
t=0

2n2−tαη(n2 − t)

= 2n2n1 +

n2∑
s=1

2s(s− 1 + �η/2	) + 2(�(η + 1)/2	 − �η/2	),
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where the final term displayed, whose value is 2 or 0, depending on whether η is
even or odd, is included to account for the difference in the formula for αη(s) when
s = 1. That term agrees with 1 + (−1)η. The formula for B(n1, n2) is obtained by
omitting all terms involving η in the display above.

A routine calculation yields that B(n1, n2) = 2n2(n1 + 2n2 − 4) + 4 and that

ηB(n1, n2) = 2n2(n1 + 2n2 − 4) + 4 + �η/2	(2n2+1 − 1) + 1 + (−1)η

= 2n2(n1 + 2n2 + 2�η/2	 − 4)− �η/2	+ 5 + (−1)η.

Note that ηB(n1, n2) ≥ B(n1, n2) ≥ n1 + n2 (one gets equality if n2 = 0).
We now return to the issue left hanging and show by induction on n2 that

ηB(n1, n2) has the required property. If the image of the space V is αη(n2)-strong
mod the ideal (x1, . . . , xn1

)R, then x1, . . . , xn1
, F1, . . . , Fn2

is a regular sequence
of length n1 + n2 with the required property. Since ηB(n1, n2) ≥ n1 + n2, we only
need to consider the case where the image of V is not α(n2)-strong. Then some
nonzero K-linear combination F of the Fj has a k-collapse in the quotient for some
k ≤ α(n2), which leads to an equation

F =

n1∑
s=1

xsys +
k∑

t=1

LtL
′
t,

where the ys and the Lt, L
′
t are linear forms or zero. Hence, F is in the K-algebra

generated by at most 2n1 +2αη(n2) linear forms which include x1, . . . , xn1
among

them. Let W be the K-vector space spanned by these linear forms, and let n2−1 be
elements that together with F form a basis for the component of V of degree 2. Then
W has a dimension sequence that is at worst (2n1 + 2αη(n2), n2 − 1), and K[V ] ⊆
K[W ]. By the induction hypothesis we knowK[W ] is contained in aK-algebra gen-
erated by a regular sequence consisting of at most ηB(2n1+2αη(n2), n2−1) linear
and quadratic forms. This completes the proof that ηB(n1, n2) defined recursively
as above has the required property. Hence we have the following.

Theorem 4.22. Let K be an algebraically closed field, and R = K[x1, . . . , xN ].
Then we may take B(n1, n2) = 2n2(n1+2n2−4)+4, and we may take ηB(n1, n2) =
2n2(n1 + 2n2 + 2�η/2	 − 4)− �η/2	+ 5 + (−1)η.

Hence, if we have n1 linear forms and n2 quadratic forms, they are contained
in an algebra generated over K by a regular sequence of linear and quadratic forms
of length at most 2n2(n1 + 2n2 − 4) + 4. If I is an ideal generated by n quadratic
forms, the projective dimension of R/I over R is at most 2n+1(n− 2) + 4. �

5. Key functions and recursions for
ηA(δ)

The key functions Ki, i ≥ 3, were defined in Definition 1.13 of §1. Our main
result on obtaining the functions ηA from the functions Ki is stated in Theorem 1.17
of §1, and provides obvious motivation for proving the existence of key functions
in such a way that one has explicit formulas for them. While [2] proves that these
functions exist in general, the methods are not constructive and do not yield explicit
bounds. This section gives the proof of Theorem 1.17. The rest of this paper is
devoted to giving explicit formulas for the key functions Ki when i = 3 and when
i = 4 and the characteristic is not 2 or 3.

In order to prove Theorem 1.17, we need several preliminary theorems. The first
two are Theorems 2.1 and 2.4 of [2], but the latter is given in a generalized form.
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Theorem 5.1. Let K be an algebraically closed field, and let R = K[x1, . . . , xN ]
be a polynomial ring. Let V = V1 ⊕ · · · ⊕ Vd, where Vi is spanned by forms of
degree i, and suppose that V has finite dimension n. Assume that a homogeneous
basis for V is a regular sequence in R. Let X be defined by the vanishing of all the
elements of V . Let S be the family of all subsets of V consisting of nonzero forms
with mutually distinct degrees, so that the number of elements in any member of S
is at most the number of nonzero Vi. For σ ∈ S, let Cσ be the codimension of the
singular locus of V (σ) in AN

K . Then the codimension in AN
K of the singular locus

of X is at least (minσ∈S Cσ)− (n− 1).

We will use the improved version of Theorem 2.4 of [2] given below. The result
in [2] is the case where I = 0.

Theorem 5.2. Let K be a field, let R be a polynomial ring over K, and let M be
an h × N matrix such that for 1 ≤ i ≤ h, the ith row consists of forms of degree
di ≥ 0 and the di are mutually distinct integers. Let I be a proper homogeneous
ideal of R. Suppose that for 1 ≤ i ≤ h, the height of the ideal generated by the
entries of the ith row together with I is at least b. (If the row consists of scalars,
this is to be interpreted as requiring that it be nonzero.) Then the ideal generated
by the maximal minors of the matrix together with I has height at least b− h+ 1.

If h > N , one has the stronger result that the depth of the ideal generated by any
one maximal minor Δ of the matrix together with I is at least b−N + 1.

Proof. If h > N we may reduce to the case where h = N by working with the
matrix formed by the N rows of original matrix corresponding to the specific minor
Δ. Hence, we may assume h ≤ N . (Note that when I = 0, if h > N , then, since
b ≤ N is automatic, we have that b − h + 1 ≤ 0 and the theorem is vacuously
true.) Because the proof is very similar to that of Theorem 2.4 of [2], we only
indicate where, in that proof, an ideal needs to be replaced by its sum with I. In
the fifth sentence of that proof, change “every nonsingular row generates ...” to
“every nonsingular row, together with I, generates ...”. At the end of the sentence
beginning “For each i”, replace “an ideal Ji of height b”, with “an ideal Ji such
that Ji+ I has height b”. The linear form chosen immediately thereafter should be
“not in any of the minimal primes of the Ji + I”. At the beginning of the second
paragraph of that proof, P should be a minimal prime of the ideal generated by the
maximal minors together with I. In the third sentence of the third paragraph of
the proof (beginning “But then”) it should say “the ideal generated by the maximal
minors of these rows together with I”. No other changes are needed. �
Definition 5.3. Let F be a form of positive degree in a polynomial ring R over a
field. By the J-rank of F we mean the height of the ideal generated by F and all
of its partial derivatives.

We make the convention that the J-rank of a nonzero linear form is +∞. If
R = K[x1, . . . , xN ], where K is an algebraically closed field, the J-rank of F is
the codimension of the singular locus of V (F ) in AN

K . We note that the J-rank
of a quadratic form is the same as its rank; see Proposition 4.2 and the preceding
discussion and Proposition 4.10.

Discussion 5.4. Let ed denote the dimension sequence (0, , 0, . . . , 0, 1), with the
1 in the dth spot. It will be convenient to have a special name for the functions
ηA(ed). In the definition below, Ji(k) for k ≥ 2 has the same defining property as
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ηA(ei) with η = k − 2. We shall see that the existence of the functions Ki implies
the existence of the functions Ji, and this in turn implies the existence of all of the
functions ηA.

Definition 5.5. Let C be a set of possible characteristics. Let i ≥ 1. We shall say
that Ji : N+ → N+ is a J-rank function for C and for i if for every algebraically
closed field K of characteristic in C, for every N ∈ N+ and polynomial ring R in N
variables over K, and for every form F ∈ R of degree i, if F is Ji(k)-strong, then
the J-rank of F is at least k.

Theorem 5.6. Let d ≥ 1 and for i with 1 ≤ i ≤ d, let Ji be a nondecreasing
J-rank function for the set of characteristics C. Let K be an algebraically closed
field of characteristic in C and let R be a polynomial ring in N variables over K.

Let δ = (n1, . . . , nd) be a dimension sequence, let n =
∑d

i=1 ni, and let h be the
number of nonzero elements among n2, . . . , nd. Then we may take ηA1(δ) = 0 and
ηAi(δ) = Ji(h−1+2(n−n1)+η)+n1 for 2 ≤ i ≤ d. That is, if V ⊆ R is a graded K-
vector space with dimension sequence δ such that Vi is

(
Ji(h−1+2(n−n1)+η)+n1

)
-

strong for 2 ≤ i ≤ d, then Rη holds for the algebraic set defined by the vanishing of
V or any set of forms in V .

Proof. If there is only one form F of degree d the result is clear: no condition is
needed if d = 1, and otherwise we have n1 = 0 and n − n1 = h = 1, so that the
condition required is Jd(η+2). This gives codimension η+2 for the singular locus
of F in AN , and so codimension η + 1 in V (F ).

We next note that by passing to the polynomial ring R/(V1), i.e., by first killing
the 1-forms in V , we may assume that n1 = 0. The levels of strength imposed all
drop by at most n1, by Proposition 3.2(c).

By induction on the dimension of V we know that any set of linearly independent
forms in V generating a subspace of smaller dimension defines an algebraic set that
satisfies Rη. Hence, any basis for V consisting of forms is a regular sequence. To
show that Rη holds for the algebraic set X defined by V with dimension sequence
n1, . . . , nd, we need the codimension of the singular locus to be η + 1 in X, and
hence to be n+ η + 1 in the ambient space. In the worst case, by Theorem 5.1 we
need the height of the ideal of minors of the Jacobian obtained from at most one
form of each degree to be bounded below by n + η + 1 + (n − 1), which means,
by Theorem 5.2, that it suffices if the height of the span of every row is at least
h− 1+2n+ η (there will be a maximum of h rows). If n1 = 0, this means that one
can simply take the ith entry of ηA(n1, . . . , nd) to be Ji(h−1+2n+ η), where h is
the number of nonzero elements in the dimension sequence. Note that n = n− n1

in this case. If n1 
= 0, one kills the ideal generated by the n1 linear forms: the
height of the ideal generated by the entries of the ith row cannot drop lower than
Ji(h − 1 + 2(n − n1) + η), where we are now in the case where n1 = 0 and n has
been replaced by n− n1. �

Note that for the case where n1 
= 0, we may proceed alternatively without
killing the linear forms. When we reduce to studying a Jacobian matrix for one
form of each degree, we have at most h+ 1 rows, one of which is a nonzero row of
scalars. By Theorem 5.1, if we guarantee that the height of the ideal of minors is
n+η+1+(n−1) = 2n+η, this will yield the required codimension for the singular
locus in X. However, the number of rows the matrix may now be h+1, and so the
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strength condition on the forms of degree i in V is Ji(h+ 2n+ η). In practice, the
functions Ji grow quickly enough that the result in Theorem 5.6 is better.

We first recall that a subset Y of the closed points X in a scheme of finite-type
over an algebraically closed field K is called constructible if it is a finite union of
locally closed subsets of X. The image of a constructible set under a K-regular
map is constructible. Constructible sets include open sets and closed sets in X,
and the family of constructible sets is closed under finite union, finite intersection,
and complementation within X. Note that if a constructible set is dense in a
variety, then one of the locally closed sets in the union must be dense, and so the
constructible set contains a dense open subset of the variety.

Theorem 5.7. Let K be an algebraically closed field. Let R = K[x1, . . . , xN ] be
a polynomial ring over K. Let M be a 1 × M matrix whose entries are d-forms
in R, d ≥ 1. Let b, k ≥ 1 be integers. Let V denote the K-span of the entries of
M. Suppose that for every dense open subset U of Vb, the b-tuples of elements
of V, some K-linear combination of the entries of some v ∈ U with at least one
nonzero coefficient has a k-collapse. Then there exists a K-vector subspace Θ of
V of codimension at most b − 1 such that every nonzero element of Θ has a strict
bk-collapse.

Hence, if there is no vector subspace Θ of V of codimension at most b− 1 such
that every nonzero element of Θ has a strict bk-collapse, then there is an open dense
subset U of the b-tuples of elements of V such that the entries of each element of U
are linearly independent and k-strong.

Proof. We may replace M by a matrix whose entries are a basis for V , and so we
assume that the entries of M are K-linearly independent and that the vector space
dimension of V is M . We may therefore assume that the nonzero entries of M are
linearly independent. Moreover, we may omit the entries that are zero. We write Vb

for the K-vector space of b-tuples of elements of V . It should not cause confusion
if we also think of elements of Vb as 1 × b matrices whose entries are in V . We
write P(Vb) for the corresponding projective space over K: it consists of b-tuples of
elements V , not all 0, modulo multiplication by scalars in K× = K−{0}. We write
P(Wb) for the projective space associated with the vector space Wb of b×1 matrices
over K. Given v ∈ Vb and w ∈ Wb, we write w ∗ v for the unique element of wv,
which is an element of V . For a given choice of w, w ∗ v is a K-linear combination
of the entries of v: all of the entries of w occur as coefficients. By varying w, we
get all K-linear combinations of entries of v. Let μ denote the map Wb × Vb → V
such that (w, v) �→ w ∗ v.

Next, consider the subset Z ⊆ Wb ×Vb consisting of pairs (w, v) such that w ∗ v
has a strict k-collapse or is 0. The set of forms of degree d with a strict k-collapse
together with 0 form a closed set by Proposition 3.3(c). Z is the inverse image of
this set under the regular morphism μ, and so Z is closed in Wb × Vb. Since Z
is closed under multiplying either coordinate by a nonzero scalar, it determines a
closed set X ⊆ P(Wb) × P(Vb). If the projection map π2 : X → P(Vb) does not
have dense image, the set of matrices representing points of the complement of its
image (its image is closed) is a dense open set U in Vb such that every nonzero
linear combination of the entries of any element of U is k-strong. Therefore we may
assume that the projection map is surjective.

Since the projection map is surjective, the dimension of X is at least bM − 1. It
follows that there is a point of P(Wb) such that the fiber of π1 : X → P(Wb) has
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dimension at least (bM − 1) − (b − 1) = bM − b. Fix a nonzero b × 1 matrix w
representing an element where the fiber has dimension at least bM − b, and so has
codimension at most bM − 1 − (bM − b) = b − 1 in P(Vb). Choose an irreducible
closed subset X1 of the fiber over w of codimension at most b − 1 in P(Vb). Let
Y1 = Y be the affine cone over X1: Y is also irreducible, and has codimension
at most b − 1 in the affine space Vb. Let Ys = Y + · · · + Y , by which we mean
{v1 + v2 + · · · + vs : vj ∈ Y, 1 ≤ j ≤ s}. Then Ys is a family of 1 × b matrices
v with entries in V such that every w ∗ v = w ∗ v1 + w ∗ v2 + · · · + w ∗ vs has a
strict sk-collapse or is 0. Note that Ys is a cone in the affine space Vb, and it is an
irreducible constructible set, since it is the image of Y k under a regular morphism.
Let Zs be the closure of Ys. It is an irreducible closed set in the affine space Vb,
and it is also a cone. The image Xs of Zs −{0} is a closed irreducible set in P(Vb).

The chain of closed varieties Z1 ⊆ Z2 ⊆ · · ·Zj ⊆ · · · must have the property
that for some s, Zs = Zs+1, since whenever it increases strictly the codimension
drops, and so the number of increases cannot exceed the codimension, which is at
most b− 1. Thus, s ≤ b. We claim that if Zs = Zs+1, then Zj = Zs for all j ≥ s.
By induction, it suffices to show that Zs+1 = Zs+2. But since Zs = Zs+1, we
have that Ys is dense in Ys+1, and so Ys × Y is dense in Ys+1 × Y . But then the
image of Ys × Y is dense in the image of Ys+1 × Y under the map (v′, v) �→ v′ + v,
which means that Ys+1 = Ys + Y is dense in Ys+1 + Y = Ys+2, and this implies
that Zs+1 = Zs+2. Hence, Zs = Z2s. Similarly, since Ys × Ys is dense in Zs × Zs,
Y2s = Ys + Ys is dense in Zs + Zs. Hence, Zs + Zs is contained in the closure of
Y2s, which is Z2s = Zs. It follows that the cone Zs is a vector space, which we
denote {w} ×W , where W ⊆ Vb, and it has codimension at most b− 1 in Vb. The
points in v ∈ W such that w ∗ v has a strict bk-collapse are dense. But this set is
also the inverse image of a closed set in Rd under a regular map, and is therefore
closed. Hence, for every v ∈ W , w ∗ v has a strict bk-collapse. The map v �→ w ∗ v
is clearly a surjection of Vb onto V . Let Θ be the image of this map. Since W has
codimension at most b − 1 in Vb, we have Θ has codimension at most b − 1 in V .
Since every element of Θ has a strict bk-collapse, the proof is complete. �

Given a finite-dimensional vector space V over a field K, we say that a condition
holds for elements of the vector space in general position if it holds for the elements
of a dense open subset of V . In the theorem below, this is applied to the vector
space of b-tuples of elements of DF for a form F .

Theorem 5.8. Let i ≥ 2 be an integer, and let K be an algebraically closed field
of characteristic not dividing i. Let Ki be a key function from N+ → N+ for degree
i for polynomial rings over K. Then for all b ∈ N+, if F is a form of degree i that
has strength at least Ki(bk) + b− 1, then any b-tuple of elements of DF in general
position has entries that are linearly independent over K and spans a vector space
of strength at least k.

Proof. Assume that F is a form of degree i that does not have a strict (Ki(bk)+b−1)-
collapse. If the conclusion of the theorem fails, then by Theorem 5.7, there is a
K-vector subspace Θ of DF of codimension at most b− 1 such that every element
of that K-vector subspace has a strict bk-collapse. We may make a linear change of
variables and so assume that if j < N − (b− 1), then ∂F

∂xj
∈ Θ. Let Q be the ideal

generated by the final substring of at most b−1 consecutive variables xs+1, . . . , xN

such that all the partial derivatives with respect to variables x1, . . . , xs not in
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Q are in Θ. Since the formation of partial derivatives with respect to xj not

in Q commutes with killing Q, if we let F denote the image of F modulo Q in
K[x1, . . . , xs], where N − s ≤ b− 1, then we have that every element in the span
of the partial derivatives of F has a strict bk-collapse. By the defining property of
Ki, F has a strict Ki(bk)-collapse, and is in an ideal J generated by at most Ki(bk)
forms of smaller degree. This means that F ∈ J +Q, where Q = (xs+1, . . . , xN ) is
generated by at most b−1 elements of degree 1, and so has a (Ki(bk)+b−1)-collapse,
a contradiction. �

Corollary 5.9. Let K be an algebraically closed field for which we have a key
function Ki for some i ≥ 2, where the characteristic of K does not divide i. Suppose
also Ai−1 is a function such that a K-vector space of dimension n whose nonzero
elements are forms of degree i − 1 of strength at least Ai−1(n) is generated by a
regular sequence. Then we may take Ji(k) := Ki

(
kAi−1(k)

)
+ k − 1.

Proof. Let F be a form of degree i. We may apply Theorem 5.8 using k and Ai−1(k)
for the values of b and k. It follows that a vector subspace of DF generated by k
elements in general position has strength Ai−1(k), and so is generated by a regular
sequence. �

We are now ready to give the proof of Theorem 1.17.

Proof of Theorem 1.17. This is simply the result of combining Theorem 5.6 and
Corollary 5.9. The condition in the definition of ηA2 simply guarantees, when
n1 = 0, that the height of DF is at least b for every form F ∈ V . �

In the case where one simply has a vector space of dimension n whose nonzero
elements are all forms of degree d, this takes a simpler form.

Theorem 1.17 shows that for a class C of characteristics and degree at most d,
if one has explicit key functions Ki for the characteristics in C and i ≤ d, then one
obtains specific ηA for degree sequences bounded by d. The results of §2 then yield
the functions ηB up to degree d (i.e., the existence of small subalgebras) and, hence,
we obtain explicit bounds for projective dimension, proving Stillman’s conjecture
in degree d, but in a constructive way. Moreover, these bounds are obtained for a
situation more general than that of homogeneous ideals, as shown in §2: one gets
them for modules such that one has bounds on the size of the presentation, and
without homogeneity assumptions.

In §6, we obtain our main results on cubics using both this result and other ideas.
The cases of characteristics 2 and 3 require larger choices of ηA. The difficulties
are handled by using choices of J3 arising form variant methods and applying
Theorem 5.6. In §§7-9 we construct the functions K4 for characteristic not 2, 3,
which enables us to give explicit functions ηA, ηB, and C(r, s, d) for degree d ≤ 4 if
the characteristic is not 2 or 3. The argument needed for d = 4 is very intricate.

6. The cubic case: K3, J3, and
ηA(n1, n2, n3)

The main result of this section is Theorem 6.4 below. We first note the following.

Theorem 6.1. For any algebraically closed field of characteristic 
= 2, 3 we may
take K3(k) = 2k. Hence, if K is a field of characteristic 
= 2, 3, we may take
J3(k) = (2k + 1)(k − 1).
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Proof. The first statement is immediate from Theorem 4.8, and the second follows
at once from Corollary 5.9 and the fact that by the last statement in Theorem 4.20,
we may choose A2(k) = k − 1. �

Hence, by Theorem 5.8 we have the following.

Theorem 6.2. For any algebraically closed field K of characteristic 
= 2, 3, if b is
a positive integer and F is a form of degree 3 in a polynomial ring over K such that
F has strength at least 2bk + b− 1, then any b-tuple of elements of DF in general
position has entries that are linearly independent over K and span a vector space
of strength at least k.

We next want to show that one can construct a function of J3 for cubics when
K is an algebraically closed field of characteristic 2 or of characteristic 3.

Theorem 6.3. Let R be a polynomial ring over an algebraically closed field. If
K has characteristic 2, then we may take J3(k) = 2(k − 1)(2k + 1). If K has
characteristic 3, we may take J3(k) = 2k2 − k.

Proof. Let k be given and let F be a cubic form that is J3(k)-strong according
to the appropriate formula above. We shall show that the J-rank of F is at least
k. By the last statement in Theorem 4.20, it will suffice if DF contains a k-tuple
of linearly independent quadrics over K spanning a K-vector space of strength at
least k − 1. If this is not true, let b = k and note that by the last sentence of
Theorem 5.7, there is a vector space Θ of codimension at most b− 1 = k− 1 in DF
such that every element has a k(k − 1)-collapse. Choose an element G ∈ Θ such
that the rank r of G is maximum. Since G has a k(k − 1)-collapse, r ≤ 2k(k − 1).

In the characteristic 2 case, let r = 2h + ε, where ε is 0 or 1, and 2h is the
dimension of DG. We then have that h ≤ k(k − 1). The ideal (DG)R is generated
by 2h variables. By Corollary 4.7, the image of Θ mod the ideal (DG)R, is a vector
space consisting of squares of linear forms and 0: otherwise, a linear combination
of G and another element of Θ will have larger rank. Let q be the dimension of
the space W spanned by these linear forms. Note that if q − 2h ≥ k, then the
J-rank of F must be at least k, since the image of DF modulo (DG) will contain
the image of the squares of the linear forms in W . Therefore, we may assume that
q ≤ 2h + k − 1 ≤ 2k(k − 1) + k − 1. Then Θ is in the ideal spanned by the 2h
variables in DG and the q linear forms spanning W . It follows that DF is in the
ideal generated by these 2h + q elements, along with at most k − 1 elements of
DF : as many as needed to span DF/KΘ. Since we may use Euler’s formula (the
characteristic is 2, and the degree of F is 3), we have that F is in the ideal generated
by 2h+ q+k−1 ≤ 2k(k−1)+2k(k−1)+k−1+k−1 = 2(k−1)(2k+1) elements
of lower degree, a contradiction.

In the characteristic 3 case, every element of Θ is in the ideal J generated by
DG, by Corollary 4.7. Choose a K-basis y1, . . . , yN for R1 such that y1, . . . , yr is
a basis for DG: since the characteristic of K is not 2, the rank of G is the same
as the K-vector space dimension of DG. Now consider the image F of F modulo
J in the polynomial ring R/J ∼= K[yr+1, . . . , yN ]. If j > r, then ∂F/∂yj is simply

the image in R/J of ∂F/∂yj . Hence, DF is contained in the image of DF mod J .
This is spanned by the images of at most k− 1 elements of DF , since Θ ⊆ J . Thus
DF has K-vector space dimension at most k − 1 over K.

We may take a new basis z1, . . . , zN−r for the forms of degree 1 in R/J such
that ∂F/∂zh are 0 for h > k − 1. This implies that every term of F that is not a
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scalar times the cube of a variable is in (z1, . . . , zk−1)R: if czizjzt or cziz
2
j occurs

in F for i, j, t (respectively, i, j) distinct and with c ∈ K − {0}, then ∂F/∂zi has a
czjzt term (respectively, a cz2j term), and so zj or zt (respectively, zj) must be in J .

The sum of the terms of F involving cubes of variables may be written as the cube
of a single linear form L, and this implies that F is in the ideal generated by the k
elements z1, . . . , zk−1 and L. It follows that F is in the ideal generated by r + k
linear forms, and r ≤ 2(k− 1)k, which yields that F has a

(
2(k− 1)k+ k

)
-collapse,

a contradiction. �

We can now carry through the calculation of ηA in case d ≤ 3.
First, we assume that n1 = 0. Thus, δ = (0, n2, n3), and the case where n3 = 0

has already been handled by Corollary 4.21.
By the last statement in Theorem 4.20, we may take A2(0, n2) = n2 − 1 and

hence A2(n1, n2) = n1 + n2 − 1.
By Theorem 5.6, we have the following at once.

Theorem 6.4. Let K be an algebraically closed field. Let b = 2(n2 + n3) + η + 1
if n2 
= 0, and 2(n2 + n3) + η if n2 = 0. Then we may take

ηA(0, n2, n3) =
(
0, � b

2
	, J3(b)

)
,

where J3(b) = (2b+ 1)(b− 1) if the char(K) is not 2 or 3, J3(b) = 2(2b+ 1)(b− 1)
if char(K) is 2, and J3(b) = 2b2 − b if char(K) is 3. More generally,

ηA(n1, n2, n3) =
(
0, � b

2
	+ n1, J3(b) + n1

)
.

�
For application to the degree 4 case in §10 we need the following.

Corollary 6.5. Let A3(n) := J3(2n − 1), which is 2(4n − 1)(n − 1) if the char-
acteristic is different from 2, 3. Then a sequence of n linearly independent cubic
forms in a polynomial ring R over an algebraically closed field such that the vector
space V spanned by the forms is A3(n)-strong is a regular sequence.

Proof. As in Remark 1.8, it suffices if any n− 2 or fewer of the forms generate an
ideal whose quotient ring is a UFD, and so it suffices if the strength of V is at least
ηA(0, 0, n− 2) with η = 3. In this case, b = 2(n− 2) + 3 = 2n− 1. �

Note that in all cases, J3(b) is quadratic in b with leading coefficient 2 or 4.
By the results of §2 we obtain as well explicit choices of ηB and C. However,

the construction of ηB is recursive, and the discussion below shows that one gets
extraordinarily large values from these techniques. It remains of great interest to
find better bounds for the functions ηB. So far as we know, it is even possible that
one can use a polynomial in n of degree d to bound the projective dimension of an
ideal generated by n forms of degree at most d. If d = 2, a specific bound that
is quadratic in n is presented in Question 6.2 of [25], but it is an open question
whether this bound is correct for the case of n quadrics.

Discussion 6.6 (The size ofB(n1, n2, n3)). The behavior of the value ofB(0, 0, n)
obtained from the method of §2 is complicated, and the values are very large. The
roles played by the linear and quadratic forms that arise in the process of repeated
application of the method have a heavy impact. Assume the simplest case, which
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is that the characteristic is not 2 or 3. What can happen is that, for a certain
constant positive integer a, one cubic form may collapse, producing roughly an2

linear forms and an2 quadratic forms. What may happen next is that all of the

quadratic forms collapse. This may produce roughly N = an22an
2

linear forms. To
get another cubic to collapse (mod the linear forms one already has) the number
N of linear forms must be added into the level of strength needed to get one more
cubic to collapse. That means that getting one more cubic form to collapse will
result in at least N new linear forms and N new quadratic forms. If all the qua-
dratic forms collapse before another cubic collapses, one obtains N2N new linear
forms, and this number must be added to the level of strength one needs for the
cubics to guarantee a regular sequence. It should be clear that continuing in this
way, where at each stage all the quadratic forms introduced collapse before the
next cubic does, will produce, so far as one can tell a priori, something worse than
n-tuple exponential behavior, since n repetitions are needed before all the cubics
have collapsed. Because we believe that these results are far, far larger than needed
to bound projective dimension, we have not made detailed estimates.

7. Sum decompositions of symmetric matrices

Overview of the argument for quartics. The results of this and the next three
sections will handle the proof of the existence of ηA(n1, n2, n3, n4). The problem
we confront is the construction of K4. Roughly speaking, we must show that if F is
quartic and every element of DF has a strict k-collapse, then F itself has a strict
k′-collapse, where k′ is “small” in the sense that it may depend on k but not on N .
To prove this we study the Hessian H of F . We let GL(N,K) act on the variables
to put them in general position.

Given a matrix M with entries in a vector space over a field K, we refer to a
K-linear combination of the columns of M as an LCK-column of M. The assump-
tion that every element of DF has a k-collapse implies that every LCK-column of
the Hessian

(
∂2F/∂Xi∂Xj

)
has a collective (k, k)-collapse (cf. see the last three

paragraphs of Definition 3.1), i.e., all of the entries of the LCK-column are in the
sum of an auxiliary ideal generated by at most k homogeneous polynomials of de-
gree 1 and the auxiliary vector space spanned by at most k quadrics. The reason is
that every LCK-column consists of the partial derivatives of an appropriate linear
combination G of the ∂F/∂Xi. Since G ∈ DF , G has a k-collapse, and we can

write G =
∑k

t=1 LtQt, where the Lt are linear forms and the Qt are quadrics. The
product rule implies that every ∂G/∂Xj is in the K-vector space sum of the ideal
generated by the Lt and the K-vector space spanned by the Qt.

We want to show that under this (k, k)-collapse condition on the LCK-columns
of the Hessian H, we can write H = H1 + H2, where these are symmetric matrices
of quadrics such that (1) all of the LCK-columns of H1 have entries with “small”
rank (independent of the column) and (2) the entries of H2 span a vector space W
of “small” dimension. This means that we will show, in effect, that a single vector
space W of “small” dimension can be used for the collective (k′, h′)-collapse of all of
the columns of H: k′, h′ are typically larger than the original k and h (which were
k and k) but are given by functions of them independent of the number of variables
generating the polynomial ring and also of the base field. Achieving condition (2)
is studied in the next section. After that, in §9, we study symmetric matrices H1

of quadrics in which every entry of every LCK-column has small rank, independent
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of the column. We prove that for such a matrix, G = (Gij),
∑

ij xixjGij has a

small collapse. We then use the fact that an integer multiple (a restriction on the
characteristic is needed to make certain the integer is nonzero in the base field) of
F is congruent to G modulo an ideal with a small number of generators (a basis
for W ) to conclude that F has a small strict collapse. All of this is made precise in
what follows.

Some of the needed results are valid in higher degree cases, and we prove them
in that generality.

It will be convenient to use general position arguments in which a certain finite
family of elements is taken to be algebraically independent over K. For this purpose
we shall sometimes pass to a larger algebraically closed extension field obtained from
K by adjoining finitely many indeterminates and taking an algebraic closure. In
many cases this is essentially equivalent to working on a Zariski dense open set of
a variety parametrizing the family of elements. The following result gives such an
equivalence.

Theorem 7.1. Let H be an N ×N matrix of d-forms in a polynomial ring R over
an algebraically closed field K. Let B denote a varying element in GL(N,K) and
let v denote a varying N × 1 column over K.

(a) For a given v, Hv has a collective (k, h)-collapse if and only if BHv has a
collective (k, h)-collapse for some B ∈ GL(N,K) if and only if BHv has a
collective (k, h)-collapse for all B ∈ GL(N,K).

(b) The following conditions are equivalent:
(1) For a dense open set U of N × 1 matrices over K, Hv has a collective

(k, h)-collapse for all v ∈ U .
(2) For a dense open set U of N × 1 matrices over K and all B ∈

GL(N,K), BHv has a collective (k, h)-collapse for all v ∈ U .
(3) For a dense open set U of GL(N,K), every column of HA has a col-

lective (k, h)-collapse for all A ∈ U .
(4) For a dense open set U of N × N matrices over K and all B ∈

GL(N,K), every column of BHA has a collective (k, h)-collapse for
all A ∈ U .

(5) For a dense open set U of GL(N,K), every column of AtrHA has
collective (k, h)-collapse for all A ∈ U .

(6) Let t1, . . . , tN be indeterminates over K and let L denote the alge-
braic closure of K(t1, . . . , tN ). Let T be the N × 1 column matrix(
t1 . . . tN

)tr
. Then HT has a collective (k, h)-collapse over L. More-

over, the coefficients of all elements occurring in this collective col-
lapse may be taken in D, where D is a module-finite extension of
K[t1, . . . , tN ]g and g ∈ K[t1, . . . , tN ]− {0}.

Proof. (a) is immediate from the observation that the entries of an N × 1 column
w have the same K-span as those of Bw for all B ∈ GL(N,K). Part (a) makes it
immediately clear that (1) ⇐⇒ (2).

(2) ⇒ (3) because U × · · · × U (N copies) with elements thought of as N × N
matrices over K (we may think of the latter as N -tuples of columns) is a Zariski
dense open set of the N ×N matrices over K, and its intersection with GL(N,K)
is therefore a dense open subset of GL(N,K). For the converse, consider a dense
open set U of GL(N,K), again thought of as N -tuples of columns. The projection
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map from U to, say, its first column must have a dense image in the space V of
N × 1 columns: otherwise, if the closure has dimension N ′ < N , the dimension of
GL(N,K) would be at most N ′ + (N − 1)N < N2. The image therefore contains
a dense open subset U of V . Thus, (1) and (3) are equivalent. The equivalence of
(2), (4), and (5) is then immediate from part (a).

Let H =
(
mij

)
. The statement in (1) is equivalent to an equational statement

formulated below. In what follows, quantification on i, μ, and ν is as follows:
1 ≤ i ≤ N , 1 ≤ μ ≤ k, and 1 ≤ ν ≤ h. Let d = d1, . . . , dk be a sequence of k
positive integers such that for every μ, 1 ≤ dμ < d. For every μ, let Hμ be a form
of degree dμ in x1, . . . , xN with unknown coefficients and for all μ, i let H ′

μ,i be
a form of degree d − dμ in x1, . . . , xN with unknown coefficients. For all ν, let
Pν be a form of degree d in x1, . . . , xN with unknown coefficients, and for all ν, i,
let Zν,i be an unknown. Denote all the unknown coefficients including the Zν,i as
Y1, . . . , Ys. For all d, let Ed denote the set of coefficients of the monomials in the
xj that occur in the elements

N∑
j=1

mijtj −
( k∑
μ=1

HμH
′
i,μ +

h∑
ν=1

PνZν,i

)
for 1 ≤ i ≤ N . These coefficients will be in K[t1, . . . , tN , Y1, . . . , Ys]. Then (1) is
equivalent to the following statement. There exists g ∈ K[t1, . . . , tN ] − {0} such
that for every choice of d, if the ti are specialized to elements c1, . . . , cN in K such
that g(c1, . . . , cN ) 
= 0, then at least one of the systems of equations obtained by
setting all Ed equal to 0 and setting ti = ci for all i has a solution in K. Here, the
condition g(c1, . . . , cN ) 
= 0 defines the open subset of linear combinations of the
columns that have a collective (k, h)-collapse.

If we do not have a collective (k, h)-collapse for HT over L, then, for every choice
of d, Ed defines the empty set over L. Hence, for every choice of d, the elements
Ed generate the unit ideal in L[y1, . . . , ys]. Since L is the directed union of the
rings D where D is a module-finite extension of a ring of the form K[t1, . . . , tN ]g
for some g ∈ K[t1, . . . , tN ] − {0}, we may choose a subring D of L module-finite
over K[t1, . . . , tN ]g for some g 
= 0 such that each of the ideals (Ed)D[Y1, . . . , Ys]
is the unit ideal. Since an ideal becomes the unit ideal after extension to a module-
finite overring iff it was already the unit ideal, it follows that we can choose g ∈
K[t1, . . . , tN ] − {0} such that each of the ideals (Ed)K[t1, . . . , tN ]g[Y1, . . . , Ys] is
the unit ideal. This is equivalent to the statement that the product of these ideals
is the unit ideal, and we can conclude that there exists g ∈ K[t1, . . . , tN ] − {0}
with a power in the product of the ideals (Ed)K[t1, . . . , tN ][Y1, . . . , Ys].

Consider the dense open set in KN where g does not vanish. It meets the dense
open set U given in the statement of (1). Specialize the ti to values ci in K such
that c1, . . . , cN is in the intersection. For some d the polynomials (Ed) vanish for a
choice of values for Y1, . . . , Ys in K: because the point is in U , there is a collective
(k, h)-collapse over K. But this forces g to vanish, a contradiction.

Now suppose that one has the collective (k, h)-collapse over L and, hence, over
some Dg as described. Then for any point v of KN (thought of as N × 1 matrices
over K) where g does not vanish, there is a maximal ideal m of Dg lying over
the maximal ideal of K[t1, . . . , tN ] corresponding to the point v (since Dg is a
module-finite extension of K[t1, . . . , tN ]g). The quotient of Dg by m is ∼= K, and
the specialization Dg � Dg/m ∼= K yields a collective (k, h)-collapse of Hv. �
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Discussion 7.2. Let H = (mij) be an N × N matrix of forms of degree d in a
polynomial ring R over an algebraically closed field K. Let t1, . . . , tN be inde-

terminates over K and let T be the column matrix
(
t1, . . . , tN

)tr
. Let L be an

algebraic closure of K(t1, . . . , tN ). We refer to a collective (k, h)-collapse for HT
over L ⊗K R as a generic collective (k, h)-collapse for the columns of H. Suppose
that

(∗)
N∑
j=1

mijtj =

k∑
μ=1

HμH
′
μ,i +

h∑
ν=1

Pνzν,i, 1 ≤ i ≤ N

displays the collapse. Here, every Hμ has degree di, 1 ≤ di < d, every H ′
μ,i has

degree d− di, every Pν , 1 ≤ ν ≤ h is a d-form, and the zν,i are scalars.
We may choose D ⊆ L where D is module-finite over K[t1, . . . , tN ]g for g ∈

K[t1, . . . , tN ] − {0}, so that D contains all the coefficients occurring in (∗). If h
cannot be decreased, which we typically will be able to assume, the h-rowed matrix
consisting of all coefficients of the Pν has rank h, and some h×h minor (the entries
will be in D) will be a nonzero element β ∈ D. By enlarging D, if necessary,
we may assume that some minor β is a unit in D. The Pν form a basis for an
h-dimensional vector space over L that we denote WL. We shall write WD for the
free D-module spanned by the Pν . Let θ : D → Ω be a K-linear homomorphism
from D to an algebraically closed field Ω containing K. By applying θ we obtain a
collective (k, h)-collapse for Hθ(T ) over Ω ⊗K R = Ω[x1, . . . , xN ]. We use images
of the k elements of D[x1, . . . , xN ] of degree strictly smaller than d and the images
of the Pν : the latter span a vector space of d-forms over Ω that we denote Wθ. This
vector space may be identified with Ω⊗D WD.

A major case will be that where θ : D � K is simply obtained by killing a
maximal ideal of D. Note that if we have θ0 : K[t1, . . . , tN ] → Ω such that θ0(g) 
=
0, where D is module-finite over K[t1, . . . , tN ]g, then θ0 extends to K[t1, . . . , tN ]g
and, hence, to D.

By killing a varying maximal ideal m ofD, we obtain collective (k, h)-collapses for
various LCK-columns Hv of H, where v is a point of KN with g(v) 
= 0. Consistent
with the conventions above, we denote the h-dimensional K-vector space of forms
spanned by the images of Pν as Wθ, where θ : D → D/m ∼= K. The next result
analyzes when one has an element with a strict s-collapse in WL.

Theorem 7.3. Let notation and terminology be as in Discussion 7.2, so that we
have fixed a generic (k, h)-collapse for H over L, and suppose that it is defined over
D ⊆ L where D is module-finite of K[t1, . . . , tN ]g, with g ∈ K[t1, . . . , tN ] − {0}.
Fix a positive integer s.

(a) The following two conditions are equivalent:
(1) There is a nonzero form of WL with a strict s-collapse in L⊗K R.
(2) For some larger choice of D′ ⊇ D, and every specialization θ : D′ →

K, Wθ has a nonzero form with a strict s-collapse. The same holds
for every larger choice D′′ of D′.

(b) The following two conditions are also equivalent:
(1) There is no nonzero form of WL with a strict s-collapse in L ⊗K R:

that is, WL is s-strong.
(2) For some larger choice of D′ ⊇ D and every specialization θ : D′ → K,

Wθ has no nonzero form with a strict s-collapse, i.e., Wθ is s-strong.
The same holds for every larger choice D′′ of D′.
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Proof. If the first condition in part (a) holds we can choose D′ large enough to
contain elements that are a basis for WL over L such that these elements remain
linearly independent over K for any specialization L′ � K (by enlarging D′ to con-
tain the inverse of a suitable minor), to contain the coefficients of a nonzero element
that has a strict s-collapse, the inverse of at least one of its nonzero coefficients,
as well as the coefficients of the polynomials needed to exhibit the collapse. Then
for every specialization θ : D′ � K, the image of the element with the collapse is
nonzero and has a strict s-collapse. This shows (1) ⇒ (2) in part (a). The state-
ment about larger choices D′′ is then obvious, since any specialization D′′ � K
restricts to a specialization D′ � K.

Now assume that no nonzero element of WL has a strict s-collapse. Again
choose D′ sufficiently large to contain the coefficients of a basis for WL over L
such that these elements remain linearly independent over K for any specialization
D′ → K. Call this basis β1, . . . , βh. Let z1, . . . , zh be new indeterminates. Let
P1, . . . , Ps, P

′
1, . . . , P

′
s ∈ L[x1, . . . , xN ] be polynomials in x1, . . . , xN with new

unknown coefficients yj such that Pi has degree di and P ′
i has degree d − i. The

fact that only the zero element in WL has an s-collapse means that for every choice
of d1, . . . , ds and every choice of specialization of z1, . . . , zh, y1, . . . , yj to values
in L, if the unique entry Δ of

(
z1 · · · zh)HT is 0, then all of the zν have value

0. Let γλ denote the coefficients of Δ when they are thought of as polynomials in
x1, . . . , xN . The γλ are polynomials over L in the zν and yj . (Note that T has
entries in L.) By Hilbert’s Nullstellensatz, we then have that for every choice of
d1, . . . , ds, every zν has a power in the ideal generated by the γλ in L[zν , yj : ν, j].
The same holds over D′ for a sufficiently large choice of D′: D′ can be chosen so
large as to work for every choice of d1, . . . , ds. For this or any larger choice of D′,
if one has a specialization θ : D′ � K, there is no nonzero element with a strict
s-collapse in Wθ. This shows (1) ⇒ (2) in part (b).

Since (a) part (1) and (b) part (1) give a mutually exclusive exhaustion of the
possibilities, we have that in every instance either the statement in (a) part (2)
or the statement in (b) part (2) holds, these are obviously mutually exclusive. It
follows that in each part, statements (1) and (2) are equivalent. �

When one has a collective (k, h)-collapse for a set of forms of degree d, the set
of k forms of degree strictly smaller than d generates an ideal A: recall that is
called the auxiliary ideal of the collapse, while the set of h forms of degree d span
a vector space of dimension at most h that we call the auxiliary vector space of the
collapse. The next result will be useful in modifying a collective (k, h)-collapse so
that the representation of an element as a sum of an element in the auxiliary ideal
and another in the auxiliary vector space is unique.

Theorem 7.4. Let a, k, h ∈ N with a, k > 0 and let S be a set of d-forms over
the polynomial ring R with a collective (k, h)-collapse with auxiliary ideal A and
auxiliary vector space V . Define a sequence (ki, bi) by the rule k0 = k, b0 = 0,
bi+1 = aki, ki+1 = ki + bi+1. By a straightforward induction, bi = (a+ 1)i−1ak for
i ≥ 1 and ki = (a+1)ik, i ≥ 0. Choose a maximal sequence of linearly independent
elements v1, . . . , vm ∈ V such that vi has a strict bi-collapse. Necessarily, m ≤ h.
Write V = V1 ⊕ W , where V1 is the span of v1, . . . , vm. Because vi has a bi-
collapse for 1 ≤ i ≤ m, for each such i we can choose an ideal Ji with at most bi
homogeneous generators of positive degree smaller than the degree of vi such that
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vi is in Ji. Then S has a collective (k′, h−m)-collapse with k′ = km = (a+ 1)mk.
The auxiliary ideal is A+

∑m
i=1 Ji and the auxiliary vector space is W .

Proof. If no element of V − {0} has a strict ak-collapse, then the sequence of vi
is empty, m = 0, and W = V . If some v1 
= 0 has an ak-collapse, then S has a
collective (k + ak, m− 1) collapse, where the auxiliary ideal is the sum of A+ J1,
which has at most k + ak-generators, and the auxiliary vector space is the span of
v2, . . . , vm and W . By a straightforward induction on i, S has a collective (ki,m−i)

collapse in which the auxiliary ideal is A+
∑i

ν=1 Jν and the auxiliary vector space
is the span of vi+1, . . . , vm and W : one writes each element of S as the sum of

an element F ∈ A +
∑i

ν=1 Jν and a sum ci+1vi+1 + ci+2vi+2 + · · · + cmvm + w,
where the cν are scalars and w ∈ W , and then takes F+ci+1vi+1 as the new strictly
ki+1-collapsible part, and ci+2v2+ · · ·+cmvm+w as the part in the auxiliary vector
space. The number of generators needed for the auxiliary ideal increases from ki by
the maximum number of generators for Ji+1 which is at most bi+1, and it is clear
that the dimension of the auxiliary vector space is at most h − i. In particular,
it follows for i = m, that one has a collective (k′, h − m)-collapse as stated. By
the maximality of the sequence v1, . . . , vm, no element of W − {0} has a strict
ak′ = akm = bm+1-collapse, or we could take that element to be vm+1. �
Proposition 7.5. If a family of forms of degree d has a collective (k, h)-collapse
that uses an auxiliary vector space V in which no nonzero element has a strict 2k-
collapse (i.e., V is 2k-strong), then every K-linear combination of elements of the
family can be written uniquely as the sum of an element with a strict k-collapse and
an element of V .

Proof. IfG1+v1 = G2+v2 where theGi have a strict k-collapse and the vi ∈ V , then
G2 −G1 = v1 − v2 ∈ V has a strict 2k-collapse, a contradiction unless v1 = v2. �
Discussion 7.6 (Uniqueness of representation). By combining Theorem 7.4 and
Proposition 7.5, we can start with a collective (k, h)-collapse of a family of d-forms
and, taking a = 2 (or a larger value) in Theorem 7.4, modify it to a collective
(3mk, h−m)-collapse for some m, 0 ≤ m ≤ h in which the representation of every
form in the family as the sum of an element with a strict (3mk)-collapse and an
element in the auxiliary vector space of dimension h−m is unique. Let k′ = 3mk
and h′ = h−m. Note that k′ ≤ 3hk and h′ ≤ h. In the situation of Theorem 7.3, we
may modify a generic collective (k, h)-collapse in this way to a (k′, h′)-collapse in
which the auxiliary vector space is 2k′-strong. By Theorem 7.3, the same condition
holds for the collapses that arise by specialization as in Theorem 7.3 part (b)(2).

8. Using a single auxiliary vector space

Again let all notation be as in Discussion 7.2, so that L is an algebraic closure of
K(t1, . . . , tN ), and that we have a collective (k, h)-collapse for HT : we may assume
that there is no such collapse for a smaller value of h, so that the auxiliary vector
space has dimension h.

Discussion 8.1. Suppose that tij , where 1 ≤ i, j ≤ N , are any N2 algebraically

independent elements in an algebraically closed field Ω. Let T =
(
tij

)
and let T (j)

denote the jth column of T tr, whose ith entry is tji. For every j, 1 ≤ j ≤ N , let Lj

be the algebraic closure of K(tj1, . . . , tjN ) within Ω and fix a K-isomorphism of L
with Lj that extends theK-isomorphism ofK[t1, . . . , tN ] withK[tj1, . . . , tjN ] that
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sends ti �→ tji, 1 ≤ i ≤ N . Let θj be the composite L → Lj ↪→ Ω. Specializing T to

T (j) yields a collective (k, h)-collapse for HT (j): let Wj denote the auxiliary vector
space over Ω that is used. We write Aj for the auxiliary ideal in Lj [x1, . . . , xN ],
which will be generated by k or fewer polynomials of degree strictly less than d.
Thus, we may write

HT (j) = C
(j) +D

(j),

where the entries of columns C(j) and D(j) have coefficients in Lj , the entries of

C(j) are in the ideal Aj , and the entries of D(j) span the vector space Wj . By left
multiplying by T =

(
tij

)
we get a collective collapse for the jth column of T HT tr

that uses the same vector space Wj , since

T HT (j) = T C
(j) + T D

(j).

Because we have a collective (k, h)-collapse for each of the columns of T HT tr, we
can write

T HT tr = P+Q,

where each column of the N × N matrix P has a strict k-collapse and the jth
column of the matrix Q is in the vector space Wj generated over Ω by d-forms with
coefficients in Lj . Each Wj has dimension h.

The next result plays a critical role in the proof of our main result for quartics.

Theorem 8.2. Let H be a symmetric matrix with entries that are 0 or else forms
of degree d in a polynomial ring R over an algebraically closed field Ω. Let j be
any integer, 1 ≤ j ≤ N . Suppose that for i = j and for N − h ≤ i ≤ N , the
ith column H(i) of H can be written as P(i) + Q(i), where the entries of P(i) are
in an ideal Ai generated by at most k forms of degree strictly less than d, and the
Q(i) span a vector space Vi over Ω of dimension at most h whose nonzero elements
are d-forms. This explicitly shows that for i = j and for N − h ≤ i ≤ N , the ith
column of H has a (k, h)-collapse using the ideal Ai and the auxiliary vector space
Vi. Also assume that if i < N − h (respectively, i ≥ N − h), Vi is spanned by the
bottommost h elements of Q(i) (respectively, the bottommost h+1 elements of Q(i)).
Let WΩ = W be the vector space spanned over Ω by the entries of the bottommost
h + 1 elements of the Q(i) for N − h ≤ i ≤ N . Let d := dimΩ(W ). Then the jth

column of H has a
(
k(h + 1), d

)
-collapse using the ideal A = Aj +

∑N
i=N−h+1 Ai

and the auxiliary vector space W .

Proof. The statement is obvious for elements of the jth column if j ≥ N − h: each
is the sum of an element with a strict k-collapse using Aj and an auxiliary vector
space contained in W . Now consider any element F of the vector space spanned
by the jth column of H for j < N − h. It is the sum of an element F0 with a
strict k-collapse using the ideal Aj for that column and an element q in the span

of Q(j). Then q =
∑N

i=N−h+1 ciqi where the ci ∈ Ω and qN−h+1, . . . , qN are the

h bottommost elements in Q(j). Each of the qi comes from writing an element Hi

among the bottommost h entries of the jth column of H as Gi + qi, where Gi has
a strict k-collapse using Aj . But by transposing the symmetric matrix H, we may
also think of Hi as an element of one of the rightmost h columns of H, and, as such,
we can write Hi = Pi + Qi where Pi has a strict k-collapse using the ideal Ai for
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the ith column of H and Qi ∈ W . Thus, qi = Hi −Gi = Pi −Gi +Qi and

F = F0 +

N∑
i=N−h+1

ci(Pi −Gi +Qi),

where each term is either in Aj , or in Ai, N − h + 1 ≤ i ≤ N , or in W . Since

A = Aj +
∑N

i=N−h+1 Ai is the sum of h + 1 homogeneous ideals with at most k
homogeneous generators of degree strictly less than d, A is a homogeneous ideal
with at most k(h + 1) homogeneous generators of degree strictly less than d, and
the jth column of H therefore has a

(
k(h+1), d

)
-collapse using the ideal I and the

auxiliary vector space W . �

Theorem 8.3. Let notation and hypothesis be as in Discussions 7.2 and 8.1.

(a) The vector space spanned over Ω by a column of Q is spanned by any h
off-diagonal entries of the column.

(b) The vector space WΩ = W spanned by the h + 1 rightmost columns of Q
is the same as the vector space spanned by the entries of the columns D(j)

for N − h ≤ j ≤ N . It is also the same as the span of the entries of
Q with indices i, j satisfying N − h ≤ i, j ≤ N with i 
= j, i.e., of the
off-diagonal entries of the (h + 1) × (h + 1) submatrix of Q in the lower
right corner. The latter set of generators of W consists of elements that
have coefficients in the field L that is the algebraic closure in Ω of the field
K(tji : N − h ≤ i ≤ N, 1 ≤ j ≤ N). Moreover, d := dimΩ(W ) is at most
h(h+ 1).

(c) Every column of T HT tr has a collective
(
k(h+1), d

)
-collapse in which the

d elements of degree d can be taken to be any basis for W . In particular,
these d elements may be chosen from the off-diagonal elements of the square
size h+1 submatrix of T HT tr in the lower right corner, in which case they
have coefficients in L. The ideal of the collapse is generated by the ideals of
the collapses of the given column and the rightmost h columns of T HT tr.
Thus the auxiliary vector space for all these

(
k(h + 1), d

)
-collapses, which

is W , is independent of the choice of the column.
(d) Let Z0 be any N − (h+1) size square matrix over Ω and let Z be the direct

sum of Z0 with a size h+ 1 identity matrix I, so that, in block form,

Z =

(
Z0 0
0 I

)
.

Suppose that ZT has entries that are algebraically independent over K.
Then every column of (ZT )H(ZT )tr has a

(
k(h+ 1), d

)
-collapse using W

as the auxiliary vector space.
(e) We also have the

(
k(h + 1), d

)
-collapses described in parts (c) and (d) if

Ω is replaced by any larger algebraically closed field Ω′: W is replaced by
W ′

Ω := Ω′ ⊗Ω W but may be taken to have the same basis.

Proof. (a) Consider the jth column D(j) of D, which consists of polynomials with
coefficients in Lj . We can choose distinct integers 1 ≤ i1 < · · · < ih ≤ N such that
the entries of the column in the positions with indices i1, . . . , ih are a basis for the
span of the entries of the column. Then h off-diagonal entries of the jth column
of Q, which is T D(j) are given by integers 1 ≤ a1 < · · · < ah ≤ N such that the
ai are all different from j. Let T0 be the submatrix of T consisting of the rows of
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T indexed by a1, . . . , ah. Then T0 is an h×N matrix of indeterminates tai,b with
ai 
= j. Thus, these indeterminates are algebraically independent over Lj . The

fact that the entries of T0D(j) are linearly independent now follows from the fact
that we can specialize the entries of T0 without affecting D(j). In particular we can
specialize the entries of T0 so that its νth row has 1 as its iν entry and 0 for all of
its other entries. Then T0 specializes to a matrix M such that the entries of MD(j)

are the entries of D(j) indexed by i1, . . . , ih, which are independent over Lj .
(b) It is now clear that the vector space over Ω spanned by the h bottommost

off-diagonal entries of one of the rightmost h+1 columns over Q is the same as the
Ω-vector space spanned by all of the entries of that column. Since multiplying by
the invertible matrix T does not affect the Ω-span of the entries of a column, this
is also the same as the span of all entries of the D(j) for 0 ≤ N − j ≤ h.

(c) and (d). We may write T HT tr in block form as
(

M11 M12

Mtr
12 M22

)
where M11 is

square and symmetric of size N − h− 1, M12 is (N − h− 1)× (h+ 1), and M22 is
square and symmetric of size h+ 1. Then

ZT H(ZT )tr =

(
Z0M11Z

tr
0 Z0M12

M tr
12Z

tr
0 M22

)
.

In particular, the last h+ 1 columns are the columns of Z
(
M12

M22

)
and each of these

consists of Ω-linear combinations of the entries of the last h+1 columns of T HT tr.
Hence, each of the last h+1 columns of ZT H(ZT )tr has a collective (k, h)-collapse
using the ideal for the corresponding column of T HT tr and a subspace of W . We
may now apply Theorem 8.2, taking H to be T HT tr for part (a) and ZT H(ZT )tr

for part (d). (Note that (c) is actually the special case of (d) where Z0 is an identity
matrix.) The conditions in Theorem 8.2 that the auxiliary vector spaces be spanned
by certain bottommost elements follow from part (a) and the fact that the entries
of ZT (or T ) are algebraically independent over K.

(e) is obvious. �

Theorem 8.4. Let notation and hypothesis as in Discussions 7.2 and 8.1. Let
W be defined as in Theorem 8.3(b), and apply Theorem 7.4 with a = 3 to find an
integer m ∈ N and subspace W0 of W of dimension d0 = d − m such that every
column of T HT tr has a collective (k′, d0)-collapse with k′ = 4mk and no nonzero
element of W0 has a strict 3k′-collapse, i.e., W0 is 3k′-strong. Then we can write
T HT tr = P + Q uniquely, where P has the property that every column has a
strict k′-collapse, and Q has entries in W0. The matrices P and Q are symmetric.
Moreover, if Z0 is an N −h− 1 by N −h− 1 matrix with algebraically independent
entries over K(tij : 1 ≤ i, j ≤ N) and Z is the direct sum of Z0 with a size h + 1
identity matrix, then every column of ZPZtr has a strict collective k′-collapse. In
particular, if P0 is the size N−h−1 square submatrix of P in the upper left corner,
then every column of Z0P0Z

tr
0 has a strict collective k′-collapse.

Proof. Let M = N − h − 1 and let Z0 =
(
zij

)
have entries that are algebraically

independent over the algebraic closure K of K(tij : 1 ≤ i, j ≤ N).
For 1 ≤ i, j ≤ M with i 
= j and y ∈ Ω let Eij(y) denote the elementary size

M square matrix obtained by adding y times the jth row of the size M identity
matrix to the ith row. Let Di(y) be the diagonal matrix with y in the ith spot on
the diagonal and 1 in all other spots on the diagonal. We refer to all of these as
elementary matrices. We may work over κ(zij : 1 ≤ i, j ≤ M), where κ is the prime
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field of K, to write

(∗) Z0 =
M∏
j=1

(
Dj(yjj)

( ∏
1≤i≤M, i �=j

Eij(yij)

))
.

This simply corresponds to performing elementary operations on Z0 until one gets
an identity matrix, and then writing down the product of the inverses of the ele-
mentary matrices used. At the first step, y11 = z11. The next M −1 steps subtract
multiples of the first entry of the first row so that the other entries of the first row
become 0. After sM steps the first s rows agree with those of the identity matrix.
One takes ys+1,s+1 to be the entry of the matrix obtained at the (s+1, s+1) spot.
One additional left multiplication by Ds+1(ys+1,s+1) enables us to assume that the
(s + 1, s + 1) entry is 1. One then performs column operations to make all of the
other entries of the s+1 row 0. The elements we need to invert in this process are
never 0, because that does not happen even if we specialize the zij to the entries
of the size M identity matrix. Since the zij are in the field (even the κ-algebra)
generated by the yij , the M2 elements yij are algebraically independent both over
κ and over L: the zij and the yij generate the same field over κ or L.

Let s = M2 and denote the product on the right hand side of (∗) as Es · · ·E1.
Let Yν be the direct sum of Eν and a size h+ 1 identity matrix, 1 ≤ ν ≤ s. Then
Z = Ym · · ·Y1. By a straightforward induction on ν, each of the matrices

Y1, Y2Y1, . . . , Yν · · ·Y1, . . . , Ym · · ·Y1 = Z

has entries that are algebraically independent over L, and it follows that each of
the matrices

T , Y1T , Y2Y1T , . . . , Yν · · ·Y1T , . . . , Ym · · ·Y1T = ZT
has algebraically independent entries over K. Let Tν = Yν · · ·Y1T , 1 ≤ ν ≤ s, and
T0 = T . Then for each of the matrices Tν , 0 ≤ ν ≤ s, we have a decomposition:
TνHT tr

ν Pν + Qν , where P and Pν have the property that every column has a
collective (k′, h′)-collapse, and the Qν have all entries in W0.

The choice of a = 3 guarantees that these representations are unique. Since
T HT tr is symmetric, P and Q are symmetric as well: by Proposition 7.5, an
element of T HT tr can be written as the sum of an element with a strict k′-collapse
and an element in W0 in only one way (the element with the k′-collapse need not be
assumed to come from a specific auxiliary ideal—one only needs that every element
of W0 − {0} is at least 2k′-strong). We now show by induction on ν that for ν ≥ 1
we have

Pν = (Yν · · ·Y1)P(Yν · · ·Y1)
tr and Qν = (Yν · · ·Y1)Q(Yν · · ·Y1)

tr.

This yields the desired conclusion when ν = s.
This comes down to showing that if the entries of Tν and the element y are

algebraically independent and Y = Yν+1 is the direct sum of an elementary matrix,
either Eij(y) or Di(y), with a size h+1 identity matrix, then YPνY

tr = Pν+1 and
YQνY

tr = Qν+1. Clearly, we have Tν+1 = YPνY
tr + YQνY

tr. The last term is a
matrix with entries in W0. If Y is diagonal, every entry of YPνY

tr is a multiple
of an entry of P and so has a strict k′-collapse. If Y = Eij(y), every entry of
YPν is either an entry of Pν or a linear combination of two entries of Pν in the
same column. Hence every entry of YPν has a strict k′-collapse. Every entry of
(YPν)Y

tr is, likewise, a linear combination of at most two entries from a row of
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YP, and so has, at worst, a strict (2k′)-collapse. Thus, in all cases, every entry of
YPνY

tr has, at worst, a strict (2k′)-collapse. Let F be an entry of YPνY
tr. Then

we have found a representation F = G1 +H1 where G1 has a strict (2k′)-collapse
and G1 is in W0. From the fact that Y TνY tr = Yν+1 = Pν+1 +Qν+1 we also have
F = G2 + H2, where G2 has a strict k′-collapse and H2 ∈ W0. It follows that
G2 −G1 = H1 −H2 ∈ V0 is an element of V0 with a strict (3k′)-collapse. This is a
contradiction, by our choice of a, unless H1 −H2 = 0. This implies that H1 = H2

and G1 = G2. This completes the proof. �

9. Hessian-like matrices of quadrics with entries of stably

bounded rank

Theorem 9.3 below plays a critical role in the construction of ηA(n1, n2, n3, n4)
for algebraically closed fields of characteristic 0 or ≥ 5 in the next section. Note
that in this result, we do not need to assume that P0 is symmetric.

Lemma 9.1. Let K be an algebraically closed field of characteristic different from 2.
Let M, N be positive integers. Let R = K[x1, . . . , xN ] be a polynomial ring over K.
Let Z =

(
zij

)
be an M ×M matrix of indeterminates over K. Let P0 =

(
fij

)
be an

M×M matrix whose entries are quadratic forms in R. Then all off-diagonal entries
of ZP0Ztr have the same rank r1 over F , and all diagonal entries have the same
rank r ≤ r1. If M = 1 we make the convention that r1 := r. For a Zariski dense
open subset U of GL(M, K), for all α ∈ U all off-diagonal (respectively, diagonal)
entries of αP0α

tr have rank r1 (respectively, r). For an off-diagonal entry f in the
(i, j) spot of αP0α with α ∈ U , the ith row and jth column of αP0α

tr are both
contained in the ideal (Df)R.

Proof. Let Zi be the ith row of Z and let Zj be the jth column. It is clear that
the maximum rank that can be achieved at the (i, j) spot in αP0α

tr is the same
as the rank at the (i, j) spot of ZP0Z

tr: rank ρ is achieved if and only if the
size ρ minors of certain matrix of polynomials in the zij do not all vanish. (Each
quadratic form in P0 corresponds to a symmetric N × N matrix of constants in
K, and ZiP0Zj will correspond to an N ×N symmetric matrix whose entries are
in K[zij : 0 ≤ i, j ≤ M ].) If i 
= j, by interchanging the ith and jth rows of α
one sees that if a certain rank is achieved at the (i, i) spot in αP0α

tr, it is also
achieved at the (j, j) spot. Moreover, this shows as well that the rank achieved at
the (i, h) spot is also achieved at the (j, h) spot if h 
= i, j, so that for any column,
the highest rank that can be obtained at an off-diagonal spot is constant. Since the
same is true for rows, the highest possible ranks r, r1 are constant both for spots
on and for spots off the main diagonal. We show that r ≤ r1 below.

Choose α ∈ U so that P1 = αP0α
tr =

(
gij

)
has maximum possible rank for all

entries. If i 
= h, j and c ∈ K by adding c times the hth row to the ith row and also
c times the hth column to the ith column in P1 we obtain cghj + gij at the (i, j)
spot. By Proposition 4.6, the rank of cghj + gij will increase from r1 for infinitely
many values of c unless ghj ⊆ (Dgij)R, and it will be at least the rank of ghj even
when h = j. This shows that r ≤ r1 and that for h, j distinct from i, ghj ∈ (Dgij),
even if h = j. But gij ∈ Dgij in general, so that the entire ith row of P1 is in the
ideal Dgij . The entire jth column is in Dgij by a similar argument. �

Example 9.2. The ranks r1 and r can be different. Let V be a 1×M row of linearly
independent linear forms and let P0 = V V tr. Then AP0A

tr = (AV )(AV )tr, and
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each diagonal entry is the square of a linear form, and so has rank 1. Each off-
diagonal entry is the product of two linearly independent linear forms and has rank
2. If P0 is skew-symmetric the diagonal entries are 0 while the off-diagonal entries
can have arbitrarily large rank.

We are now ready to prove the last of the critical results needed to establish the
existence of A(n1, n2, n3, n4). We only need the case a = 1 to handle quartics, but
there are potential applications to higher degree cases.

Theorem 9.3. Let K be an algebraically closed field of characteristic different from
2, let M , N , and a be positive integers, and let R = K[x1, . . . , xN ] be a polynomial
ring over K. Let Z =

(
zij

)
be an M × M matrix of indeterminates over K and

let P0 =
(
fij

)
be an M ×M matrix whose entries are quadratic forms in R. Let

r1 be the greatest rank of an off-diagonal entry of ZP0Ztr and let r be the greatest
rank of a diagonal entry. Let V =

(
L1 . . . LM

)
be a 1×M row of forms of degree

a in R. Then f :=
∑

0≤i,j≤M LiLjfij , the unique entry of VP0V
tr, has a strict

(2r1 + 2r)-collapse (a strict (r1 + 2r)-collapse if P0 is symmetric).

Proof. By Lemma 9.1 the ranks r and r1 will be achieved for the specialization
of Z to a matrix α in an open subset U of GL(M, K). Hence, we may replace
P0 by αP0α

tr for such an α and assume that f11 has rank r. Because Zα−1 has
algebraically independent entries over K, our hypothesis is preserved. At the same
time we replace V by V α−1.

Moreover, since the characteristic is different from 2, for each quadratic form fij
we have a corresponding symmetric N ×N symmetric matrix Λij =

(
λij
st

)
. After a

K-linear change of coordinates in R we may assume that Λ11 is diagonal, with the
first r entries on the diagonal equal to 1 and the other diagonal entries 0. We note
that in the discussion below we have 1 ≤ i, j ≤ M and 1 ≤ s, t ≤ N . Sometimes
there are additional restrictions on these indices.

Let Z be the first row of Z. To simplify notation we let z = z11 and zj = z1j
for j > 1. Then G =

∑
1≤i≤M z2i fii +

∑
1≤i�=j≤M zizjfij is the (1, 1) entry of

ZPZtr and has rank r. Call the corresponding N ×N symmetric matrix Λ: it has
coefficients in K[zi : 1 ≤ i ≤ M ]. In Λ, the first r entries of the main diagonal have
the form

(#) z2 + lower degree terms in z.

Note that z occurs with degree at most 1 in other entries of Λ. Consider the N − r
size square submatrix C of Λ in the lower right corner. We want to study the
constraints imposed on C and on Λ by the condition that Λ have rank at most r,
i.e., that the r + 1 size minors of Λ vanish.

Fix s, t > r corresponding to some entry of C. Consider the r + 1 size square
submatrix Θs,t of Λ coming from the rows indexed 1, 2, . . . , r, s and the columns
indexed 1, 2, . . . , r, t. It contains the upper left r × r block whose main diagonal
consists of terms as described in (#). When we calculate its determinant as a sum
of (r+1)! products of entries, the main diagonal provides a term of degree z2r+1 or
z2r depending on whether or not z occurs with nonzero coefficient in the (s, t) entry
of Λ. We cannot obtain z2r+1 in any other way. Hence, if z occurs with nonzero
coefficient in the (s, t) entry of Λ, this r + 1 size minor of Λ does not vanish, a
contradiction. Hence, we may assume that for all s > r and t > r, z does not occur
in the (s, t) entry of Λ. This implies that the determinant of Θs,t has degree at
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most 2r as a polynomial in z. We may calculate the coefficient of z2r in terms of
the zi for 2 ≤ i ≤ M and the scalars λij

st.
As already mentioned, we obtain a term of degree 2r in z by using the first r

terms on the main diagonal and the term in the (s, t) spot.
Since Λ =

∑
i z

2
i Λii +

∑
i,j zizjΛij , the only other way to get z2r when we

compute the determinant of Θs,t is by taking r − 1 terms from the main diagonal,
omitting, say, the ρth term, where 1 ≤ ρ ≤ r, and two terms, one, Λsρ, from the
bottom row of Θs,t (which is part of the sth row of Λ) with column index ρ, and
the other, Λρt, from the rightmost column of Θs,t (which is part of the tth column
of Λ) with row index ρ. The contribution to the coefficient of z2r from the term of
this type in the determinant of Θs,t coming from one choice of ρ is

−(the coefficient of z in Λsρ)(the coefficient of z in Λρt).

The coefficient of z = z1 in Λst =
∑

i,j λ
ij
s tzizj comes from the z1zj terms, j ≥ 2,

and the ziz1 terms, i ≥ 2, so that the coefficient of z is∑
j≥2

λj1
stzj +

∑
i≥2

λ1i
stzi

which we can rewrite as ∑
i≥2

(λi1
st + λ1i

st)zi

or as ∑
j≥2

(λj1
st + λ1j

st )zj .

Taking account also of the contribution to the coefficient of z2r that is entirely
from the main diagonal in Θs,t, which is the product of z2r with Λs,t (we observed
earlier that z does not occur in this entry), we have that the coefficient of z2r in
the determinant of Θs,t is∑

i,j≥2

λij
stzizj −

r∑
ρ=1

(∑
i≥2

(λi1
ρs + λ1i

ρs)zi
∑
j≥2

(λj1
tρ + λ1j

tρ)zj

)
.

Since Θs,t has rank r, the displayed expression vanishes, i.e., for all s, t > r,

(†)
∑
i,j≥2

λij
stzizj =

r∑
ρ=1

(∑
i≥2

(λi1
ρs + λ1i

ρs)zi
∑
j≥2

(λj1
tρ + λ1j

tρ)zj

)
.

Since the zj are indeterminates, we may substitute the Lj for the zj in (†) to obtain
that for all s, t > r,

(††)
∑
i,j≥2

λij
stLiLj =

r∑
ρ=1

(∑
i≥2

(λi1
ρs + λ1i

ρs)Li

∑
j≥2

(λj1
tρ + λ1j

tρ)Lj

)
.

Choose an off-diagonal entry g1 in the first row of P0 and an off-diagonal entry
g2 of the first column. Then by Lemma 9.1, the 2r1 linear forms needed to span Dg1
and Dg2 generate an ideal that contains all the f1j and all of the fj1. Note that if
P0 is symmetric, we may take g1 = g2 and we only need r1 elements. (If M = 1, we
use instead f11 as the generator of the ideal need.) Let A be the ideal generated by
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these elements and x1, . . . , xr. The congruences below are taken modulo A, which
has at most 2r1 + r generators (r1 + r if P0 is symmetric). Then

f =
∑
i,j

LiLjfij ≡
∑

i≥2,j≥2

LiLjfij

since the fi,1, f1,j ∈ A. We can rewrite this as∑
i≥2,j≥2

LiLj

(∑
s,t

λij
stxsxt

)
which, since x1, . . . , xr ∈ A,

≡
∑

i≥2,j≥2

LiLj

( ∑
s>r,t>r

λi,j
s,txsxt

)
since x1, . . . , xr ∈ A. This becomes∑

i≥2,j≥2

( ∑
s>r,t>r

(λij
stxsxtLiLj)

)

=
∑

s>r,t>r

( ∑
i≥2,j≥2

(λij
stLiLj)xsxt

)
=

∑
s>r,t>r

xsxt

( ∑
i≥2,j≥2

(λij
stLiLj)

)
.

Using (††) this becomes∑
s>r,t>r

xsxt

r∑
ρ=1

(∑
i≥2

(λi1
ρs + λ1i

ρs)Li

∑
j≥2

(λj1
tρ + λ1j

tρ)Lj

)

=
r∑

ρ=1

( ∑
s>r,t>r

xsxt

(∑
i≥2

(λi1
ρs + λ1i

ρs)Li

)(∑
j≥2

(λj1
tρ + λ1j

tρ)Lj

))

=
r∑

ρ=1

(∑
s>r

(
xs

∑
i≥2

(λi1
ρs + λ1i

ρs)Li

))(∑
t>r

(
xt

∑
j≥2

(λj1
tρ + λ1j

tρ)Lj

))
,

which shows that f has a strict r-collapse modulo an ideal generated by at most
2r1 + r forms (r1 + r if P0 is symmetric). This proves that f has a strict 2(r1 + r)-
collapse (a strict (r1 + 2r)-collapse if P0 is symmetric). �

10. The quartic case: K4, and
ηA(n1, n2, n3, n4)

Before proving the existence of K4 for characteristic not 2 or 3, we need two ob-
servations. One is that by iterating Euler’s formula, we have that for a homogeneous
polynomial F of degree d over a field K, d(d− 1)F =

∑
i,j xixj∂

2F/∂xi∂xj .
Second, we need the following observation.

Lemma 10.1. Let K be a field and let K[x1, . . . , xN ] be a polynomial ring. Let
G be a form of degree d ≥ 3 such that d is not zero in K. If G has a k-collapse
such that h of the k terms in the collapse expression involve a linear factor, where
0 ≤ h ≤ k, then DG has a collective (2k−h, h)-collapse. Hence, DG has a collective
2k-collapse. In particular, if G has degree 3 and has a k-collapse, then DG has a
collective (k, k)-collapse.
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Proof. Suppose that G =
∑h

s=1 LsMs +
∑k−h

t=1 NtPt where the Li are linear forms,
the Mi have degree d−1, and the Ns, Ps have degrees between 2 and d−2. By the
product rule, each partial derivative of G is in the ideal generated by the Ls, Nt,
Pt (k − h + k − h + h elements) and the Ms (h elements). The final two remarks
follow at once. (For the final remark, note that every term in a collapse of degree
3 polynomial involves a linear factor.) �

We are now ready to prove the existence of K4. If G is a form in K[x1, . . . , xN ],
∇G denotes the column of partial derivatives ∂G/∂xi of G.

Theorem 10.2. Let K be an algebraically closed field of characteristic not 2 or 3.
Then we may take K4(k) = 6k(k + 1)4k(k+1) + (k + 1)2.

Proof. Let R = K[x1, . . . , xN ] and let F be a quartic form over K. Suppose that
DF consists entirely of forms with a k-collapse. By Definition 1.13, what we need
to show is that F has

(
6k(k+1)4k(k+1)+(k+1)2

)
-collapse. By Proposition 3.5(b),

it suffices to show this after enlarging the field.
Let H be the Hessian of F . A linear combination of columns of H is the same

as ∇G, where G is the corresponding linear combination of ∂F/∂x1, . . . , ∂F/∂xN .
It follows from Lemma 10.1 that all of the LCK-columns of H have a collective
(k, k)-collapse: each has the form ∇G for some G ∈ DF .

Let notation and hypotheses be as in Discussions 7.2 and 8.1. In particular, let
T be as in Discussion 8.1, and let Z and Z0 be as in the statement of Theorem 8.3,
part (d). By Theorems 7.1, 8.2, and 8.3 with h = k, we first obtain a collective
(k(k+1), k(k+1))-collapse for the columns of T HT tr using a single auxiliary vector
space. We also obtain from Theorem 8.4 that T HT tr has a decomposition P+Q

such that, if (as indicated above) Z0 is a size N − k − 1 square matrix of new
indeterminates and P0 is the size N − k − 1 square submatrix in the upper left
corner of P (this notation is the same as in the statement of Theorem 8.4), then
the following hold:

(1) The elements of Z0P0Z0 all have a strict k(k + 1)4k(k+1)-collapse.
(2) The elements of Q are in a vector space W0 of dimension at most k(k + 1)

over the extended base field.
(3) Hence, the rank of each element of Z0P0Z0 is at most r = 2k(k+1)4k(k+1).

The iterated Euler’s formula discussed above for d = 4 yields that
(
12F

)
=

XHXtr, where X is the row matrix with entries x1, . . . , xN . Then,

(∗)
(
12F

)
= X(P+Q)Xtr = XPXtr +XQXtr.

The entries of Q are in W0 and so they are in the ideal I1 generated by at most
k(k + 1) linear forms. Let I2 be the ideal generated by xN−k+1, . . . , xN . Modulo
I2, X becomes the concatenation of a 1× (N −K) matrix X1 and a 1× k block of
zeros. Modulo I1, Q ≡ 0. So XHXtr ≡ X(P)Xtr, and modulo I1 + I2, XHXtr ≡
X1P0X

tr
1 .

Hence, from (∗), we have 12F ≡ X1P0X
tr
1 . By Theorem 9.3 in the symmetric

case, since r bounds the ranks of all elements, X1P0X
tr
1 has a strict 3r-collapse, i.e.,

a strict 6k(k+1)4k(k+1)-collapse. Since I1+I2 has k(k+1)+(k+1) generators, this
implies that 12F and, hence, F , has a strict

(
6k(k+ 1)4k(k+1) + k(k+ 1) + k+ 1

)
-

collapse, as required. �
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Theorem 10.3. For algebraically closed fields of characteristic 
= 2, 3, a choice of
the function ηA(n1, n2, n3, n4) exists for all η ≥ 1, and can be calculated from The-
orem 1.17. Hence, choices of the functions ηB(n1, n2, n3, n4) and C(n1, n2, n3, n4)
can also be made explicit.

In fact, one obtains a closed form for the functions ηA. The result is rather
complicated, but Corollaries 6.5 and1.18, and Theorem 10.2 imply the following at
once.

Corollary 10.4. For algebraically closed fields of characteristic not 2 or 3, if δ =
(0, 0, 0, n), corresponding to an n-dimensional vector space whose nonzero forms
all have degree 4, we may take

ηA(δ) = K4

(
(2n+ η)A3(2n+ η)

)
+ 2n+ η − 1

with K4 as in Theorem 10.2 and

A3(2n+ η) = 2(8n+ 4η − 1)(2n+ η − 1).

11. Questions and conjectures

We believe that the values we have found for the the functions ηA and ηB are
very far from best possible (except for ηA in the case of quadrics). We strongly
expect that the best possible Stillman bounds are far better than those we have
found. The conjectures below express these expectations.

Conjecture 11.1. For all characteristics the best possible bound for Kd(k) with d
fixed and k varying is at worst cdn

κ(d) for some positive constant cd and function
κ of d.

Note that for d = 3, c3 = 2 and κ(3) = 1. Of course, our result for K4 is much
worse than polynomial, but we believe that there is a polynomial bound.

Conjecture 11.2. For all characteristics the best possible bound for ηA for a given
value of η for n polynomials of degree d, where d is fixed and n varies, is, at worst,
Cd,ηn

λ(d) for some positive constant Cd,η depending only on d and η and some
function λ of d.

This has been proved here for d ≤ 3, where we may take λ(d) = d− 1. However,
we do not feel that there is enough evidence yet to make a conjecture about what
λ(d) is in general. Because of the formula in part (3) of Theorem 1.17, or by
Corollary 1.18 we have that ηAd(0, . . . , 0, n) = Kd

(
(2n+η)Ad−1(2n+η)

)
+2n+η−1.

This shows that Conjecture 11.1 implies Conjecture 11.2, and that one has, at worst,
λ(d) = κ(d)

(
λ(d− 1) + 1

)
.

Conjecture 11.3. For all characteristics, the bound for the projective dimension
of an ideal generated by n forms of degree at most d, where d is fixed and n varies,
is, at worst, Cdn

d for some positive constant Cd depending only on d.

Note that while the conjecture for ηA has been verified here for d ≤ 3, the
conjecture for Stillman bounds is not known even in the case d = 2.

The following is raised as Question 6.2 in [25]. We conjecture this explicitly: of
course, it implies Conjecture 11.3 for the case d = 2.

Conjecture 11.4. If R is a polynomial ring over a field and I an ideal of R
generated by n quadrics and of height h, then pdR(R/I) ≤ h(n− h+ 1).
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The ideal Im,n,d constructed in [31] has height m, is minimally generated by
m + n homogeneous polynomials of degree d, while its projective dimension is
m + n

(
m+d−2
d−1

)
, which is a polynomial of total degree d in m,n. These examples

for d = 2 show that one cannot improve the bound in Conjecture 11.4, and that in
a bound that is polynomial in n for the projective dimension for fixed d must have
degree at least d.

The problem of giving explicit bounds for ηA remains in characteristic 2, 3 even
when d = 4. The corresponding problem for ηA and ηB if d > 4 is untouched.

Moreover, so far as we know, there is almost nothing known about lower bounds
for ηB, even for quadrics, except the obvious fact that it must exceed the Stillman
bound on projective dimension. In particular, so far as we know, it is possible that
a polynomial bound for ηB exists in every degree. This problem is wide open, even
for quadrics.

Question 11.5. We note that the results of [2] show that everything about the
primary decomposition of an ideal generated by n forms of specified degrees is
bounded in terms of n and the degrees of the forms: this includes the number
of primes, and the numbers of minimal generators and their degrees for both the
primes and primary ideals occurring. We want to point out that it is largely an
open question what can happen even for a regular sequence of n quadrics. Since
the multiplicity of the quotient is 2n, the number of associated primes (which are
the same as the minimal primes) is at most 2n. This can happen, e.g., if the regular
sequence is x1x2, x3x4, . . . , x2n−1x2n. We do not know what might happen with
the numbers of generators nor with their degrees.
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1958, rédigé par Pierre Gabriel. Seconde édition, 1965. Lecture Notes in Mathematics, vol. 11,

Springer-Verlag, Berlin-New York, 1965. MR0201468
[36] Terence Tao, A symmetric formulation of the Croot-Lev-Pach-Ellenberg-Gijswijt capset

bound. Blog post, 2016. https://terrytao.wordpress.com/2016/05/18/a.

Department of Mathematics, University of Michigan, Ann Arbor, Michigan 48109–

1043

Email address: hochster@umich.edu

Altair Engineering, 1820 E. Big Beaver Road, Troy, Michigan 48083

Email address: antigran@gmail.com

Licensed to Univ of Michigan. Prepared on Wed Jul 29 13:56:59 EDT 2020 for download from IP 141.211.4.224.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use




