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Abstract

A spectral approach to building the exterior calculus in manifold learning prob-
lems is developed. The spectral approach is shown to converge to the true ex-
terior calculus in the limit of large data. Simultaneously, the spectral approach
decouples the memory requirements from the amount of data points and am-
bient space dimension. To achieve this, the exterior calculus is reformulated
entirely in terms of the eigenvalues and eigenfunctions of the Laplacian oper-
ator on functions. The exterior derivatives of these eigenfunctions (and their
wedge products) are shown to form a frame (a type of spanning set) for appro-
priate L2 spaces of k-forms, as well as higher-order Sobolev spaces. Formulas
are derived to express the Laplace-de Rham operators on forms in terms of the
eigenfunctions and eigenvalues of the Laplacian on functions. By representing
the Laplace-de Rham operators in this frame, spectral convergence results are
obtained via Galerkin approximation techniques. Numerical examples demon-
strate accurate recovery of eigenvalues and eigenforms of the Laplace-de Rham
operator on 1-forms. The correct Betti numbers are obtained from the kernel
of this operator approximated from data sampled on several orientable and non-
orientable manifolds, and the eigenforms are visualized via their corresponding
vector fields. These vector fields form a natural orthonormal basis for the space
of square-integrable vector fields, and are ordered by a Dirichlet energy func-
tional which measures oscillatory behavior. The spectral framework also shows
promising results on a non-smooth example (the Lorenz 63 attractor), suggesting
that a spectral formulation of exterior calculus may be feasible in spaces with no
differentiable structure.
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1 Introduction

The field of manifold learning has focused significant attention recently on con-
sistently estimating the Laplacian operator on a manifold,

(1.1) ∆ =−divgrad = δd

(in this paper we use the positive definite Laplacian, which we also refer to as the
0-Laplacian) [7, 44, 18, 52, 12, 32, 11, 8, 43, 49, 50, 14]. Given data {xi} sampled
from a manifold M ⊂ Rn, these methods build a graph with weights given by
a kernel function k(xi,x j), and then approximate the Laplacian operator with the
graph Laplacian

(1.2) L=D−K,

where K and D are the kernel and degree matrices associated with k, respectively.
In Table 1.1, we briefly summarize the current state-of-the-art results.

The Laplacian-based approach to manifold learning is justified by the fact that
the Laplace-Beltrami operator encodes all the geometric information about a Rie-
mannian manifold. A simple demonstration of this fact arises from the product
formula for the Laplacian

(1.3) ∆( f h) = f ∆h+h∆ f −2grad f ·gradh,

where the dot-product above is actually the Riemannian inner product gx : TxM ×
TxM → R,

gx(grad f (x),gradh(x)) = (grad f ·gradh)(x)

=
1
2
( f (x)∆h(x)+h(x)∆ f (x)−∆( f h)(x)).(1.4)

Specifically, given any vectors v,w ∈ TxM , there must exist functions f ,h with
grad f (x) = v and gradh(x) = w, and then the inner product

gx(v,w) = gx(grad f (x),gradh(x))

can be computed as above.
Since the geometry of a Riemannian manifold is completely determined by the

Riemannian metric, the above formulas show that metric is completely recoverable
from Laplacian, so learning the Laplacian is sufficient for manifold learning. Of
course, this is a theoretical rather than pragmatic notion of sufficiency. If one asks
certain geometric questions, such as “What is the 0-homology of the manifold?”
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TABLE 1.1. Summary of results on manifold learning

(1) For uniform sampling density (with respect to the Riemannian volume
measure) on a compact manifold, the Gaussian kernel provides a consistent
pointwise estimator of the Laplace-Beltrami operator [7].

(2) For nonuniform sampling density on a compact manifold, any isotropic
kernel with exponential decay can be normalized to give a consistent point-
wise estimator [18].

(3) For nonuniform sampling density on a compact manifold, any symmetric
kernel with super-polynomial decay can be normalized to give a consistent
pointwise estimator with respect to a geometry determined by the kernel
function [12].

(4) The bias-variance tradeoff implies error which is exponential in the dimen-
sion of the manifold [44, 11].

(5) The above results can be generalized to non-compact manifolds by assum-
ing appropriate lower bounds on the injectivity radius and either the curva-
ture or the ratio between the intrinsic and extrinsic distances [32, 11, 14].

(6) For data sampled on a compact subset of Rn, not necessarily with mani-
fold structure, the normalized and (under additional conditions) the unnor-
malized graph Laplacians converge spectrally to operators on continuous
functions in the infinite-data limit [52].

(7) For smooth compact manifolds without boundary and uniform sampling
density, the graph Laplacian associated with Gaussian kernels converges
spectrally to the manifold Laplacian along a decreasing sequence of kernel
bandwidth parameters as the number of samples increases [9]. More re-
cently, these results have been extended to allow spectral approximation of
more general self-adjoint elliptic operators on bounded open subsets of Rn,
with specified relationships between the bandwidth and number of points,
including error estimates [43, 49, 50].

(8) The bias and variance of the spectral estimator were computed in [14], who
showed that the variance is dominated by two terms, one proportional to the
eigenvalue λ (linear) and another proportional to λ 2 (quadratic), explain-
ing why an initial part of the spectrum (close to zero) can be significantly
more accurate than larger eigenvalues. For this initial part of the spectrum,
the optimal bias-variance tradeoff results in a much smaller bandwidth than
is optimal for pointwise estimation.

(9) A separate construction (closely related to kernel estimators) uses local
estimators of the tangent space and orthogonal matrices that estimate the
covariant derivative in order to construct an estimator of the connection
Laplacian, which is closely related to the Hodge Laplacian on 1-forms
[45, 27, 46].
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TABLE 1.2. Comparison of the Spectral Exterior Calculus (SEC) in-
troduced in this manuscript to the Discrete Exterior Calculus (DEC) and
the Finite element Exterior Calculus (FEC).

Feature DEC FEC SEC
Pointwise consistency Yes Yes Yes
Spectral consistency Unknown Yes Yes
Works on raw data No No Yes
Decouples memory from data No N/A Yes
Exterior Calculus structure Partial Partial Partial

(i.e., the number of connected components) this can be easily answered as the
dimension of the kernel (nullspace) of the Laplacian. However, if one asks for the
higher homology of the manifold, or the harmonic vector fields, or the closed or
exact forms, the above formulas do not suggest any practical approach. What is
needed is not merely the Laplacian, but a consistent representation of the entire
exterior calculus on the manifold.

In this paper, we introduce the Spectral Exterior Calculus (SEC) as a consistent
representation of the exterior calculus based entirely on the eigenfunctions and
eigenvalues of the Laplacian on functions. In essence, we will follow through on
the above analysis and reformulate the entire exterior calculus in terms of these
eigenfunctions and eigenvalues.

Discrete formulations of the exterior calculus, utilizing a finite number of sam-
pled points on or near the manifold, have been introduced at least as early as the
mid 1970s with the work of Dodziuk [22] and Dodziuk and Patodi [23]. They con-
structed a combinatorial Laplacian on simplicial cochains of a smooth triangulated
manifold, and showed that, under refinement of the triangulation, the combinatorial
Laplacian on k-cochains converges in spectrum to the Laplace-de Rham operator
on k-forms (or k-Laplacian, denoted ∆k). A key element of this construction was
the use of Whitney interpolating forms [53], mapping k-cochains to k-forms on the
manifold. More recently, two alternative methods of discretely representing the ex-
terior calculus have been developed, namely the Discrete Exterior Calculus (DEC)
by Hirani [33] and Desbrun et al. [21], and the Finite element Exterior Calculus
(FEC) by Arnold et al. [3, 2]. Among these, the FEC includes the techniques of
Dodziuk and Patodi, as well as subsequent generalizations by Baker [5] utilizing
Sullivan-Whitney piecewise-polynomial forms [48], as special cases. In Table 1.2,
we compare the features of the SEC to the DEC and FEC. For manifold learn-
ing applications, we focus on three requirements: consistency, applicability to raw
data, and amount of data and memory required.

The first requirement is that the method should be consistent, meaning that
discrete analogs of objects from the exterior calculus should converge to their con-
tinuous counterparts in the limit of large data. In this paper we will focus on the
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pointwise and spectral consistency, in appropriate Hilbert spaces, of representa-
tions of vector fields and the Laplace-de Rham operators on k-forms. We chose
to focus on Laplace-de Rham operators because their eigenforms form a natural
ordered basis for the space of k-forms. Moreover, in the case of the eigenforms
of the 1-Laplacian, the Riemannian duals form a natural basis for smooth vector
fields. While the DEC formulates a discrete analog to ∆k, currently it has not been
proven to be pointwise consistent, except for ∆0 using the cotangent formula for
the special case of surfaces in R3. A recent preprint by Schulz and Tsogtgerel
[41] shows consistency of the DEC when used to solve Poisson problems for the
1-Laplacian, but spectral convergence is not addressed. A recent thesis of Rufat
[40] considers a collocation-based variant of the DEC, also called “Spectral Exte-
rior Calculus” but abbreviated SPEX, and shows numerical examples suggesting
consistency of the kernel of the 1-Laplacian. The FEC has convergence results for
estimating Laplace-de Rham and related operators, including eigenvalue problems.

In Section, 6, we prove spectral convergence results for the SEC-approximated
1-Laplacian using a Galerkin technique. More generally, many of the operators en-
countered in exterior calculus, including the k-Laplacians, are unbounded, and the
requirement of consistency must necessarily address domain issues for such opera-
tors. One of the advantageous aspects of the SEC is that the Sobolev regularity ap-
propriate for differential operators such as k-Laplacians can be naturally enforced
using the eigenvalues of the 0-Laplacian. This allows us to construct spectrally
convergent Galerkin schemes using classical results from the spectral approxima-
tion theory for linear operators. This approach generalizes Galerkin approximation
schemes for a class of unbounded operators on functions (generators of measure-
preserving dynamical systems) [29, 30, 19] to operators acting on vector fields and
higher-order k-forms.

Our second requirement is that the method should only require raw data, as the
assumption of an auxiliary structure such as a simplicial complex is unrealistic for
many data science applications. The FEC makes strong use of the known struc-
ture of the manifold to build their finite element constructions, which makes the
FEC inappropriate for manifold learning. Indeed, it is instead targeted at solving
PDEs on manifolds where the manifold structure is given explicitly. Based on this
requirement we will not consider further comparison to the FEC. The DEC also
makes strong use of a simplicial complex in their formulation and in the consis-
tency results. It is conceivable that one could apply the DEC to an abstract simpli-
cial complex based on an ε-ball or k-nearest neighbor construction, however there
are no consistency results for such constructions.

Our third requirement is that the memory requirements should be decoupled
from the data requirements, since data sets may be very large, rendering any method
requiring memory that is even quadratic in the data impractical. In the DEC, dis-
crete k-forms are encoded as weights on all combinations of k-neighbors of each
data point. For a data set with N data points, each having ` neighbors, functions
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would be represented as N× 1 vectors, 1-forms as N× ` matrices, and general k-
forms as N× `k matrices. Thus, operators such as the k-Laplacian are represented
as N`k×N`k matrices. The SEC provides an alternative which is much more mem-
ory efficient.

It has been shown that the error in the leading eigenfunctions of the 0-Laplacian
is proportional to the eigenvalues [14], which by Weyl’s law grow according to
λ j ∝ n2/d

j where d is the dimension of the manifold. Moreover, for larger eigenval-
ues and eigenfunctions the error ultimately becomes quadratic in the eigenvalue.
The idea of the SEC is to formulate the exterior calculus entirely in terms of the
eigenfunctions of the 0-Laplacian, approximated through graph-theoretic kernel
methods, and to discretize the exterior calculus by projecting onto the first M� N
eigenfunctions. Thus, functions would be represented as M× 1 vectors, 1-forms
as M× J matrices, and k-forms as M× Jk matrices. As we will explain in Sec-
tions 2.3 and 4.1, J is the number of eigenfunctions required to form an embedding
of the manifold in RJ . Notice that highly redundant data sets may introduce ex-
tremely large values of N, but since M is decoupled from N this would not present
a problem for the SEC. Also, for high-dimensional manifolds which require a large
data set N to obtain a small number M of accurate eigenfunctions, the SEC could
proceed using only these accurate eigenfunctions potentially yielding very efficient
representations of higher-dimensional manifolds. Another advantageous aspect of
SEC representations is that their memory cost is independent of the ambient data
space dimension n (which can be very large in real-world applications). In fact, the
only parts of the SEC framework with an n-dependent memory and computation
cost are the initial graph-Laplacian construction and the spectral representation
of the pushforward maps on vector fields, all of which depend linearly on n. In
contrast, the cost of building simplicial complexes and other auxiliary constructs
required by DEC and FEC approaches can be very high in large ambient space
dimensions.

It is also desirable that a data-based exterior calculus should capture as much as
possible of the structure of the exterior calculus from differential geometry, mean-
ing that discrete analogs of continuous theorems should hold. While no method
captures discrete analogs of all the continuous theorems, each method has some
partial results. For example, the DEC beautifully captures a discrete analog of
Stokes’ theorem and the Leibniz rule holds exactly for closed forms, however the
product rule for the Laplacian fails. In the SEC, the product rule for the Laplacian
will hold exactly, however this leads inevitably to the failure of the Leibniz rule as
shown in A.

Finally, even though here we do not explicitly address this issue, an important
consideration in data-driven techniques is robustness to noise. The simplicial com-
plexes employed in DEC become increasingly sensitive to noise with increasing
simplex dimension. On the other hand, the noise robustness of the SEC is limited
by the noise robustness of the graph Laplacian algorithm employed to approximate
the eigenfunctions of the 0-Laplacian. The latter problem has been studied from
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different perspectives in the literature [26, 37, 54], and it has been shown [26] that
for certain classes of kernels and i.i.d. noises (including Gaussian noise of arbi-
trary variance) the graph Laplacian computed from noisy data converges spectrally
to noise-free case in the infinite-data limit.

The central challenge of the SEC approach is obtaining the representation of the
exterior calculus in the spectral basis of eigenfunctions of the 0-Laplacian. In the
next section we overview how vector fields, k-forms, and the central operators of
the exterior calculus can all be represented spectrally. Since the gradients of these
functions do not span the set of vector fields (otherwise every vector field would be
a gradient field), we instead build a frame (overcomplete set) [24, 36] consisting of
products of Laplacian eigenfunctions and their gradient, and we represent vector
fields in this frame. We proceed analogously for k-forms, using products of Lapla-
cian eigenfunctions and k-fold wedge products of their differentials to construct
frames.

The plan of this paper is as follows. We begin in Section 2 with an overview
of the SEC, including the fundamental idea of our approach and tables which
overview key formulas. Computation of the more complex formulas can be found
in B. In Section 3, we briefly review the necessary background material and in-
troduce our key definitions. Our central contribution to the theory of the exterior
calculus is proving that our construction yields frames for L2 and Sobolev spaces
of vector fields and k-forms in Section 4. In Section 5, we discuss aspects of this
frame representation for bounded vector fields, as well as associated representa-
tions of vector fields as operators on functions and the convergence properties of
finite-rank approximations. Then, in Section 6, we employ this frame represen-
tation to construct a Galerkin approximation scheme for the eigenvalue problem
of the 1-Laplacian, which is shown to converge spectrally. Section 7 establishes
the consistency of the data-driven SEC representation of the exterior calculus. In
Section 8, we present numerical results demonstrating the consistency of the SEC
on a suite of numerical examples involving orientable and non-orientable smooth
manifolds, as well as the fractal attractor of the Lorenz 63 system. We conclude
with a summary discussion and future perspectives in Section 9. A Matlab code
reproducing the results in Section 8 is included as supplementary material.

2 Overview of the Spectral Exterior Calculus (SEC)

As mentioned above, many manifold learning techniques are based on the abil-
ity to approximate the Laplacian operator on a manifold (1.1) via a graph Laplacian
(1.2), defined on a graph of discrete data points sampled from the manifold. When
this convergence is spectral, we may use the eigendecomposition of an appropri-
ately constructed graph Laplacian. In Section 2.1 below we briefly summarize the
Diffusion Maps approach to the construction [18]. The eigendecomposition from
Diffusion Maps, or a comparable algorithm with spectral convergence guarantees
(e.g., [50]), is the only input required to generate the entire SEC construction.
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The SEC represents vector fields and differential forms using Laplacian eigen-
functions, and then reformulates the exterior calculus of Riemannian geometry in
terms of these representations. This reformulation is described in Sections 2.2–2.5,
and will be made rigorous in Sections 3 and 4. The motivation for this reformu-
lation is that it allows us to define an exterior calculus using only the eigende-
composition of the 0-Laplacian. In other words, in a manifold learning scenario,
the eigendecomposition of the graph Laplacian provides all the necessary inputs
to formulas which generate the entire exterior calculus formalism. Of course, this
implies a “low-pass” or truncated representation, and in Sections 6 and 7 we will
prove that these truncated representations converge in the limit, as the number of
eigenvectors increases.

2.1 The Diffusion Maps Algorithm for the Construction of the 0-Laplacian
Following the Diffusion Maps approach, we define a kernel matrix

Ki j = kε(xi,x j) := exp
(
−
‖xi− x j‖2

4ε

)
,

where {xi}N
i=1 ⊂M ⊂ Rn is a data set sampled from the embedded manifold M ,

under a measure with a smooth, fully supported density relative to the volume
measure associated with the Riemannian metric, g, induced by the embedding. We
then normalize K = [Ki j] to a new kernel matrix K̂ to remove the sampling bias,

K̂ =Q−1KQ−1, Q= diag[Qii], Qii =
N

∑
j=1

Ki j,

and finally normalize K̂ into a Markov matrix P ,

(2.1) P =D−1K̂, D = diag[Dii], Dii =
N

∑
j=1

K̂i j,

which approximates the heat semigroup e−ε∆0 ; see [18] for details on this proce-
dure. The normalized kernel matrix has the generalized eigendecomposition

K̂ =DΦΛΦ>,

which can be computed by solving the fully symmetric generalized eigenvalue
problem K̂~φ = ΛD~φ . The eigenvalues satisfy Λ = e−ελ̂ where the values λ̂ ≥ 0
approximate the eigenvalues of the Laplacian, so we define λ̂ = − log(Λ)/ε An
asymptotically equivalent (in the limit N→ ∞ and ε → 0) approach is to form the
graph Laplacian L =D− K̂), and compute the generalized eigendecomposition
L=DΦΛ̃Φ>. In either approach, we approximate the eigenfunctions ∆0φi = λiφi
of the Laplacian operator, and sort the columns of Φ so that the eigenvalues are
increasing. The diagonal matrix D represents the Riemannian L2 inner product on
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the manifold, in the sense that if ~fi = f (xi) and~hi = h(xi) are vector representations
of (complex-valued) continuous functions, then

~f †D~h≈
∫

M
f ∗(x)h(x)dµ(x) = 〈 f ,g〉L2

up to a constant proportionality factor, where † denotes complex-conjugate trans-
pose, and µ is the Riemannian measure of the manifold. Thus, we can compute the
generalized Fourier transform of the function f by

f̂ =Φ>D~f , f̂ j =
N

∑
i=1

φ j(xi)Dii f (xi)≈ 〈φ j, f 〉L2 .

We can then reconstruct the values of the function f on the data set by ~f = Φ f̂ ,
which holds exactly since ΦΦ> =D−1. If a smaller number of eigenvectors are
used, then ΦΦ> is not full rank, and the result is a low-pass filter.

Note that in applications (including those presented in this paper), one is fre-
quently interested in real-valued functions and self-adjoint operators, so complex
conjugation is not included in L2 inner products as above. However, applications
with complex-valued functions can also be of interest (e.g., in dynamical systems
theory [30]), so in what follows we work with complex-valued functions to main-
tain generality.

2.2 Functions, multiplication, and the Riemannian metric
In Table 2.1, we show the basic elements of the exterior calculus and their SEC

formulations. For example, complex-valued functions are represented in the SEC
by their generalized Fourier transform f̂i = 〈φi, f 〉L2 , which is justified since the
Hodge theorem shows that the eigenfunctions φi form a smooth orthonormal basis
for square-integrable functions on the manifold. It should be noted that, as with
all L2 expansions, f may differ from the reconstructed function ∑i f̂iφi on sets of
measure zero. Similarly, all frame representations of vector fields and k-forms in
Table 2.1 and the ensuing discussion should be interpreted in an L2 sense.

The two key elements of Table 2.1 are the representation of function multipli-
cation and the Riemannian metric.

First, function multiplication will be represented by the fully symmetric three-
index tensor

(2.2) ci jk = 〈φiφ j,φk〉L2 ,

which will be a key building block of the SEC. Note that here we use the term
“tensor” to represent a general multi-index object such as ci jk derived from inner
products of Laplacian eigenfunctions. While these objects are not geometrical ten-
sors on the manifold, they nevertheless transform via familiar tensor laws under
changes of L2 basis preserving the Laplacian eigenspaces.

Next, the Riemannian metric is represented based on the product formula (1.3),
and is given by (1.4). The power of the SEC is that we will only need to represent
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TABLE 2.1. The SEC reformulation of the basic elements of the exte-
rior calculus from Riemannian geometry.

Object Symbolic Spectral

Function f f̂i = 〈φi, f 〉L2

Laplacian ∆ f 〈φk,∆ f 〉L2 = λk f̂k

L2 Inner Product 〈 f ,h〉L2 ∑i f̂ ∗i ĥi

Dirichlet Energy 〈 f ,∆ f 〉L2 =
∫
M ‖grad f‖2 dµ ∑i λi| f̂i|2

Multiplication φiφ j ci jk = 〈φiφ j,φk〉L2

Function Product f h ∑i j cki j f̂iĥ j

Riemannian Metric gradφi ·gradφ j
gki j ≡ 〈gradφi ·gradφ j,φk〉L2

= (λi +λ j−λk)cki j/2

Gradient Field grad f (h) = grad f ∗ ·gradh 〈φk,grad f (h)〉L2 = ∑i j gki j f̂iĥ j

Exterior Derivative d f (gradh) = d f ∗ ·dh ∑i j gki j f̂iĥ j

Vector Field (basis) v( f ) = v∗ ·grad f ∑ j vi j f̂ j

Divergence divv 〈φi,divv〉L2 =−v0i

Frame Elements bi j(φl) = φi gradφ j(φl)
Gi jkl ≡ 〈bi j(φl),φk〉L2

= ∑mcmikgm jl

Vector Field (frame) v( f ) = ∑i j vi jbi j( f ) 〈φk,v( f )〉L2 = ∑i jl Gi jklvi j f̂l

Frame Elements bi j(v) = bi db j(v) 〈φk,bi j(v)〉L2 = ∑nlm ckmiGnlm jvnl

1-Forms (frame) ω = ∑i j ωi jbi j 〈φk,ω(v)〉L2 = ∑i j ωi j〈φk,bi j(v)〉L2

the metric for gradients of (real) eigenfunctions gradφi and gradφ j, where we find
that
(2.3)

g(gradφi,gradφ j) =
1
2
(φi∆φ j +φ j∆φi−∆(φiφ j)) =

1
2
((λi +λ j)φiφ j−∆(φiφ j)).

We can further reduce this by writing the product φiφ j = ∑k ci jkφk, so that

g(gradφi,gradφ j) =
1
2 ∑

k
(λi +λ j−λk)ci jkφk,

meaning that the k-th Fourier coefficient of the Riemannian metric is

(2.4) gki j ≡ 〈g(gradφi,gradφ j),φk〉L2 =
1
2
(λi +λ j−λk)ci jk.

Notice that gki j is symmetric in i and j but not in k. These first two simple formulas
are the key to the SEC.
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2.3 Vector fields
We will need two different ways of representing vector fields. The first method

is called the operator representation and is based on the interpretation of a vector
field as a map from smooth functions to smooth functions, defined by

v( f ) = v∗ ·grad f = g(v∗,grad f ),

where v∗ denotes the complex-conjugate vector field to v. Note that, as with func-
tions, in SEC we consider vector fields, differential forms, and other tensors to be
complex. This is because, ultimately, we will be concerned with spectral approx-
imation of operators on these objects, and the complex formulation will allow us
to take advantage of the full range of spectral approximation techniques for opera-
tors on Hilbert spaces over the complex numbers. Throughout, our convention will
be that Riemannian inner products on complex tensors are conjugate-symmetric in
their first argument, e.g., g( f v,w) = f ∗g(v,w) for vector fields v,w and function f .
Since we have a smooth basis {φi} for functions, we can represent any vector field
v in this basis by an operator with matrix elements

vi j = 〈φi,v(φ j)〉L2 = 〈φi,v∗ ·gradφ j〉L2 = 〈φi gradφ j,v〉L2
X
= 〈bi j,v〉L2

X
,

where the first two inner products appearing above are the L2 inner products on
functions, the last two inner products are the Hodge inner products induced on
vector fields,

〈v,w〉L2
X
=
∫

M
g(v,w)dµ,

and bi j = φi gradφ j are smooth vector fields. Note that the Hodge inner product
defines the space of square-integrable vector fields, denoted L2

X.
The second method of representing a vector field will be as a linear combination

of the vector fields bi j just introduced, with coefficients vi j so that

v = ∑
i j

vi jbi j.

As we will show in Section 4, the vector fields {bi j} where i = 1, . . . ,∞ and j =
1, . . . ,J < ∞ spans L2

X. However, instead of a basis, this set is only a frame for this
space, i.e., a spanning set satisfying appropriate upper and lower bounds for the `2

norms of the sequence 〈bi j,v〉L2
X

for every v ∈ L2
X [17]. Since {bi j} is not a basis,

this representation will generally not be unique, although frame theory ensures
that there is a unique choice of coefficients vi j which minimizes the `2 norm [17,
Lemma 5.3.6].

As we will see in the Section 2.5, there is a natural choice of basis for L2
X,

and constructing this basis will be a central goal of the SEC approach, however
doing so requires using the frame {bi j}. To motivate this choice of frame elements,
note that given a fixed point x on the manifold and a sufficient (finite) number of
eigenfunctions φ j, the gradients of these eigenfunctions gradφ j(x) will span the
tangent space TxM (see Section 3 for details). In fact, for a d-dimensional compact
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manifold, we should be able to find d eigenfunctions whose gradients form a basis
for TxM for a fixed x. However, in general any choice of d eigenfunctions will not
span TxM for every x simultaneously, meaning that the choice of eigenfunctions
which span depends on x. This is easily demonstrated by the example of the sphere
S2. On S2, every smooth vector field vanishes at some point x, so at that point the
collection of d gradient fields will at most span a (d−1)-dimensional subspace of
TxS2. Intuitively, given a collection of sufficiently many gradients of eigenfunctions
{gradφ j}J

j=1, and if the manifold is not too “large” (i.e., it is compact), we can span
all the tangent spaces simultaneously with J < ∞, but of course we no longer have
a basis. Given an arbitrary smooth vector field v, we can then represent v at each
point x ∈M as a linear combination of gradients of eigenfunctions,

vx =
J

∑
j=1

cv, j(x)gradφ j(x).

If we can choose the coefficients cv, j(x) in this linear combination to be smooth
functions on the manifold, then these functions can be represented in the basis
{φi} of eigenfunctions, so that

cv, j(x) =
∞

∑
i=0
〈φi,cv, j〉L2φi(x),

which means that we can represent the vector field v as

v =
J

∑
j=1

∞

∑
i=0
〈φi,cv, j〉L2φi gradφ j.

We now consider how to move between the operator representation and frame
representation of a vector field. Substituting the frame representation into the op-
erator representation, we find that

(2.5) vi j = 〈bi j,v〉L2
X
= ∑

kl
vkl〈bkl,bi j〉L2

X
= ∑

kl
Gi jklvkl,

where Gi jkl = 〈bi j,bkl〉L2
X

is the Grammian matrix of the frame elements with re-
spect to the Hodge inner product. Thus, we see that the Hodge Grammian is the
linear transformation which maps from the frame representation vkl to the matrix
representation vi j. Crucially, the quantities Gi jkl can be computed in closed form
from the spectral representation of the pointwise inner products in (2.3), viz.
(2.6)

Gi jkl = 〈bi j,bkl〉L2
X
= 〈φiφk,gradφ j ·gradφl〉L2 =

1
2

∞

∑
m=0

cikmc jlm(λ j +λl−λm).

Since the frame is overcomplete, the matrix G is necessarily rank deficient and
thus there is no unique inverse transformation. However, if we also specify the
minimum `2 norm then we can map from the matrix representation vi j to the frame
coefficients (with minimum norm) vkl via the pseudo-inverse G+ of the Hodge
Grammian.
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2.4 Differential forms
In order to build a formulation of the exterior calculus we need to first move

from vector fields to differential k-forms. First, 0-forms are equivalent to C∞ func-
tions defined on the manifold, which we represent in the basis of eigenfunctions of
the Laplacian φi. Since each eigenfunction can also be thought of as a 0-form, we
will sometimes also denote the eigenfunctions by

bi = φi,

since the superscript notation is oftentimes used for basis elements of spaces of
differential forms. Our primary focus in this paper will be 1-forms, which are are
duals to vector fields. That is, a 1-form takes in a vector field as its argument and
returns a function. On a Riemannian manifold, we can move back and forth be-
tween vector fields and 1-forms with the ] (sharp) and [ (flat) operators. Locally,
these operators map 1-forms and vector fields, respectively, to their Riesz represen-
tatives with respect to the Riemannian inner product. In particular, if ω is a 1-form
and v is a vector field, then

ω(v) = g−1(ω∗,v[) = g(v∗,ω]),

where g−1 is the “inverse” metric on dual vectors. A fundamental operator on
differential forms is the exterior derivative, d, which maps k-forms to (k+1)-forms,
so that the exterior derivative of a 0-form f is defined by the 1-form d f , acting on
a vector field v by

d f (v) = v( f ) = g(v∗,grad f ).

We will sometimes use the notation dk to explicitly exhibit the order of differential
forms on which a given exterior derivative acts.

Since 1-forms are dual to vector fields, we will use a similar frame representa-
tion to that in Section 2.3, based on the eigenfunctions, {bi j = bi db j}. As we will
show in Section 4, these 1-forms span the space L2

1 of square-integrable 1-forms.
We also note that the Riemannian metric lifts to k-forms (see Section 3 for details),
and takes two k-forms and returns a function. Integrating the Riemannian inner
product of two k-forms,

〈ψ,ω〉L2
k
=
∫

M
g−1(ψ,ω)dµ,

defines the Hodge inner product, which then defines the Hilbert space of square
integrable k-forms. Finally, since d f ] = grad f ∗, grad f [ = d f ∗, and the bi j are
real, we have b[i j = bi j and (bi j)] = bi j, so the coefficients of a vector field in the
frame representation can also be used to represent the corresponding 1-form and
vice versa.
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2.5 The Laplacian on forms
The Laplacian on k-forms is defined via the exterior derivative d and its Hodge

dual, the codifferential δ , by

∆k = dk−1δk +δk+1dk

In order to represent the eigenvalue problem for the operator ∆1 in the frame {bi j},
we need to compute the inner products
(2.7)

Gi jkl = 〈bi j,bkl〉L2
1
, Ei jkl = 〈bi j,∆1bkl〉L2

1
= 〈dbi j,dbkl〉L2

2
+ 〈δbi j,δbkl〉L2 ,

representing the Gramm matrix of Hodge inner products (which we will call the
Hodge Grammian) and Dirichlet form matrix, respectively. We derive the expres-
sions for these tensors in B below, and the formulas are summarized in Table 2.2.
Note that both G and E can be written as symmetric matrices by numbering the
frame elements. Moreover, we can easily represent the Gramm matrix with respect
to the Sobolev H1 inner product on 1-forms,

〈ψ,ω〉H1
1
= 〈ψ,ω〉L2

1
+E1,1(ψ,ω), E1,1(ψ,ω) = 〈dω,dν〉L2

2
+ 〈δω,δν〉L2 ,

as
G1 =G+E.

The importance of the Sobolev Grammian G1 is that H1
1 is a natural domain for

weak (variational) formulations of the eigenvalue problem of the Laplacian on 1-
forms.

As we will show in Section 6, the key to solving the eigenproblem of the
Laplacian on 1-forms is to first express the problem in a weak sense, i.e., replace
∆1ϕ = νϕ by

E1,1(ψ,ϕ) = ν〈ψ,ϕ〉L2
1
, ∀ψ ∈ H1

1 ,

which is equivalent to the minimization problem

ν = min
ϕ∈H1

1 \{0}

{
E1,1(ϕ,ϕ)

〈ϕ,ϕ〉L2
1

}
.

Intuitively, the ratio E1,1(ϕ,ϕ)/〈ϕ,ϕ〉H1
1

is a measure of “roughness”, or oscilla-
tory behavior, of a given eigenform ϕ , much like the eigenvalues of the 0-Laplacian
measure the roughness of the corresponding eigenfunctions. Thus, ordering eigen-
forms in order of increasing eigenvalue, as we will always do by convention, is
tantamount to ordering them in order of increasing complexity that they exhibit on
the manifold. As with functions, given finite amounts of data, the approximation
error for eigenforms increases with the corresponding eigenvalue.

In SEC, we represent the eigenform in the frame, ϕ = ∑i j ϕi jbi j. The above
variational problem can then in principle be written in matrix form as

E1,1(ψ,ϕ) = ν〈ψ,ϕ〉L2
1
, ∀ψ ∈ H1

1 , =⇒ E~ϕ = νG~ϕ.
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TABLE 2.2. The SEC representation of the Laplacian on 1-forms and
the Dirichlet and Sobolev energy forms. Derivations can be found in B.
Pairs of integers in parentheses indicate symmetries under permutations
of tensor indices; e.g., (1,2) in cn

i jkl indicates that cn
i jkl = cn

jikl .

Operator Tensor Symmetries

Quadruple Product
c0

i jkl = 〈φiφ j,φkφl〉L2

= ∑sci jscskl
Fully symmetric

Product Energy
cp

i jkl = 〈∆
p(φiφ j),φkφl〉L2

= ∑sλ
p
s ci jscskl

(1,2), (3,4),
(1,3), (2,4)

Hodge Grammian
Gi jkl = 〈bi j,bkl〉L2

1

= [(λ j +λl)c0
i jkl− c1

i jkl ]/2
(1,3), (2,4)

Antisymmetric Ĝi jkl = 〈b̂i j, b̂kl〉L2
1

= Gi jkl +G jilk−G jikl−Gi jlk

(1,3), (2,4)

Dirichlet Energy

Ei jkl = Ei jkl = 〈bi j,∆1(bkl)〉L2
1

= [(λi +λ j +λk +λl)(c1
il jk− c1

ik jl)

+(λ j +λl−λi−λk)c1
i jkl

+(c2
i jkl + c2

ik jl− c2
il jk)]/4

(1,3), (2,4)

Antisymmetric

Êi jkl = 〈b̂i j,∆1b̂kl〉L2
1

= (λi +λ j +λk +λl)(c1
il jk− c1

ik jl)

+(c2
ik jl− c2

il jk)

(1,3), (2,4)

Sobolev H1 Grammian
G1

i jkl = Ei jkl +Gi jkl

Ĝ1
i jkl = Êi jkl + Ĝi jkl

(1,3), (2,4)

However, the above eigenvector problem is not well-conditioned because G is not
full-rank in general (since the frame is overcomplete, meaning there can be multi-
ple representations of the same 1-form). In order to find an appropriate basis, we
first diagonalize the Sobolev Grammian,

G1 =UHU>, H = diag[hii],

and select the columns Ũ of the orthogonal matrix U corresponding to the largest
eigenvalues. For example, in our implementation we choose hii > h11×10−3. No-
tice that the columns of Ũ contain the frame coefficients of unique orthogonal
1-forms. In other words, the matrix Ũ is a choice of basis for H1

1 represented in
the frame. Thus, we can project the eigenvalue problem onto this basis by writing

(2.8) L~a = νB~a, L= Ũ>EŨ , B = Ũ>GŨ .
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An eigenvector ~a of this generalized eigenvalue problem contains the coefficients
of a frame representation for an eigenform ϕ of ∆1.

We should note that in practice we found somewhat better results using the an-
tisymmetric elements b̂i j = bi db j− b j dbi, likely due to the fact that these forms
are less redundant. All of the formulas for the antisymmetric formulation of the 1-
Laplacian are given in Table 2.2. The one change in the antisymmetric formulation
is that in order to move from the frame representation to the operator representa-
tion, we need the additional tensor

Hi jkl = 〈φk, b̂i j(gradφl)〉L2 = 〈φk,bi db j(gradφl)〉L2−〈φk,b j dbi(gradφl)〉L2

= Gi jkl−G jikl.

With this tensor, given the frame representation of a 1-form ϕ = ∑i j ϕ̂i jb̂i j, the
operator representation of the corresponding vector field v = ϕ] becomes vkl =

∑i j Hi jklϕi j.
In order to visualize an eigenform ϕ , we will visualize the corresponding vector

field, v = ϕ], which has the same frame coefficients as shown in Section 2.4. In
particular, it follows from (2.5) that simply multiplying ~a by the matrix G, leads
to G~a, which contains the operator representation of v. By reshaping G~a into a
M×M matrix V , we have Vi j = 〈φi,v(φ j)〉L2 . To visualize this vector field, we need
to map it back into the original data coordinates. This “pushforward” operation on
vector fields can also be represented spectrally [30, Proposition 6]. In particular,
let X be the n×N matrix of N data points in Rn. We first compute the Fourier
transform of these coordinates by computing the D inner product with the N×M
matrix Φ (see Section 2.1). Thus, X̂ =XDΦ is the n×M matrix containing the
M Fourier coefficients of each of the n coordinate functions. We can now apply the
vector field to each of these functions by multiplying X̂V >, which now contains
the Fourier coefficients of the pushforward of the coordinate functions. Finally,
we can reconstruct the coordinates of the arrows by computing the inverse Fourier
transform Ṽ = X̂V >Φ>, which is a n×N matrix containing the n-dimensional
vectors which can plotted at each data point. This method is used to visualize the
SEC eigenforms in Section 8.

3 Hilbert spaces and operators in the exterior calculus

Consider a closed (compact and without boundary), smooth, orientable, d-
dimensional manifold M , equipped with a smooth Riemannian metric g. Without
loss of generality, we assume that g is normalized such that its associated Riemann-
ian measure, µ , satisfies µ(M ) = 1. As stated in Section 2, we will work with
vectors in the complexified tangent spaces, TC

x M = TxM ⊗RC, x ∈M , treating
by convention g(·, ·) as conjugate-linear in its first argument. We denote the asso-
ciated metric tensor on dual vectors by η = g−1, and use the notation v[ = g(v, ·),
v ∈ TC

x M , and α] = η(α, ·), α ∈ TC∗
x M , for the Riemannian duals of tangent
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vectors and dual vectors. In what follows, we introduce the spaces of functions,
vector fields, and differential forms that will be employed in the SEC framework.

3.1 Function spaces
Let ∆ : C∞(M )→C∞(M ) be the (positive-semidefinite) Laplace-Beltrami op-

erator on smooth, complex-valued functions associated with the Riemannian met-
ric g. It is a fundamental result in analysis on closed Riemannian manifolds (e.g.,
[47, 1, 39] that ∆ extends to a unique self-adjoint operator ∆̄ : D(∆̄)→ L2(M ,µ)
with a dense domain D(∆̄) ⊂ L2(M ,µ) in the L2 space associated with the Rie-
mannian measure, and a pure point spectrum of eigenvalues 0= λ0 < λ1≤ λ2≤ ·· ·
with no accumulation points, corresponding to a smooth orthonormal basis {φ j}∞

j=0
of eigenfunctions. By smoothness of the Laplace-Beltrami eigenfunctions, the
products φiφ j lie in L2(M ,µ); thus, we have

(3.1) φiφ j =
∞

∑
k=0

ci jkφk, ci jk = 〈φk,φiφ j〉L2(M ,µ),

where the limit in the first equation is taken in the L2 sense. As discussed in Sec-
tion 2, our objective is to build a framework for tensor calculus on M that is defined
entirely through the spectral properties of the Laplacian on functions, encoded in
the eigenvalues λ j, the corresponding eigenfunctions φ j, and the coefficients ci jk
representing the algebraic relationships between the eigenfunctions.

We use the notation Lp, 1 ≤ p ≤ ∞, to represent the standard Banach spaces
of complex-valued functions on M associated with the Riemannian measure µ ,
equipped with the standard norms, ‖·‖Lp . In the case p = 2, we use the short-
hand notation H = L2, and denote the corresponding Hilbert space inner product
〈·, ·〉H , which we take to be conjugate-linear on its first argument. We also consider
Sobolev spaces of higher regularity, defined for p≥ 0 by

(3.2) H p =

{
∞

∑
j=0

c jφ j ∈ L2 :
∞

∑
j=0

λ
p
j |c j|2 < ∞

}
.

These spaces are closed with respect to the norms ‖ f‖H p = 〈 f , f 〉1/2
H p associated

with the inner products

(3.3) 〈 f ,h〉H p =
p

∑
q=0

∞

∑
j=0

λ
q
j f̂ ∗j ĥ j, f̂ j = 〈φ j, f 〉L2 , ĥ j = 〈φ j,h〉L2 .

Among these, the space H2 is precisely the domain of the self-adjoint Laplacian ∆̄.
We equip each H p space with a Dirichlet form Ep : H p×H p→ C, defined as

the bounded sesquilinear form

(3.4) Ep( f ,h) =
∞

∑
j=0

λ
p
j f̂ ∗j ĥ j,
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with f and h as in (3.3). This form induces a positive-semidefinite Dirichlet energy
functional Ep( f ) = Ep( f , f ). Given f ∈ H p∩H, the quantity Ep( f )/‖ f‖2

H can be
thought of as a measure of roughness of f . If f and h are smooth, Ep( f ,h) can be
expressed in terms of the Laplace-Beltrami operator as Ep( f ,h) = 〈 f ,∆ph〉H . Evi-
dently, Ep( f ) = 〈 f ,∆p f 〉H can be arbitrarily large for highly oscillatory functions.

In general, the {φ j} orthonormal basis of H is not a Riesz basis of H p, p ≥ 1;
that is, it is not the case that given any `2 sequence of expansion coefficients c j,
the vectors fl = ∑

l−1
j=0 c jφ j converge as l → ∞ in H p norm. This issue is mani-

fested from the fact that the Dirichlet energies Ep(φ j) = λ
p
j of the basis elements

are unbounded in j, making {φ j} a poorly conditioned basis of H p for numerical
calculations. On the other hand, the normalized eigenfunctions φ

(p)
j , defined by

(3.5) φ
(p)
j =

φ j

‖φ j‖H p
,

where ‖φ (p)
j ‖H p = 1 by construction, form orthonormal bases of the respective H p

spaces.

A related, but stronger, notion of regularity of functions on M to that associ-
ated with the H p Sobolev spaces is provided by reproducing kernel Hilbert spaces
(RKHSs) associated with the heat kernel on (M ,g). In particular, let H be the
RKHS of complex-valued functions on M associated with the time 1 heat kernel.
We denote the inner product and norm by 〈·, ·〉H and ‖·‖H , respectively. A natu-
ral orthonormal basis of H consists of the exponentially scaled Laplace-Beltrami
eigenfunctions (cf. (3.5))

(3.6) φ̃ j =
φ j

‖φ j‖H
= e−λ j/2

φ j, j ∈ {0,1, . . .}.

After inclusion (which can be shown to be compact), H is a dense subspace of H
consisting of all equivalence classes of functions ∑

∞
j=0 c jφ j satisfying the inequality

∑
∞
j=0 eλ j |c j|2 < ∞. In addition, H can be compactly embedded into every Sobolev

space H p, p > 0. H is also a dense subspace of Ck(M ) for all k ≥ 0 [28].

In what follows, we will also be interested in spaces of bounded operators
on the function spaces introduced above. Given two Banach spaces V1 and V2,
B(V1,V2) will denote the Banach space of bounded operators mapping V1 to V2,
equipped with the operator norm, ‖·‖. If V1 and V2 are Hilbert spaces, B2(V1,V2)⊆
B(V1,V2) will denote the Hilbert space of Hilbert-Schmidt operators from V1 to V2,
equipped with the inner product 〈A,B〉HS = tr(A∗B) and the corresponding norm,
‖A‖HS =

√
〈A,A〉HS. We will also use the abbreviations B(V1) = B(V1,V1) and

B2(V1) = B2(V1,V1).
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3.2 Spaces of vector fields
We consider the space X of C∞ complex vector fields on M (that is, the space

of derivations on the ring of smooth, complex-valued functions on M , or, equiv-
alently, the space of smooth sections of TCM ), where we recall that X can be
viewed either as a vector space over the field of complex numbers, or as a C∞(M )-
module. In the former case, it can be endowed with the structure of a Lie alge-
bra with the vector field commutator, [·, ·] : X×X→ X acting as the algebraic
product. We denote the gradient and divergence operators associated with g by
grad : C∞(M )→ X and div : X→C∞(M ). Note that these operators are related
to the positive-semidefinite Laplacian via ∆ = −div◦grad. As with functions, we
consider the standard Banach spaces Lp

X, 1 ≤ p ≤ ∞, of vector fields associated
with the norms

‖v‖Lp
X
=

(∫
M
(g(v,v))p/2 dµ

)1/p

, 1≤ p<∞, and ‖v‖L∞
X
= esssup

x∈M

√
g(v,v)x.

In the case p = 2, we set HX = L2
X and use the notation 〈v,w〉HX

=
∫
M g(v∗,w)dµ

for the Hodge inner product inducing the L2
X norm.

With these definitions, the closure grad : D(grad)→HX of the gradient operator
has domain D(grad)=H1, and is bounded as an operator from H1 to HX. Similarly,
the closure div : D(div)→ HX of the divergence operator has as its domain D(div)
the Sobolev space HX,div⊂HX, defined as the closure of X with respect to the norm
‖v‖HX,div = 〈v,v〉

1/2
HX,div

induced by the inner product

〈v,w〉HX,div = 〈v,w〉HX
+ 〈divv,divw〉H .

Also, for p≥ 0, we introduce the Sobolev spaces

H p
X,div =

{
v ∈ HX : divv ∈ H p} ,

which are equipped with the inner products

〈v,w〉H p
X,div

= 〈v,w〉HX
+ 〈divv,divw〉H p ,

and the corresponding norms ‖v‖H p
X,div

= 〈v,v〉1/2
H p
X,div

. As in the case of functions, we

define the Dirichlet forms Ep,X,div : H p
X,div×H p

X,div→ C by

Ep,X,div(u,v) = Ep(divu,divv).

The corresponding energy functionals, Ep,X,div( f ) = Ep,X,div( f , f ) assign measures
of roughness to vector fields in H p

X,div∩HX by Ep,X,div( f )/‖ f‖2
HX

.
An important subspace of HX is the closed subspace of gradient vector fields,

HX,grad = ran(grad). This leads to the orthogonal decomposition HX = HX,grad⊕
H⊥X,grad, and it can be readily checked that any vector field in H⊥X,grad ∩HX,div has
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vanishing divergence. A natural smooth orthonormal basis {u j}∞
j=1 for HX,grad is

given by the normalized gradients of the Laplace-Beltrami eigenfunctions,

(3.7) u j = gradφ j/λ
1/2
j .

The following two lemmas characterize the behavior of vector fields as opera-
tors on functions.

Lemma 3.1 (vector fields as conjugate-antisymmetric operators). To every vector
field v ∈ H1

X,div there corresponds a unique operator Av : C∞(M )→ H with the
property

(3.8) 〈 f ,Avh〉H =−〈Av∗ f ,h〉H , ∀ f ,h ∈C∞(M ).

This operator is given by Av = v+Dv, where Dv : C∞(M )→H is defined as Dv f =
div( f v), and we also have

(3.9) v( f ) =
Av f − f Av1

2
.

Proof. The Leibniz rule for the divergence, div( f v) = v( f )+ f divv, and the fact
that

∫
M div( f v)dµ vanishes on closed manifolds lead to

〈 f ,v(h)〉H =−〈Dv∗ f ,h〉H .
The claim in (3.8) follows from the definition of Av and the last equation. Note that
the restriction v ∈ H1

X,div is important in order for Dv and Av to be well defined. To
show that Av is unique, suppose that u ∈ H1

X,div, u 6= v, and consider (Au−Av) f =
2(u− v) f + f div(u− v). If divu = divv, then (Au−Av) f = 2(u− v) f , which is
non-vanishing for some f ∈C∞(M ). On the other hand, if divu 6= divv, we have
(Au− Av)1 = div(u− v), which is again non-vanishing. Equation (3.9) follows
from the definition of Av and the fact that Av1 = divv. �

Lemma 3.2 (vector fields as bounded operators). Let v be a bounded vector field
in L∞

X. Then:

(i) v extends uniquely to a bounded operator Lv ∈B(H1,H) with operator norm
‖Lv‖ ≤ ‖v‖L∞

X
.

(ii) The restriction of v to H is a Hilbert-Schmidt operator L̃v ∈B2(H ,H) with
norm ‖L̃v‖HS ≤C‖v‖L∞

X
, where C is a constant independent of v.

As a result, the maps ι : L∞
X→B(H1,H) and ι2 : L∞

X→B2(H ,H) with ιv = Lv
and ι2v = L̃v are continuous embeddings.

Proof. (i) Consider a vector field v ∈ L∞
X, and let f be a C∞ function. Then, we

have

‖v( f )‖2
H =

∫
M
|g(v,grad f )|2 dµ ≤

∫
M

g(v,v)g(grad f ,grad f )dµ

≤ ‖v‖2
L∞
X
‖grad f‖2

HX
≤ ‖v‖2

L∞
X
‖ f‖2

H1 ,
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where the first inequality in the above follows from the Cauchy-Schwarz inequality.
Thus, v is a densely-defined, bounded operator from C∞(M )∩H1 to H, and can
be uniquely extended to Lv ∈B(H1,H) by the bounded linear transformation the-
orem. The fact that ‖Lv‖ ≤ ‖v‖L∞

X
follows from the inequality ‖v( f )‖H/‖ f‖H1 ≤

‖v‖L∞
X

.
(ii) Since H ⊂ C∞(M ), proceeding as above we find that for any f ∈ H ,

‖L̃v f‖H ≤ ‖v‖L∞
X
‖ f‖H1 . Moreover, since H continuously embeds into H1, there

exists a constant C̃, independent of f , such that ‖ f‖H1 ≤ C̃‖ f‖H . This shows that
L̃v lies in B(H ,H). To establish that L̃v lies in B2(H ,H), we compute

∞

∑
j=0
〈φ̃ j, L̃∗v L̃vφ̃ j〉H =

∞

∑
j=0
〈L̃vφ̃ j, L̃vφ̃ j〉H =

∞

∑
j=0
‖L̃vφ̃ j‖2

H ≤ ‖v‖2
L∞
X

∞

∑
j=0
‖φ̃ j‖2

H1

= ‖v‖2
L∞
X

∞

∑
j=0

e−λ j(1+λ j),

where {φ̃ j}∞
j=0 is the orthonormal basis of H from (3.6). It then follows from

the Weyl estimate for Laplacian eigenvalues (see (4.17) ahead and the proofs of
Theorems 4.3 and 4.4 in Section 4.2) that the quantity C2 = ∑

∞
j=0 e−λ j(1+λ j) is

finite, and we conclude that

‖L̃v‖2
HS = tr(L̃∗v L̃v) =

∞

∑
j=0
〈φ̃ j, L̃∗v L̃vφ̃ j〉H ≤C2‖v‖2

L∞
X
,

as claimed. �

An implication of Lemma 3.2 is that for any v ∈ L∞
X and every sequence fn ∈

C∞(M ), converging to f in H1 norm, v( f ) = limn→∞ v( fn) even though v is un-
bounded (and therefore discontinuous) on C∞(M ). It also follows from Lemma 3.2
that the operator Av in Lemma 3.1 associated with v ∈ H1

X,div ∩ L∞
X also extends

uniquely to a bounded operator Ãv : H1→ H.
Next, as discussed in Section 2.2, we introduce a spectral representation of

pointwise Riemannian inner products between gradient vector fields. For that, we
first consider the product rule for the positive-definite Laplacian on smooth func-
tions,

(3.10) ∆( f h) = (∆ f )h+ f (∆h)−2g(grad f ∗,gradh), f ,h ∈C∞(M ).

It follows by definition of the H2 norms that the self-adjoint Laplacian ∆̄ is bounded
as an operator from H2 to H. As a result, given a sequence f j ∈C∞(M ) converging
to f in H2 norm, we have

(3.11) ∆̄ f = ∆̄

(
lim
j→∞

f j

)
= lim

j→∞
∆ f j.
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Now, the fact that the Laplace-Beltrami eigenfunctions φ j are smooth implies that
given any f ∈C∞(M ), the sequence f0, f1, . . . with

f j =
j

∑
i=0

f̂iφi, f̂i = 〈φi, f 〉H

is Cauchy in H p for all p≥ 0, and hence (3.11) holds. As a result, we can use (3.10)
in conjunction with (3.1) to obtain:

Lemma 3.3 (spectral representation of Riemannian inner products). The Riemann-
ian inner product between the gradient vector fields associated with two functions
f ,h ∈C∞(M ) can be expressed as

g(grad f ,gradh) =
1
2

∞

∑
j,k,l=0

f̂ ∗j ĥk(λ j +λk−λl)c jklφl, f̂ j = 〈φ j, f 〉H ,

where ĥk = 〈φk,h〉H , and the sum over l in the right-hand side converges in H norm.

Note that Lemma 3.3 can be extended to f ,h ∈ H1, which follows from the
fact that the map ( f ,h) 7→ g(grad f ,gradh) is a bounded linear map with a dense
domain C∞(M )×C∞(M )⊂ H1×H1.

3.3 Spaces of differential forms
We will use the symbols Λk

xM , ΛkM , and Ωk to represent the vector space of
complex k-forms at x ∈M , the associated k-form bundle, and the space of smooth
k-form fields on M (totally antisymmetric, k-multilinear maps on Xk, taking values
in C∞(M ), or, equivalently smooth sections of ΛkM ). As with vector fields, the
spaces Ωk can be viewed either as vector spaces over C, or as C∞(M )-modules.
As usual, we identify Ω0 with C∞(M ). We also let ηk

x : Λk
xM ×Λk

xM → R be the
canonical metric tensor on Λk

x, satisfying

η
k
x (α

1∧·· ·∧α
k,β 1∧·· ·∧β

k) = det[ηx(α
i,β j)]i j, ∀α i,β j ∈ TC∗

x M .

The metric induces a Hodge star operator ? : Λk
xM → Λd−k

x M , defined uniquely
through the requirement that

α ∧?β = η
k
x (α,β )µ, ∀α,β ∈ Λ

k
xM .

The Hodge star has the useful property

(3.12) ??α = (−1)k(dimM−k)
α, ∀α ∈ Λ

k
xM .

As in the case of vector fields, we introduce the Banach spaces Lp
k , 1≤ p≤ ∞,

defined as the completion of Ωk with respect to the norms

‖α‖Lp
k
=

(∫
M

η
k(α,α)p/2 dµ

)1/p

, 1≤ p≤ ∞,
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‖α‖L∞
k
= esssup

x∈M

√
ηk(α,α)x.

The case p = 2 is a Hilbert space, Hk = L2
k , with norm ‖·‖Hk = ‖·‖L2

k
induced from

the inner product

〈α,β 〉Hk =
∫

M
α ∧?β =

∫
M

η
k(α,β )dµ.

A fundamental aspect of the spaces Ωk is that they are linked by the exterior de-
rivative and codifferential operators, dk : Ωk→ Ωk+1 and δk : Ωk→ Ωk−1, respec-
tively. We recall that d0, . . . ,dd−1 are the unique linear maps with the properties:

(1) d0 is the differential of functions.
(2) dk+1dk = 0.
(3) The Leibniz rule,

(3.13) dk+l(α ∧β ) = dkα ∧β +(−1)k
α ∧dlβ ,

holds for all α ∈Ωk and β ∈Ωl .

The codifferential operators are defined uniquely through the requirement that

〈α,δkβ 〉Hk−1 = 〈dk−1α,β 〉Hk ;

i.e., δk is a formal adjoint of dk−1. This definition of δk is equivalent to

(3.14) δkα = (−1)dimM (k+1)+1 ?dd−k ?α,

and it also implies δkδk−1 = 0. In the case k = 1, the codifferential operator is
related with the divergence on vector fields via divv = −δ1v[, v ∈ X. Note that
despite its relationship with the exterior derivative in (3.14), the codifferential does
not satisfy a Leibniz rule.

Another important class of operators on differential forms are the interior prod-
uct and Lie derivative associated with vector fields. Given a vector field v ∈ X,
these are defined as the maps ιv : Ωk→Ωk−1 and Lv : Ωk→Ωk, respectively, such
that

ιvα = α(v, ·), Lv = dιv + ιvd.

Both ιv and Lv satisfy Leibniz rules,

ιv(α ∧β ) = (ιvα)∧β +(−1)k
α ∧ (ιvβ ), Lv(α ∧β ) = (Lvα)∧β +α ∧ (Lv),

for all α ∈Ωk and β ∈Ωl . Moreover, they have the properties

(3.15) Lvd = dLv, v[∧?α = (−1)k ? ιvα.

The following lemma can be viewed as a generalization of Lemma 3.2 to spaces of
differential forms.

Lemma 3.4. For every v ∈ X, the operators ιvd, dιv, and Lv extend to unique
bounded operators Dv : H1

k → Hk, D̃v : H1
k → Hk, and Lv : H1

k → Hk, respectively.
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Proof. First, establish that ‖ιvdω‖2
Hk
/‖ω‖2

H1
k

is bounded using local Cauchy-Schwartz
inequalities as in the proof of Lemma 3.2. This, in conjunction with the bounded
linear transformation theorem implies the existence and uniqueness of Dv, as claimed.
The results for D̃v and Lv follow similarly. �

The exterior derivative and codifferential operators lead to the Hodge Laplacian
∆k : Ωk→Ωk on k-forms, defined as

∆k = δk+1dk +dk−1δk.

As with the Laplacian ∆ = ∆0 on functions, the Laplacian on k-forms on closed
manifolds has a unique self-adjoint extension ∆̄k : D(∆̄k)→ Hk, with a pure point
spectrum of eigenvalues 0 = λ0,k ≤ λ1,k ≤ ·· · with no accumulation points and an
associated smooth orthonormal basis {φ j,k}∞

j=0 of eigenforms [47, 39].
A central result in exterior calculus on manifolds is the Hodge decomposition

theorem, which states that Ωk admits the decomposition

(3.16) Ω
k = randk−1⊕ ranδk+1⊕H k

0 , H k
0 = ker∆k,

into subspaces of closed (randk−1), coclosed (ranδk+1), and harmonic (H k) forms,
all of which are invariant under ∆k. On a a compact manifold, H k

0 = kerdk∩kerδk,
and the dimension of this space is finite. The Hodge decomposition in (3.16) has
an L2 extension,

Hk = H k
d ⊕H k

δ
⊕H k

0 , H k
d = randk−1, H k

δ
= ranδk+1,

where the closed spaces H k
d , H k

δ
, and H k are mutually orthogonal.

It follows directly from the definition of ∆k that dk∆k = ∆k+1dk and δk∆k =
∆k−1δk. This implies that every eigenform of ∆k can be chosen to lie in one of
the H k

d , H k
δ

, or H k
0 subspaces. Moreover, for every k-eigenform ψ ∈H k

d there
exists a (k− 1)-eigenform ϕ ∈H k

δ
such that ψ = dk−1ϕ , and similarly for every

ψ ∈H k
δ

there exists as (k+1)-eigenform ω ∈H k+1
d such that ψ = δk+1ω .

Besides providing orthonormal bases for the invariant subspaces in the Hodge
decomposition of Hk, the eigenfunctions of ∆k and the corresponding eigenvalues
are also useful for constructing Sobolev spaces analogous to the H p function spaces
in (3.2). Given p≥ 0, we define

H p
k =

{
∞

∑
j=0

c jφ j,k ∈ Hk :
∞

∑
j=0

λ
p
k, j|c j|2 < ∞

}
.

These spaces are Hilbert spaces with inner products

(3.17) 〈α,β 〉H p
k
=

p

∑
q=0

∞

∑
j=0

λ
q
j,kα̂

∗
j β̂ j, α̂ j = 〈φ j,k,α〉L2

k
, β̂ j = 〈φ j,k,β 〉L2

k

and norms ‖α‖H p
k
= 〈α,α〉1/2

H p
k

. As in the case of functions and vector fields, we

equip these spaces with positive-semidefinite Dirichlet forms Ep,k : H p
k ×H p

k →C,
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given by

Ep,k =
∞

∑
j=0

λ
p
j,kα̂

∗
j β j

for α,β from (3.17). Note that Ep,k can be equivalently expressed using the exterior
derivative and codifferential operators; in particular,

(3.18) E1,k(α,β ) = 〈d̄kα, d̄kβ 〉Hk+1 + 〈δ̄kα, δ̄kβ 〉Hk−1 ,

where overbars denote operator closures. Moreover, if β is smooth, Ep,k(α,β ) can
be expressed in terms of the k-Laplacian via

Ep,k(α,β ) = 〈α,∆p
k β 〉Hk ,

with an analogous expression holding if α ∈ Ωk. The Dirichlet forms defined
above induce the energy functionals Ep,k( f ) = Ep,k( f , f ) measuring the roughness
of forms in H p

k ∩Hk through Ep,k( f )/‖ f‖2
Hk

.
For notational simplicity, henceforth we will drop the overbars from our nota-

tion for the closed differential, codifferential, and Laplacian on k-forms. We will
also drop k superscripts and subscripts from ηk, dk, δk, and ∆k.

4 Spectral exterior calculus (SEC) on smooth manifolds

In this section, we introduce our representation of vector fields and forms us-
ing frames constructed from Laplace-Beltrami eigenfunctions and their derivatives.
Besides rigorously satisfying the appropriate frame conditions for a number of L2

and Sobolev spaces of interest in exterior calculus, an advantage of this representa-
tion is that it is fully spectral, and thus can also be applied in the discrete case with
little modification.

4.1 Frame representation of vector fields and forms
We begin by recalling the definition of a frame of a Hilbert space [36].

Definition 4.1 (frame of a Hilbert space). Let (V,〈·, ·〉V ) be a Hilbert space over the
complex numbers and u0,u1, . . . a sequence of elements uk ∈V . We say that the set
{uk} is a frame if there exist positive constants C1 and C2 such that the following
frame conditions hold for all v ∈V :

(4.1) C1‖v‖2
V ≤∑

k
|〈uk,v〉V |2 ≤C2‖v‖2

V .

The frame {uk} induces a linear operator T : V → `2, called analysis operator,
such that T v = v̂′ = (v̂′k)k with v̂′k = 〈uk, f 〉V . This operator is bounded above and
below via the same constants as in (4.1); that is,

C1‖v‖2
V ≤ ‖T v‖2

`2 ≤C2‖v‖2
V .

The adjoint, T ∗ : `2→V , is called synthesis operator.



26 T. BERRY AND D. GIANNAKIS

The analysis and synthesis operators induce a positive-definite, self-adjoint,
bounded operator S : V →V with bounded inverse, called frame operator, which is
given by S = T ∗T . This operator satisfies the bounds

C1‖v‖2
V ≤ 〈v,Sv〉V ≤C2‖v‖2

V .

The fact that S has bounded inverse implies that the set {u′k} with u′k = S−1uk is
also a frame, called dual frame. This frame has the important property

(4.2) v = ∑
k
〈u′k,v〉V uk = ∑

k
〈uk,v〉V u′k, ∀v ∈V.

This means that the inner products 〈u′k,v〉V between v and the dual frame elements
correspond to expansion coefficients in the original frame that reconstruct v, and
conversely, the coefficients 〈uk,v〉V reconstruct v in the dual frame. Denoting the
analysis operator associated with the dual frame by T ′ : V → `2, we have T ′ =
T S−1, T ′∗ = S−1T ∗, and (4.2) can be equivalently expressed as

(4.3) v = T ∗T ′v = T ′∗T v, ∀v ∈V.

Moreover, the dual frame operator S′ : V →V , S′ = T ′∗T ′, is equal to S−1.
Another class of operators of interest in frame theory are the Gramm operators

G : `2→ `2, G = T T ∗, and G′ : `2→ `2, G′ = T ′T ′∗, associated with the frame and
dual frame, respectively. While G and G′ are both bounded, unlike S and S′, they
are non-invertible if the frame has linearly dependent elements. Nevertheless, it
follows from (4.3) that

(4.4) T v = GT ′v, T ′v = G′T v, ∀v ∈V,

which implies that G (resp. G′) is invertible on the range of T ′ (resp. T ), and its
inverse is given by G′ (resp. G) . Denoting the canonical orthonormal basis of `2

by {ek}∞
k=0, we have

Gi j := 〈ei,Ge j〉`2 = 〈T ∗ei,T ∗e j〉V = 〈ui,u j〉V ,

and similarly G′i j = 〈ei,G′e j〉`2 = 〈u′i,u′j〉V . Thus, the matrix elements of the Gramm
operators G and G′ in the {ek}∞

k=0 basis are equal to the pairwise inner prod-
ucts between the frame and dual frame elements, respectively. By boundedness
of these operators, for any f̂ = ∑

∞
j=0 f̂ je j ∈ `2, we have G f̂ = ∑

∞
i, j=0 eiGi j f̂ j and

G′ f̂ = ∑
∞
i, j=0 eiG′i j f̂ j.

Since the analysis operator T is bounded below, it follows by the closed range
theorem that T and T ∗ have closed range, and as a result the ranges of S and G are
also closed. Similarly, all of T ′, T ′∗, S′, and G′ have closed range. An important
consequence of these properties is that all of these operators have well-defined
pseudoinverses. In particular, it can be shown [16] that the pseudoinverse (T ∗)+

of T ∗ is equal to the dual analysis operator, (T ∗)+ = T ′, and similarly (T ′∗)+ = T .
These relationships imply in turn that G+ = G′ and G′+ = G.
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Clearly, in a separable Hilbert space, every Riesz basis is also a frame. For ex-
ample, in the case V = H = L2(M ,µ), a natural frame is provided by the Laplace-
Beltrami eigenfunction basis {φk}∞

k=0. In that case, the analysis operator T is uni-
tary, T ∗T = S = IH , T T ∗ = G = I`2 , by orthonormality of the basis. In the setting
of vector fields on manifolds, a natural orthonormal set of smooth fields in HX is
given by the normalized gradient fields u j from (3.7). However, this only provides
a basis for the space of gradient fields, HX,grad. To construct a representation of
arbitrary vector fields in HX, we can take advantage of the C∞(M )-module struc-
ture of smooth vector fields to augment this set by multiplication of gradient fields
by smooth functions. Doing so will result in an overcomplete spanning set of HX,
which will turn out to meet the frame conditions in Definition 4.1. We will follow a
similar approach to construct frames for the Hk spaces of differential forms, where
we will also construct frames for higher-order Sobolev spaces through eigenvalue-
dependent normalizations of the frame elements as in (3.5).

Remark 4.2. As alluded to in Section 2, a key property of the frames for spaces
of vector fields and differential forms introduced below is that the matrix elements
Gi j of the corresponding Gramm operators can be evaluated via closed form ex-
pressions that depend only on the eigenvalues λi of the Laplacian on functions and
the corresponding coefficients ci jk from (3.1). This allows in turn the SEC to be
built entirely from the spectral properties of the Laplacian on functions.

We begin by introducing the vector fields and forms which will be employed in
our frame construction and Galerkin schemes below. In the case of vector fields,
we define
(4.5)

bi j = φi gradφ j, b̃i j = e−λ j/2bi j, b(p)
i j = bi j/‖φi‖H p , b̃(p)

i j = b̃i j/‖φi‖H p ,

and

(4.6) b̂i j = bi j−b ji, b̌i j = e−(λi+λ j)/2b̂i j,

all of which are smooth vector fields in X. We also define the smooth forms

(4.7)

bi = φi ∈Ω
0,

bi j1··· jk = bi db j1 ∧·· ·∧db jk ∈Ω
k, b̃i j1··· jk = e−(λ j1+...+λ jk )/2bi j1··· jk ,

bi j1··· jk
p = bi j1··· jk/‖φi‖H p , b̃i j1··· jk

p = b̃i j1··· jk/‖φi‖H p ,

and

(4.8) b̂i j1··· jk = b[i j1··· jk], b̌i j1··· jk = e−(λi+λ j1+...+λ jk )b̂[i j1··· jk],

where the square brackets [i j1 · · · jk] denote total antisymmetrization with respect
to the enclosed indices; e.g.,

b[i j1 j2] = bi j1 j2−bi j2 j1 +b j1 j2i−b j1i j2 +b j2i j1−b j2 j1i.

With these definitions, our main results on frames for Hilbert spaces of vector fields
and forms are as follows.
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Theorem 4.3 (frames for L2 spaces of vector fields and forms). There exists an
integer J0 ≥ d = dimM , such that for every integer J ≥ J0, the sets

BJ
X= {bi j : i∈{0,1, . . .}, j∈{1, . . . ,J}}, B̃X= {b̃i j : i∈{0,1, . . .}, j∈{1,2, . . .}},

are frames for HX. Moreover, the sets

BJ
k = {bi j1··· jk : i ∈ {0,1, . . . ,}, j1, . . . , jk ∈ {1, . . . ,J}},

B̃k = {b̃i j1··· jk : i ∈ {0,1, . . .}, j1, . . . , jk ∈ {1,2, . . .}},
with k ∈ {1, . . . ,m}, are frames for Hk.

Theorem 4.4 (frames for order-1 Sobolev spaces of 1-forms). For the same integer
J as in Theorem 4.3, the sets

BJ
1,1 = {b

i j
1 : i∈{0,1, . . .}, j∈{1, . . . ,J}}, B̃1,1 = {b̃i j

1 : i∈{0,1, . . .}, j∈{1,2, . . .}}.

are frames for H1
1 .

We will prove Theorems 4.3 and 4.4 in Sections 4.2 and 4.3, respectively. In
addition, while we have not explicitly verified this, it should be possible to show
via a similar approach to that in Section 4.3 that frames for H p

k , k, p > 1, can be
constructed using bi j1··· jk

p or b̃i j1··· jk
p . It may also be possible to establish such results

inductively with respect to the Sobolev order p, using the results in B. Based on
these considerations, we conjecture the following:

Conjecture 4.5 (frames for Sobolev spaces of forms). For the same integer J as in
Theorem 4.3, the following sets are frames for H1

k , k ∈ {1, . . . ,m}, p≥ 0:

BJ
k,p = {bi j1··· jk

p : i ∈ {0,1, . . .}, j1, . . . , jk ∈ {1, . . . ,J}},

B̃k,p = {b̃i j1··· jk
1 : i ∈ {0,1, . . .}, j1, . . . , jk ∈ {1,2, . . .}}.

Remark 4.6. It should also be noted that we have not established frame conditions
for the antisymmetric elements, b̂i j and b̂i j1··· jk , or their rescaled counterparts, b̌i j

and b̌i j1··· jk . In fact, to fully span HX and Hk using b̂i j and b̂i j1··· jk , respectively,
one would have to use infinitely many i and j indices, leading to violations of the
upper frame condition. Nevertheless, as demonstrated by the formulas derived in
B and listed in Table 2.2, due to cancellation of terms by antisymmetrization, b̂i j

and b̂i j1··· jk can sometimes lead to considerable simplification of the representa-
tion of operators of interest in exterior calculus (e.g., the 1-Laplacian). Moreover,
in the applications presented in Section 8 with available analytical results for the
eigenvalues and eigenforms of the 1-Laplacian (i.e., the circle and flat torus), we
found that SEC formulations based on the antisymmetric elements actually exhibit
a moderate performance increase over those based on the non-symmetric elements.
These facts motivate further exploration of the construction of frames based on an-
tisymmetric elements. For example, the exponentially scaled b̌i j1··· jk might provide
frames for reproducing kernel Hilbert spaces associated with the heat kernel on
k-forms.
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For the remainder of this section, we discuss the basic properties of the vector
fields and forms just defined. We begin by establishing that, while they may not
form a basis, finitely many gradient vector fields of Laplace-Beltrami eigenfunc-
tions are sufficient to generate arbitrary smooth vector fields on closed manifolds.

Lemma 4.7. There exists an integer J≥ dimM such that {gradφ1|x, . . . ,gradφJ|x}
is a spanning set of TxM , and thus TC

x M , at every x ∈M .

Proof. The claim follows from the fact that the there exists an integer J such that
the map ~φJ : M → RJ with ~φJ(x) = (φ1(x), . . . ,φJ(x)) is an embedding of M ,
which is proved in [38, Theorem 4.5]. Note that BJ being an embedding implies
that J ≥ dimM . To see why it implies that {gradφ1|x, . . . ,gradφJ|x} is a spanning
set, fix a point x ∈M , and consider the tangent vector pushforward map ~φJ∗|x :
TxM → T~φJ(x)

RJ . Since T~φJ(x)
RJ is canonically isomorphic to RJ , in a coordinate

chart u : Nx→Rd defined on a neighborhood Nx of x, the pushforward map is repre-
sented by a d×J matrix Ξ(x), d = dimM , with elements Ξi j =

∂φ j
∂ui

∣∣∣
x
, and because

~φJ is an embedding, that matrix has full rank, rankΞ(x) = d. In this coordinate ba-
sis, the components βi j of gradφ j|x = ∑

d
i=1 βi j

∂

∂ui

∣∣∣
x

are given by βi j = ∑
d
k=1 ηikΞk j,

where ηik are the components of the dual metric ηx : T ∗Mx×T ∗Mx→R. The ηik
form a d×d invertible matrix, and thus the d×J matrix with elements βi j has rank
d. This implies that span{gradφ1|x, . . . ,gradφJ|x}= TxM . �

Corollary 4.8. The set {gradφ1, . . . ,gradφJ} is a generating set for X viewed as
a C∞(M )-module. That is, for every smooth vector field v ∈ X, there exist (not
necessarily unique) smooth functions f1, . . . , fJ such that v = ∑

J
j=1 f j gradφ j.

Corollary 4.9. The collection of k-form fields dφ j1 ∧ ·· · ∧ dφ jk with j1, . . . , jk ∈
{1, . . . ,J} spans Λk

x at every x ∈M . As a result, this set is a generating set for Ωk,
which means that for every ω ∈ Ωk there exist smooth functions f j1··· jk such that
ω = ∑

J
j1,..., jk=1 f j1··· jk dφ j1 ∧·· ·∧dφ jk .

It follows from Corollary 4.8 and the fact that X is dense in HX that for every
v ∈ HX there exist functions f1, . . . , fJ ∈ H such that v = ∑

J
j=1 f j gradφ j. Expand-

ing these functions as f j = ∑
∞
i=0 ci jφ j with ci j = 〈φi, f j〉H , we conclude that every

vector field v ∈ HX is expressible in the form

(4.9) v =
∞

∑
i=0

J

∑
j=1

ci jbi j,

for some (not necessarily unique) constants ci j ∈ C. Similarly, Corollary 4.9 im-
plies that every k-form field in Hk can be expanded as

(4.10) ω =
∞

∑
i=0

J

∑
j1,..., jk=1

ci j1··· jk b
i j1··· jk , ci j1··· jk ∈ C.
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Example 4.10. As a simple example illustrating that BJ
X may be a spanning set

with linearly dependent elements (as opposed to a basis), suppose that (M ,g) is the
circle equipped with the canonical arclength metric, normalized such that µ(M ) =
1. Then, an orthonormal basis of H consisting of Laplace-Beltrami eigenfunctions
is given by

φi(θ) =

{
cos(iθ/2), i even,
sin((i+1)θ/2), i odd,

where θ ∈ (0,2π) is a canonical angle coordinate. Note that the coordinate basis
vector field ∂

∂θ
extends to a globally defined harmonic vector field on M , satisfying

∆
∂

∂θ

[
= 0. In this coordinate system, the metric and dual metric are given by g =

g11 dθ ⊗dθ , η = g′11 ∂

∂θ
⊗ ∂

∂θ
, where g11 = 1/g′11 = 1/(2π)2, and we have

gradφi = η(dφi, ·) =

{
−2iπ2φi−1

∂

∂θ
, i even,

2(i+1)π2φi+1
∂

∂θ
, i odd,

bi j =

{
−2 jπ2φiφ j−1

∂

∂θ
, j even,

2( j+1)π2φiφ j+1
∂

∂θ
, j odd.

It therefore follows from standard trigonometric identities that for any odd i≥ 1,

bi+1,i−bi,i+1

2(i+1)π2 =
∂

∂θ
,

with an analogous relationship holding for i even. This shows that for J ≥ 2, BJ
contains linearly dependent elements. On the other hand, for J = 1, B1 fails to be a
spanning set as the harmonic vector field ∂

∂θ
does not lie in its span.

Remark 4.11. The circle example above might suggest that our representation of
vector fields through linear combinations of elements of BJ is highly inefficient,
since, after all, one could define ξ j = φ j∂θ , and {ξ j}∞

j=0 would be an orthonor-
mal basis of HX. However, such a construction implicitly makes use of a special
property of the circle, namely that it is a parallelizable manifold. Equivalently, as
a C∞(M )-module, the space X of smooth vector fields is free; that is, it contains a
set {u1, . . . ,ud} of d = dim(M ) nowhere-vanishing linearly independent elements.
Any such set would be a basis of X, meaning that for every v ∈X there would exist
unique smooth function f1, . . . , fd ∈ C∞(M ) such that v = ∑

d
j=1 f ju j. In general,

for non-parallelizable manifolds (e.g., the 2-sphere), X does not have a basis, so
any spanning set of HX, such as BJ , that makes use of a generating set of X will
necessarily be overcomplete.

We continue by stating a number of useful properties of the bi j fields and their
antisymmetric analogs, b̂i j. Many of these properties are also listed in Tables 2.1
and 2.2. In what follows, all equalities involving infinite sums hold in an L2 sense.



SPECTRAL EXTERIOR CALCULUS 31

(1) Relationship between antisymmetric and nonsymmetric frame elements.
Using the Leibniz rule, we compute

φi gradφ j +φ j gradφi = grad(φiφ j) =
∞

∑
k=0

ci jk gradφk =
∞

∑
k=1

ci jkb̂0k,

where the last equality follows from the fact that φ0 is a constant equal to
1. It therefore follows that

(4.11) bi j =
φi gradφ j +φ j gradφi

2
+

φi gradφ j−φ j gradφi

2
=

∞

∑
k=1

ci jkb̂0k + b̂i j.

(2) Riemannian inner products. Lemma 3.3, (2.4), and (3.1) lead to the fol-
lowing expressions for the Riemannian inner products between the frame
elements:

(4.12)

g(bi j,bkl) = φiφkg(gradφ j,gradφl) =
∞

∑
n=0

φiφkφngn jl =
∞

∑
m,n,p=0

cikmcmnpgn jlφp.

Using the above, we can also compute the Riemannian inner products be-
tween the antisymmetric vector fields, i.e.,

(4.13) g(b̂i j, b̂kl) = g(bi j,bkl)+g(b ji,blk)−g(bi j,blk)−g(b ji,bkl).

The Riemannian inner products between the frame elements b̃i j ∈ B̃X are
given by eigenvalue-dependent rescalings of those in (4.12).

(3) Hodge inner products and matrix elements of the Gramm operators. Us-
ing the spectral representation of the pointwise Riemannian inner products
in (4.12) and the fact that cmn0 = δmn, we can compute the Hodge inner
products

Gi jkl = 〈bi j,bkl〉HX
= 〈φ0,g(bi j,gkl)〉H =

∞

∑
n=0

cikngn jl,

as in (2.6). In addition, we have

Ĝi jkl ≡ 〈b̂i j, b̂kl〉HX
= Gi jkl +G jilk−Gi jlk−G jikl.

Given now any ordering bi0 j0 ,bi1 j1 , . . . of the frame elements in BJ
X, where

jn ≤ J, the above can be used to compute the matrix elements of the corre-
sponding Gramm operator G : `2→ `2, viz.

Gmn = 〈em,Gen〉`2 = 〈bim jm ,bin jn〉HX
= Gim jmknln .

The analogous expressions for the Hodge inner products and Gramm ma-
trix elements associated with the B̃X frame are given by appropriate rescal-
ings of the Gi jkl .

Additional formulas for the SEC representation of vector fields are listed in Ta-
ble 2.1. The next few results are for the 1-form fields in Theorems 4.3 and 4.4. They
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will be employed in our proof of Theorem 4.4 and in the construction of Galerkin
schemes for the Laplacian on 1-forms in Sections 4.3 and 6 ahead, respectively.

(1) Exterior derivative and codifferential. It follows from the Leibniz rule
for the exterior derivative in (3.13) and the definition of the codifferential
in (3.14) that

(4.14) dbi j = dbi∧db j, δbi j =−η(dbi,db j)+λ jbib j.

Similarly, we have

db̂i j = 2dbi∧db j, δdb̂i j = (λ j−λi)bib j.

Observe, in particular, that if λi = λ j (i.e., bi and b j lie in the same eigenspace
of the Laplacian), b̂i j is co-closed, δ b̂i j = 0. For additional details on these
formulas see (B.4).

(2) Riemannian inner products. Since the bi j and bi j are Riemannian duals
to each other, we have η(bi j,bkl) = g(bi j,bkl), and the latter can be de-
termined from (4.12). An alternative derivation of this result, directly uti-
lizing the product rule for the Laplacian on functions, can be found in
Appendix B.1. The Riemannian inner products between the antisymmet-
ric 1-forms b̂i j can be computed analogously to (4.13). The Riemannian
inner products between the k-form frame elements bi j1··· jk in BJ

k , or the anti-
symmetric k-forms b̂i j1··· jk

k , can be evaluated by computing determinants of
k× k matrices of Riemannian inner products between db j’s; see Appendix
B.2 for further details.

(3) Riemannian inner products between exterior derivatives and codifferen-
tials of the frame elements. In order to perform operations on the frame ele-
ments bi j

1 ∈ BJ
1,1, or b̃i j

1 ∈ B̃1,1, with the differential operators of the exterior
calculus, we need expressions for Riemannian inner products between ex-
terior derivatives and codifferentials such as g(dbi j

1 ,dbkl
1 ) and g(δbi j

1 ,δbkl
1 ).

Closed-form expressions for such inner products based on the Laplacian
eigenvalues λi and the corresponding triple-product coefficients ci jk can be
derived using (4.14); explicit results and derivations can be found in Ta-
ble 2.2 and Appnedix B.1. Analogous inner product formulas can also be
derived hierarchically for the higher-order frame elements (see Appendix
B.2), although currently we do not have closed-form expressions for di-
rect evaluation of pairwise inner products between the δbi j1··· jk at arbitrary
k > 1. The inner product relationships between bi j1··· jk and their exterior
derivatives and codifferentials would be needed to perform operations with
the frames for Sobolev spaces of k-forms, k > 1, in Conjecture 4.5.

(4) Hodge and Sobolev inner products. These can be computed as described
above for vector fields, using the additional results on Riemannian inner
products between exterior derivatives and codifferentials outlined above.
Specific formulas can be found in Table 2.2 and Appendix B.1. Note that
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the Sobolev inner products between the frame elements for H1
1 and the

corresponding Dirichlet forms will be used in our Galerkin approximation
scheme for the 1-Laplacian in Section 6 ahead.

4.2 Proof of Theorem 4.3
We will prove the theorem by establishing the upper and lower frame conditions

in Definition 4.1 for BJ
X and BJ

k , assuming that J is large-enough so that Lemma 4.7
holds. We begin from BJ

X.
Given any v ∈ HX, we have

∞

∑
i=0

J

∑
j=1
|〈bi j,v〉HX

|2 =
∞

∑
i=0

J

∑
j=1
|〈φi gradφ j,v〉HX

|2 =
∞

∑
i=0

J

∑
j=1
|〈φi,v(φ j)〉H |2

=
J

∑
j=1
‖v(φ j)‖2

H =
J

∑
j=1
‖g(gradφ j,v)‖2

H

≤
J

∑
j=1
‖|g(gradφ j,v)|‖2

H ≤
J

∑
j=1

∥∥∥∥√g(gradφ j,gradφ j)g(v,v)
∥∥∥∥2

H

≤
J

∑
j=1
‖gradφ j‖2

L∞
X

∥∥∥√g(v,v)
∥∥∥2

H
=

J

∑
j=1
‖gradφ j‖2

L∞
X
‖v‖2

HX
,

so that the upper frame condition holds with C2 = ∑
J
j=1‖gradφ j‖2

L∞
X

. Note that the
fact that J is finite is important in the derivation of this result. Next, to verify the
lower frame condition, consider the J× J Gramm matrix Ψ(x), for x ∈M , with
elements

Ψi j(x) = g(gradφi,gradφ j)|x,
and note that because the gradφ j|x span TxM , that matrix has rank d. Therefore,
writing v = ∑

J
j=1 f j gradφ j, where the f j are functions in H to be determined, the

equation

g(gradφi,v)|x =
J

∑
j=1

f j(x)Ψ ji(x)

has a solution for µ-a.e. x ∈ X given by

f j(x) =
J

∑
k=1

Ψ
+
jk(x)g(gradφk,v)|x,

where Ψ+(x) = [Ψ+
jk(x)] is the Moore-Penrose pseudoinverse of Ψ(x).

Observe now that Ψ(x) can be expressed using a coordinate chart as Ψ(x) =
Ξ(x)>g(x)Ξ(x), where the matrices Ξ(x) and g(x) are as in the proof of Lemma 4.7.
Thus, since Ξ(x) has linearly independent rows and g(x) is invertible, we have

Ψ+(x) =Ξ+(x)g−1(x)(Ξ+(x))>, Ξ+(x) =Ξ(x)>(Ξ(x)Ξ(x)>)−1,
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where both g−1(x) and (Ξ(x)Ξ(x))−1 depend smoothly on x by compactness of M
and smoothness of g(x) and Ξ(x), respectively. We therefore conclude that Ψ+(x)
depends smoothly on x, and thus that v admits an expansion of the form (4.9) with

(4.15) ci j = 〈φi, f j〉H =
J

∑
k=1
〈Ψ+

jkbik,v〉HX
.

We therefore obtain

‖v‖2
HX

=
∞

∑
i=0

J

∑
j=1
〈ci jbi j,v〉HX

=
∞

∑
i=0

J

∑
j,k=1
〈Ψ+

jkbik,v〉∗HX
〈bi j,v〉HX

≤ C̃
∞

∑
i=0

J

∑
j,k=1
|〈bik,v〉HX

||〈bi j,v〉HX
|,

where C̃ = max j,k∈{1,...,J}‖Ψ+
jk‖L∞ . Defining now the vectors βi = (βi1, . . . ,βiJ) ∈

RJ with with βi j = |〈bi j,v〉HX
|, it follows by equivalence of norms in finite-dimensional

vector spaces that there exists a constant Ĉ > 0 such that
J

∑
j,k=1
|〈bik,v〉HX

||〈bi j,v〉HX
|= ‖βi‖2

1 ≤ Ĉ‖βi‖2
2,

where ‖·‖p is the canonical p-norm on RJ . This leads to

‖v‖2
X ≤ C̃Ĉ

∞

∑
i=0
‖βi‖2

2 = C̃Ĉ
∞

∑
i=0

J

∑
j=1
|〈bi j,v〉HX

|2,

which proves the lower frame condition with C1 = 1/(C̃Ĉ). We have thus estab-
lished that BJ

X is a frame of HX, as claimed.
Consider now the frame conditions for B̃X. Using Cauchy-Schwartz inequali-

ties as above, we can conclude that

∞

∑
i=0

∞

∑
j=1
|〈b̃i j,v〉HX

|2 ≤
∞

∑
j=1

‖gradφ j‖2
L∞
X

eλ j
‖v‖2

HX
.

To bound the infinite sum in the right-hand side, we use the following estimates for
the L∞ norms of Laplace-Beltrami eigenfunctions and their gradients on smooth,
closed Riemannian manifolds:

(4.16) ‖φ j‖L∞ ≤Cλ
(d−1)/4
j ‖φ j‖H , ‖gradφ j‖L∞

X
≤ C̃λ

1/2
j ‖φ j‖L∞ , C,C̃ ≥ 0,

which hold for j ≤ 1 and j ≥ 0, respectively. The former is a classical result due
to Hörmander [34]; the latter was proved by Shi and Xu in [42]. Combining these
results with the Weyl estimate for the asymptotic distribution of Laplace-Beltrami
eigenvalues as j→ ∞,

(4.17) j = Ĉλ
d/2
j +o(λ (d−1)/2

j ),
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we obtain
‖gradφ j‖L∞

X
≤ Čλ

(d+1)/(2d)
j ‖φ j‖H ,

where Ĉ and Č in the last two equations are positive constants. Therefore, for
any l ≥ 0 there exists a finite constant Cl such that e−λ j‖gradφ j‖2

L∞
X
≤Cl j−l . This

implies that C2 = ∑
∞
j=0 e−λ j‖gradφ j‖2

L∞
X

is finite, proving the upper frame bound.

To verify the lower frame bound, start from any expansion of v in the BJ
X frame,

v =
∞

∑
i=0

J

∑
j=1

ci jbi j,

and compute

‖v‖2
X ≤C

∞

∑
i=0

J

∑
j=1
|〈bi j,v〉HX

|2 ≤CeλJ
∞

∑
i=0

J

∑
j=1
|〈b̃i j,v〉HX

|2 ≤CeλJ
∞

∑
i=0

∞

∑
j=1
|〈b̃i j,v〉HX

|2,

where C is a lower frame constant for BJ
X. This shows that the lower frame condi-

tion is satisfied for C1 =Ce−λJ , and we thus conclude that B̃X is a frame.
We now turn to the frame conditions for BJ

k and B̃k. These conditions follow by
similar arguments as those just made to establish the frame conditions for vector
fields.

First, we introduce for convenience an ordering l 7→ ( j1(l), . . . , jk(l)) of the
corresponding indices in bi j1... jk , where l is an integer ranging from 1 to Jk, and
define αl = dφ j1(l)∧·· ·∧dφ jk(l). Then, for any ω ∈ Hk, we have

∞

∑
i=0

J

∑
j1,..., jk=1

|〈bi j1··· jk ,ω〉Hk |
2 =

∞

∑
i=0

Jk

∑
l=1
|〈φiαl,ω〉Hk |

2

=
∞

∑
i=0

Jk

∑
l=1
|〈φi,η(αl,ω)〉H |2 =

Jk

∑
l=1
‖η(αl,ω)‖2

H

≤
Jk

∑
l=1

∥∥∥√η(αl,αl)
√

η(ω,ω)
∥∥∥2

H
≤

Jk

∑
l=1
‖αl‖2

L∞
k
‖ω‖2

Hk
,

establishing the upper frame condition with C2 = ∑
Jk

l=1‖αl‖2
L∞

k
. To verify the lower

frame condition, we use (4.10) to expand ω = ∑
∞
i=0 ∑

Jk

l=1 cilφiαl , where the expan-
sion coefficients cil can be chosen as (cf. (4.15))

cil =
Jk

∑
m=1
〈Ψ+

lmφiαm,ω〉Hk ,

and in the above Ψ
+
lm(x) are the elements of the pseudoinverse of the Jk×Jk Gramm

matrix Ψlm(x) = η(αl,αm)|x (these matrix elements depend smoothly on x as in
the case of the corresponding Gramm matrix for vector fields). The calculation to
establish the lower frame bound for ‖ω‖2

Hk
=∑

∞
i=0 ∑

Jk

l=1〈cilφiαl,ω〉Hk then proceeds
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analogously to that in the case of vector fields, leading to the conclusion that BJ
k is

an Hk-frame. Similarly, that B̃k is a frame follows analogously to the vector field
case. This completes our proof of Theorem 4.3.

4.3 Proof of Theorem 4.4
Let ω be an arbitrary 1-form field in H1

1 . We begin by stating two auxiliary
results on the inner products between the exterior derivative (codifferential) of ω

and the exterior derivative (codifferential) of the frame elements bi j
1 and b̃i j

1 .

Lemma 4.12. (i) There exist constants UJ and VJ , independent of ω , such that

∞

∑
i=0

J

∑
j=1
|〈dbi j

1 ,dω〉H2 |2 ≤UJ‖ω‖2
H1

1
,

∞

∑
i=0

J

∑
j=1
|〈δbi j

1 ,δω〉H |2 ≤VJ‖ω‖2
H1

1
.

Moreover, there exist a positive real number Ĉ and a positive integer q ≥ 0, both
independent of J, such that UJ and VJ are both bounded above by ĈJq.

(ii) There exist finite constants Ũ and Ṽ , independent of ω , such that
∞

∑
i=0

∞

∑
j=1
|〈db̃i j

1 ,dω〉H2 |2 ≤ Ũ‖ω‖2
H1

1
,

∞

∑
i=0

∞

∑
j=1
|〈δ̃bi j

1 ,δω〉H |2 ≤ Ṽ‖ω‖2
H1

1
.

A proof of this lemma will be given below. Assuming, for now, that it is valid,
it leads to the following corollary:

Corollary 4.13. The frame elements bi j
1 and b̃i j

1 satisfy the bounds

∞

∑
i=0

J

∑
j=1
|E1,1(b

i j
1 ,ω)|2 ≤C‖ω‖H1

1
,

∞

∑
i=0

∞

∑
j=1
|E1,1(b̃

i j
1 ,ω)|2 ≤ C̃‖ω‖H1

1
,

where E1,1 is the Dirichlet form from (3.18), and C and C̃ are constants independent
of ω .

Proof. We first verify the claim for bi j
1 . By Lemma 4.12, the sequences (i, j) 7→

|〈dbi j
1 ,dω〉H2 |2 and (i, j) 7→ |〈δbi j

1 ,δω〉H |2 are in `2. Therefore, using the Cauchy-
Schwartz inequality for `2 and Lemma 4.12(i), we obtain,

∞

∑
i=0

J

∑
j=1
|E1,1(b

i j
1 ,ω)|2 =

∞

∑
i=0

J

∑
j=1
|〈dbi j

1 ,dω〉H2 + 〈δbi j
1 ,δω〉H |2

≤
∞

∑
i=0

J

∑
j=1
|〈dbi j

1 ,dω〉H2 |2 +
∞

∑
i=0

J

∑
j=1
|〈δbi j

1 ,δω〉H |2

+2
∞

∑
i=0

J

∑
j=1
|〈dbi j

1 ,dω〉H2〈δbi j
1 ,δω〉H |
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≤
∞

∑
i=0

J

∑
j=1
|〈dbi j

1 ,dω〉H2 |2 +
∞

∑
i=0

J

∑
j=1
|〈δbi j

1 ,δω〉H |2

+2

(
∞

∑
i=0

J

∑
j=1
|〈dbi j

1 ,dω〉H2 |2
)1/2

×

(
∞

∑
k=0

J

∑
l=1
|〈δbkl

1 ,δω〉H〉|2
)1/2

≤
(

U1/2
J +V 1/2

J

)2
‖ω‖2

H1
1
,

and the first claim of the corollary follows with C =
(

U1/2
J +V 1/2

J

)2
. To verify the

second claim, we proceed as above using Lemma 4.12(ii) to derive the bound

∞

∑
i=0

∞

∑
j=1
|E1,1(b̃

i j
1 ,ω)|2 ≤ C̃‖ω‖2

H1
1
, C̃ =

(
Ũ1/2 +Ṽ 1/2

)2
. �

We now return to the proof of Theorem 4.4. By Corollary 4.13, the upper frame
condition for BJ

1,1 follows from

∞

∑
i=0

J

∑
j=1
|〈bi j

1 ,ω〉H1
1
|2 =

∞

∑
i=0

J

∑
j=1
|〈bi j

1 ,ω〉H1 +E1,1(b
i j
1 ,ω)|2

≤
∞

∑
i=0

J

∑
j=1
|〈bi j

1 ,ω〉H1 |2 +
∞

∑
i=0

J

∑
j=1
|E1,1(b

i j
1 ,ω)|2

+2

(
∞

∑
i=0

J

∑
j=1
|〈bi j

1 ,ω〉H1 |2
)1/2(

∞

∑
k=0

J

∑
l=1
|E1,1(bkl

1 ,ω)|2
)1/2

=
∞

∑
i=0

J

∑
j=1

|〈bi j,ω〉H1 |2

‖bi‖2
H1

+
∞

∑
i=0

J

∑
j=1
|E1,1(b

i j
1 ,ω)|2

+2

(
∞

∑
i=0

J

∑
j=1

|〈bi j,ω〉H1 |2

‖bi‖2
H1

)1/2(
∞

∑
k=0

J

∑
l=1
|E1,1(bkl

1 ,ω)|2
)1/2

≤
∞

∑
i=0

J

∑
j=1
|〈bi j,ω〉H1 |2 +

∞

∑
i=0

J

∑
j=1
|E1,1(b

i j
1 ,ω)|2

+2

(
∞

∑
i=0

J

∑
j=1
|〈bi j,ω〉H1

1
|2
)1/2(

∞

∑
k=0

J

∑
l=1
|E1,1(bkl

1 ,ω)|2
)1/2

≤
(

C1/2
2 +C1/2

)2
‖ω‖2

H1
1
,
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where C2 is an upper frame constant for BJ
1 and C the constant in Corollary 4.13.

The upper frame condition for B̃J
1,1 follows similarly.

What remains in the proof of the upper frame conditions in Theorem 4.4 is to
verify Lemma 4.12. For that, first observe that

〈dbi j,dv〉H2 = 〈dbi∧db j,dv〉H2 =
∫

M
dbi∧db j ∧?dv

=
∫

M
dbi∧?? (db j ∧?dv) = 〈dbi,?(db j ∧?dv)〉H1 ,

where we have used (4.14) and (3.12) in the first and third equalities, respectively.
By the Hodge decomposition theorem, there exists a unique function f j ∈ H1, a
unique 2-form α j ∈ H1

2 , and a unique harmonic 1-form χ j ∈H 1
0 such that

?(db j ∧?dω) = d f j +δα j +χ j;

as a result,
∞

∑
i=0
|〈dbi

1,?(db j ∧?dω)〉H1 |2 =
∞

∑
i=0
|〈dbi

1,d f j +δα j +χ j〉H1 |2 =
∞

∑
i=0
|〈δdbi

1, f j〉H |2

=
∞

∑
i=0

λi|〈bi, f j〉H |2 = E1( f j).

We therefore have,
J

∑
j=1

∞

∑
i=0
|〈dbi j

1 ,dω〉H2 |2 =
∞

∑
i=0
|〈dbi

1,?(db j ∧?dω)〉H1 |2

=
J

∑
j=1

E1( f j) =
J

∑
j=1
〈d f j,d f j〉H1

≤
J

∑
j=1
‖?(db j ∧?dω)‖2

H1
=

J

∑
j=1
‖db j ∧?dω‖2

Hd−1

=
J

∑
j=1
‖?ιgradb j ??dω‖2

Hd−1
=

J

∑
j=1
‖ιgradb j dω‖2

H1
,

where we have used (3.15) to obtain the first equality in the second line. It then
follows from Lemma 3.4 that

J

∑
j=1

∞

∑
i=0
|〈dbi j

1 ,dω〉H2 |2 =
J

∑
j=1
‖Dgradb j ω‖2

H1
≤UJ‖ω‖2

H1
1
, UJ =

J

∑
j=1
‖Dgradb j‖2,

as claimed in part (i) of the lemma. It can further be shown via local Cauchy-
Schwartz inequalities as in the proof of Lemma 3.4 that the operator norms ‖Dgradb j‖=
‖Dgradφ j‖ can be bounded above by C̃‖φ j‖q̃

L∞ for some positive constants C̃ and q̃
that do not depend on j. This, in conjunction with the Hörmander bound in (4.16)
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implies that that there exists a positive constant CU and a positive integer qU , both
independent of J, such that

(4.18) UJ ≤CU JqU .

Moving on to the second claim of Lemma 4.12(i), consider
J

∑
j=1

∞

∑
i=0
|〈δbi j

1 ,δω〉H |2 =
∞

∑
i=0

J

∑
j=1
|〈−η(dbi

1,db j)+λ jbi
1b j,δω〉H |2,

where we have used the expression for δbi j in (4.14). Expanding

δω db j = d f j +δα j +χ j,

where f j ∈ H1, α j ∈ H1
2 , and χ j ∈H 1

0 are unique, we compute,

J

∑
j=1

∞

∑
i=0
|〈η(dbi

1,db j),δω〉H |2 =
J

∑
j=1

∞

∑
i=0

∣∣∣∣∫
M

dbi
1∧?db j

δω

∣∣∣∣2
=

J

∑
j=1

∞

∑
i=0
|〈dbi

1,δω db j〉H1 |2 =
J

∑
j=1

E1( f j)

≤
J

∑
j=1
‖δω db j‖2

H1
=

J

∑
j=1

∥∥∥∥√η(db j,db j)δω

∥∥∥∥2

H

≤
J

∑
j=1
‖gradφ j‖2

L∞
X
‖δω‖2

H ≤
J

∑
j=1
‖gradφ j‖2

L∞
X
‖ω‖2

H1
1
.(4.19)

Moreover, we have
J

∑
j=1

∞

∑
i=0
|〈λ jbi

1b j,δω〉H |2 =
J

∑
j=1

∞

∑
i=0

λ 2
j

‖bi‖2
H1

|〈bib j,δω〉H |2

≤
J

∑
j=1

∞

∑
i=0

λ
2
j |〈bi,b j

δω〉H |2 =
J

∑
j=1

λ
2
j ‖b j

δω‖2
H

≤
J

∑
j=1

λ
2
j ‖b j‖2

L∞‖ω‖2
H1

1
.(4.20)

Equations (4.19) and (4.20) imply that the sequences (i, j) 7→ |〈η(dbi
1,db j),δω〉H |

and (i, j) 7→ |〈λ jbi
1b j,δω〉H | are both in `2. Therefore, by the Cauchy-Schwarz

inequality for that space we can conclude that
J

∑
j=1

∞

∑
i=0
|〈δbi j

1 ,δω〉H |2 =
∞

∑
i=0

J

∑
j=1
|〈−η(dbi

1,db j)+λ jbi
1b j,δω〉H |2

≤
J

∑
j=1

∞

∑
i=0
|〈η(dbi

1,db j),δω〉H |2 +
J

∑
j=1

∞

∑
i=0
|〈λ jbi

1b j,δω〉H |2



40 T. BERRY AND D. GIANNAKIS

+2
J

∑
j=1

∞

∑
i=0
|〈η(dbi

1,db j),δω〉H〈λ jbi
1b j,δω〉H |

≤
J

∑
j=1

∞

∑
i=0
|〈η(dbi

1,db j),δω〉H |2 +
J

∑
j=1

∞

∑
i=0
|〈λ jbi

1b j,δω〉H |2

+2

(
J

∑
j=1

∞

∑
i=0
|〈η(dbi

1,db j),δω〉H |2
)1/2

×

(
J

∑
l=1

∞

∑
k=0
|〈λlbk

1bl,δω〉H |2
)1/2

≤VJ‖ω‖H1
1
,

where

V 1/2
J =

(
J

∑
j=1
‖gradφ j‖2

L∞
X

)1/2

+

(
J

∑
j=0

λ
2
j ‖φ j‖2

L∞

)1/2

.

This establishes the existence of the ω-independent constants VJ claimed in the
lemma. Invoking L∞ and Weyl bounds as in the case of UJ , we can also deduce that
there exist a real number CV and a positive integer qV such that

(4.21) VJ ≤CV JqV .

Combining (4.18) and (4.21) leads to UJ ≤ ĈJq and VJ ≤ ĈJq with Ĉ =max{CU ,CV}
and q = max{qU ,qV}. This completes our proof of Lemma 4.12(i) and thus the up-
per frame condition for BJ

1,1.
To prove Lemma 4.12(ii), we proceed as above to establish that

k

∑
j=1

∞

∑
i=0
|〈db̃i j

1 ,dω〉H2 |2 ≤ Ũk‖ω‖2
H1

1
, Ũk =

k

∑
j=1

e−λ j‖Dgradb j‖2,

and

k

∑
j=1

∞

∑
i=0
|〈δ b̃i j

1 ,δω〉H |2 ≤ Ṽk‖ω‖2
H1

1
,

Ṽ 1/2
k =

(
k

∑
j=1

e−λ j‖gradφ j‖2
L∞
X

)1/2

+

(
k

∑
j=0

e−λ j λ
2
j ‖φ j‖2

L∞

)1/2

.

The L∞ and Weyl estimates in (4.16) and (4.17), respectively, then again imply that
Ũ = limk→∞Ũk and Ṽ = limk→∞ Ṽk is finite, proving Lemma 4.12(ii), and complet-
ing our proof of the upper frame condition for B̃1,1.
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Next, to verify the lower frame conditions, we express ω as a linear combina-
tion ω = ∑

J
j=1 f j dφ j, where f1, . . . , fJ are H1 functions satisfying

f j(x) =
J

∑
k=1

Ψ
+
jk(x)η(dφk,ω)

for µ-a.e. x∈M , and Ψ
+
jk(x) are the elements of the Moore-Penrose pseudoinverse

of the J× J Gramm matrix

Ψ jk(x) = η(dφi,dφ j) = g(gradφi,gradφ j)

from Section 4.2. Note that the existence of such an expansion for ω follows from
the fact that {dφ1, . . . ,dφJ} is a generating set of the space of smooth 1-forms Ω1,
and the latter is dense in H1

1 . The f j functions can be expanded in the {φ (1)
i }∞

i=0
basis of H1 from (3.5), viz.

f j =
∞

∑
i=0

ci jφ
(1)
i , ci j = 〈φ (1)

i , f j〉H1 =
J

∑
k=1
〈φ (1)

i ,Ψ+
jkη(dφk,ω)〉H1 .

Therefore, setting bi = φi and bi
1 = φ

(1)
i per our notational convention for frame

elements, we obtain

‖ω‖2
H1

1
= 〈ω,ω〉H1

1
=

∞

∑
i=0

J

∑
j,k=1
〈bi

1,Ψ
+
jkη(dbk,ω)〉H1〈bi j

1 ,ω〉H1
1

≤
∞

∑
i=0

J

∑
j,k=1
|〈bi

1,Ψ
+
jk,η(dbk,ω)〉H1〈bi j

1 ,ω〉H1
1
|

≤

(
∞

∑
i=0

J

∑
j,k=1
|〈bi

1,Ψ
+
jkη(dbk,ω)〉H1 |2

)1/2(
∞

∑
n=0

J

∑
p=1
|〈bnp

1 ,ω〉H1
1
|2
)1/2

.(4.22)

Note that to arrive at the inequality in the last line we used the `2 Cauchy-Schwartz
inequality on the sequences (i, j) 7→ 〈bi

1,Ψ
+
jkη(dbk,ω)〉H1 and (i, j) 7→ 〈bi j

1 ,ω〉H1
1
,

both of which can be verified to indeed lie in that space. We now proceed to bound
the first term in the last line.

First, since {bi
1}∞

i=0 is an orthonormal basis of H1, we have

∞

∑
i=0

J

∑
j,k=1
|〈bi

1,Ψ
+
jkη(dbk,ω)〉H1 |2 =

J

∑
j,k=1
‖Ψ+

jkη(dbk,ω)‖2
H1 .

Moreover, observe that for any f ∈ H1 and h ∈C∞(M ), ‖h f‖H1 can be bounded
above by C̃‖ f‖H1 , where C̃2 is a polynomial function of ‖h‖L∞ and ‖gradh‖L∞

X
.

This implies that there exists a constant C such that
J

∑
j,k=1
‖Ψ+

jkη(dbk,ω)‖2
H1 ≤C

J

∑
k=1
‖η(dbk,ω)‖2

H1
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=C
J

∑
k=1

(
‖η(dbk,ω)‖2

H +‖dη(dbk,ω)‖2
H1

)
.(4.23)

In the above, the term ‖η(dbk,ω)‖2
H can be bounded above by ‖gradbk‖2

L∞
X
‖ω‖H1

1

using local Cauchy-Schwartz inequalities and the fact that ‖·‖H1 ≤‖·‖H1
1
. To bound

‖dη(dbk,ω)‖H1 , we use (3.15) to write down

dη(dbk,ω) = dιgradbk ω.

It follows from Lemma 3.4 that there exists a constant Ĉ such that

(4.24) ‖dη(dbk,ω)‖ ≤ Ĉ‖ω‖H1
1
.

Combining (4.22)–(4.24), we conclude that there exists a constant C̄ such that

‖ω‖2
H1

1
≤ C̄‖ω‖H1

1

(
∞

∑
i=0

J

∑
j=1
|〈bi j

1 ,ω〉H1
1
|2
)1/2

,

and thus the lower frame condition for BJ
1,1 holds with C1 = 1/C̄2. To verify the

lower frame condition for B̃1,1, we use the results just established to compute

‖ω‖2
H1

1
≤C1

∞

∑
i=0

J

∑
j=1
|〈bi j

1 ,ω〉H1
1
|2 ≤C1eλJ

∞

∑
i=0

J

∑
j=1
|〈b̃i j

1 ,ω〉H1
1
|2

≤C1eλJ
∞

∑
i=0

∞

∑
j=1
|〈b̃i j

1 ,ω〉H1
1
|2.

This proves the lower frame condition for B̃1,1, and completes our proof of Theo-
rem 4.4.

5 Frame and operator representations of vector fields

As described in Section 2.3, the SEC is based on alternative representations of
vector fields with respect to frames, or as operators on functions. In this section,
we make these notions precise, and further examine the convergence properties of
finite-rank analogs of these representations.

Unless otherwise stated, throughout this section, T : HX → `2, T ∗ : `2 → HX,
S = T ∗T : HX → HX, and G = T T ∗ : `2 → `2 will be the analysis, synthesis,
frame, and Gramm operators, respectively, associated with one of the frames for
the HX = L2

X space of vector fields from Theorem 4.3. We also let T ′ : HX→ `2,
T ′∗ : `2→HX, S′ = T ′∗T ′ : HX→HX, and G′ = T ′T ′∗ : `2→ `2 be the correspond-
ing operators for the dual frame. For notational simplicity, we use the symbols
αk and α ′k with k ∈ {1,2, . . .} to represent the frame and dual frame elements,
respectively. For example, in the case of the BJ

X frames from Theorem 4.3, we
set αk = bpkqk , where k 7→ (pk,qk) is any ordering of the (i, j) indices in bi j with
k ∈ {0,1, . . .}. A convenient choice of such ordering is a lexicographical ordering,
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i.e., (p0,q0) = (0,1), . . . , (pJ−1,qJ−1) = (0,J), (pJ,qJ) = (1,0), . . . . We use the
notation (i, j) 7→ ri j to represent the inverse of this ordering map. Note that for any
choice of frame from Theorem 4.3 we have αk = skφpk gradφqk , where sk = 1 in
the case of the BJ

X frames and sk = e−λqk/2 in the case of the B̃X frame. We also
let {ek}∞

k=0 be the canonical orthonormal basis of `2, and πl : `2→ `2 the orthog-
onal projection operators with range W̃l = span{e0, . . . ,el−1}. Moreover, the set
{ei j}∞

i, j=0, ei j ∈B2(`
2), will be the canonical orthonormal basis of B2(`

2) with
ei j = ei〈e j, ·〉`2 .

In addition to the various frame operators acting on vector fields, we will con-
sider the unitary Fourier operators U : H → `2, U (1) : H1 → `2, and Ũ : H → `2

associated with the {φk}∞
k=0, {φ (1)

k }∞
k=0, and {φ̃k}∞

k=0 orthonormal bases of H, H1,
and H , respectively, where U f = (〈φk, f 〉H)k, U (1) f = (〈φ (1)

k , f 〉H1)k, and Ũ f =
(〈φ̃k, f 〉H )k. As noted in Section 4.1, U , U (1), and Ũ are special cases of analysis
operators. Together, U and U (1) induce the linear isometry V : B(H1,H)→B(`2)

with VA = UAU (1)∗, while U and Ũ induce the unitary map Ṽ : B2(H ,H)→
B2(`

2) with Ṽ A =UAŨ∗ .

5.1 SEC representations of vector fields and their correspondence
Let v be an arbitrary bounded vector field in HX∩L∞

X. The SEC is based on the
following three representations of v:

(1) Frame representation, given by the sequence v̂ = T ′v ∈ `2, such that v =

∑
∞
k=0 v̂kαk.

(2) Dual frame representation, given by the sequence v̂′ = T v ∈ `2, such that
v = ∑

∞
k=0 v̂′kα ′k.

(3) Operator representation, given by the bounded operator L =Wv ∈B(`2),
W = ι ◦V , or the Hilbert-Schmidt operator L̃ = W̃v ∈B2(`

2), W̃ = ι2 ◦Ṽ ,
where ι : L∞

X →B(H1,H) and ι2 : L∞
X →B2(H ,H) are the embeddings

from Lemma 3.2. When we wish to distinguish between L and L̃ we will
refer to the former as the bounded operator representation and the latter as
the Hilbert-Schmidt operator representation of v.

Among these, the frame and dual frame representations only make use of the inner-
product-space structure of HX∩L∞

X. The operator representations make use of the
relationship between L∞

X and bounded or Hilbert-Schmidt operators on functions,
which is special to vector fields.

As one might expect, the need to pass between these representations arises in
a number of cases. On the one hand, many of the numerical procedures involving
vector fields that one can envision being formulated via SEC produce output in
the frame representation (that is, as linear combinations of frame elements), and
in order to act with these vector fields on functions an operator representation is
needed. For instance, the Galerkin approximation scheme for the eigenforms of
the 1-Laplacian in Section 6 yields approximate eigenforms as linear combinations
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T ′

W L∞
X W̃

T

WT ∗ W̃T ∗

G

R

W W̃

T ′

R̃T ′∗

G′

FIGURE 5.1. Commutative diagram illustrating the frame, dual frame,
bounded operator, and Hilbert-Schmidt operator representations of
bounded vector fields in L∞

X. T ⊂ `2 and T ′ ⊂ `2 are the ranges of the
analysis and dual analysis operators, T and T ′, respectively, restricted
to L∞

X. W ⊂ B(`2) and W̃ ⊂ B2(`
2) are the ranges of the operators

W and W̃ yielding the bounded operator and Hilbert-Schmidt operator
representations vector fields in L∞

X, respectively. The operators R and
R̃ carry out the transformation from the bounded and Hilbert-Schmidt
operator representations, respectively, to the dual frame representation.
The Gramm and dual Gramm operators, G and G′, respectively, map
between the frame and dual frame representations.

of 1-form frame elements, and in order to visualize these forms we compute the
pushforwards of the their vector field duals into data space. The pushforward oper-
ation requires evaluation of the action of these vector fields on the embedding map
of the manifold, which we carry out using the operator representation. Conversely,
one may be given v in the operator representation (e.g., from data sampled along in-
tegral curves of the flow generated by v [30]), and then seek a frame representation
for denoising and/or further use in a numerical procedure.

The correspondence between the frame and operator representations of vec-
tor fields in SEC is illustrated with a commutative diagram in Fig. 5.1. For the
remainder of this section, we discuss aspects of this correspondence in the infinite-
dimensional setting. Then, in Section 5.2 we examine finite-rank representations
and their convergence properties.

We first consider how to pass from the frame representation v̂ = T ′v ∈ `2 of
a bounded vector field v to the corresponding operator representation L = Wv ∈
B(`2). Let T ′ = T ′L∞

X ⊆ `2 be the range of the dual analysis operator restricted to
L∞
X. Then, the inverse of T ′|L∞

X
is given by T ∗|T ′ , and we have

(5.1) L =WT ∗v̂.
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Since every bounded operator A ∈B(`2) is uniquely characterized by the coeffi-
cients Ai j = 〈ei,Ae j〉`2 (its “matrix elements”), it suffices to compute

Li j = 〈ei,Le j〉`2 = 〈ei,Uι(v)U (1)∗e j〉`2 = 〈U∗ei, ι(v)U (1)∗e j〉H

= 〈φi, ι(v)φ
(1)
j 〉H =

1√
1+λ j

〈φi,v(φ j)〉H ,(5.2)

given the sequence v̂ = T ′v ∈ `2. Substituting v = T ∗T ′v = ∑
∞
m=0 v̂mαm, we obtain

Li j =
1√

1+λ j

∞

∑
m=1

v̂m〈φi,αmφ j〉H ,

and since, for the frame elements in Theorem 4.3, αm = smφpm gradφqm , it follows
that

(5.3) Li j =
∞

∑
m=0

sm√
1+λ j

〈φpm ,gradφqm(φ j)〉HX
=

∞

∑
m=0

sm√
1+λ j

Gi jpmqm v̂m,

where Gi jpmqm are the Hodge inner products from (2.6). The above expression fully
characterizes the operator WT ∗ in (5.1).

Next, we consider how to pass from the operator representation to the dual
frame representation. Defining W = WL∞

X, this procedure amounts to computing
the `2 sequence v̂′= T v given L∈W , where v is the unique L∞

X vector field with the
operator representation L =Wv. In this case, the matrix elements Li j = 〈ei,Le j〉`2

are known, and we have

(5.4) v̂′k = 〈αk,v〉HX
= sk〈φpk gradφqk ,v〉HX

= sk〈φpk ,v(φqk)〉H = Lpkqk .

The above expression defines a linear map R : W → T = T L∞
X, that carries out

the transformation from the operator representation to the dual frame representa-
tion. In particular, it follows from (5.4) that the components v̂′k of the dual frame
representation are equal to a subset of the matrix elements Li j of the operator repre-
sentation, as appropriate for the frame from Theorem 4.3 used. In the special case
of the B̃X frame, where all combinations of φi gradφ j are used as frame elements,
the mapping k 7→ (pk,qk) ∈ N2 is bijective, and the components of the dual frame
representation are in one-to-one correspondence with the operator frame elements.

What remains to complete the portion of the commutative diagram in Fig. 5.1
involving the bounded operator representation is a map from the dual frame repre-
sentation v̂′ = T v ∈ T ′ to the frame representation v̂ = T ′v ∈ T ′ of v ∈ L∞

X. This
is accomplished by means of the dual Gramm operator G′ (see (4.4)), i.e.,

(5.5) v̂ = T ′v = T ′T ′∗v̂′ = G′v̂′ = G+v̂′.

Note that, unlike WT ∗ and R, we do not have a closed-form expression for the ac-
tion of G′ on sequences. Nevertheless, in Section 5.2 we will see that this operator
can be approximated by a strongly convergent sequence of finite-rank operators
associated with finite collections of frame elements, whose action can be explicitly
evaluated.
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We now turn attention to the task of passing between the frame and Hilbert-
Schmidt operator representations. In this case, given v ∈ L∞

X, we have

L̃ = W̃v = W̃T ∗v̂ ∈B2(`
2),

and we can expand L̃ in the Hilbert-Schmidt operator basis {ei j}, viz.

L̃ =
∞

∑
i, j=0

L̃i jei j.

By construction of the ei j, the expansion coefficients L̃i j are equal to the matrix
elements of L̃ in the {ei} basis of `2; that is (cf. (5.2)),

L̃i j = 〈ei j, L̃〉HS = 〈ei, L̃e j〉`2 = 〈ei,Uι2(v)Ũ∗e j〉`2

= 〈U∗ei, ι2(v)Ũ∗e j〉H = 〈φi, ι2(v)φ̃ j〉H = e−λ j/2〈φi,v(φ j)〉H .

Using this result and proceeding as in (5.3), we find

Li j =
∞

∑
n=0

e−λ j/2snGi jpnqn v̂n,

which fully characterizes the operator W̃T ∗. Observe now that in the special case
of the B̃X frame, we have

e−λ j/2snGi jpnqn =
〈bi j,bpnqn〉HX

e(λ j+λqn )/2 = 〈b̃i j, b̃pnqn〉HX
= 〈αri j ,αn〉HX

= Gri jn.

That is, for this frame, the matrix elements of the operator W̃T ∗ are in one-to-one
correspondence with the matrix elements of the Gramm operator.

The remaining transformations to pass from the Hilbert-Schmidt operator repre-
sentation to the dual frame representation, and from the dual frame representation
to the frame representation are completely analogous to those in (5.4) and (5.5),
respectively, so we do not discuss them further here.

5.2 Finite-dimensional representations and their convergence proper-
ties

We now consider how to construct finite-rank analogs of the representations
of vector fields introduced in Section 5.1. We begin by introducing the finite-
rank (hence, compact) analysis and synthesis operators, Tl = πlT and T ∗l = T ∗πl ,
respectively, where

Tlv = (〈α0,v〉HX
, . . . ,〈αl−1,v〉HX

,0,0, . . .), T ∗l (c) =
l−1

∑
k=0

ckαk,

for v ∈ HX and c = (c0,c1, . . .) ∈ `2. We also define finite-rank analysis and syn-
thesis operators for the dual frame, T ′l = πlT ′ and T ′∗l = T ′∗πl , and the finite-rank
Gramm operators Gl = TlT ∗l , G′l = T ′l T ′∗l . As in the case of the full frame and its
dual (see Section 4.1), we can relate the finite-rank operators associated with the
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frame and dual frames by pseudoinverses. In particular, since πl is an orthogonal
projection, we have π

+
l = πl , and therefore

(T ∗l )
+ = (T ∗πl)

+ = π
+
l (T ∗)+ = πlT ′ = T ′l .

Similarly, we have (T ′∗l )+ = Tl and G+
l = G′l . It is important to note that by virtue

of its relationship with G+
l , it is possible to compute the nonzero matrix elements

〈ei,G′le j〉`2 of G′l numerically by computing the pseudoinverse of the l× l Gramm
matrix Gl = [〈ei,Gle j〉]li, j=1, whose elements are known analytically. Thus, we can
consider G′l to be available to us in applications, albeit not in closed form.

In addition to finite-rank operators for the frame and dual frame, we will need
finite-rank Fourier operators Ul = πlU , U (1)

l = πlU (1), and Ũl = πlŨ for the {φ j},
{φ (1)

j }, and {φ̃ j} bases of H, H1, and H , respectively. These operators lead to
finite-rank analogs Vl : B(H1,H)→ B(`2) and Ṽl : B2(H ,H)→ B2(`

2) of V
and Ṽ , respectively, such that VlA = UlAU (1)

l and Ṽl = UlAŨl . In addition, Wl :
L∞
X→B(`2) and W̃l : L∞

X→B2(`
2) with Wl = ι ◦Vl and W̃l = ι2 ◦Ṽl are finite-rank

analogs of W and W̃ , respectively. As with Gl and G′l , the operators Wl and W̃l can
be represented by l× l matrices.

With the above definitions, we can construct finite-rank analogs of the frame,
dual frame, and operator representations for vector fields introduced in Section 5.1.
In particular, v̂l = T ′l v, v̂′l = Tlv, Ll =Wlv, and L̃l = W̃lv are respectively finite-rank
frame, dual frame, bounded operator, and Hilbert-Schmidt operator representations
of a vector field v ∈ L∞

X. To examine the convergence properties of these represen-
tations, note that since {ek} is a basis, the projection operators πl converge strongly
to the identity as l → ∞ (i.e., πlc→ c for any c ∈ `2). This implies that Tl → T ,
T ′l → T , Ul→U , U (1)

l →U (1), Ũl→ Ũ , and as a result Gl→G, G′l→G′, Wl→W ,
W̃l → W̃ , where all limits are taken in the respective strong operator topologies.
Therefore, v̂l and v̂′l converge to v̂ = T v and v̂′ = T ′v, respectively, in `2 norm, and
Ll and L̃l converge to L = Wv and L̃ = W̃v, respectively, strongly. In fact, since
L̃l = ∑

l−1
i, j=0 L̃i jei j, L̃i j = 〈ei, L̃e j〉`2 , it follows that L̃l converges to L̃ = ∑

∞
i, j=0 L̃i jei j

in Hilbert-Schmidt operator norm. This implies convergence in B(H ,H) oper-
ator norm, which implies in turn the strong convergence just stated. In effect, by
restricting vector fields to act on the RKHS H containing functions of higher reg-
ularity than H1, the Hilbert-Schmidt operator representation allows for a stronger
mode of convergence than the bounded operator representation.

Formulas for passing between the finite-rank frame, dual frame, and operator
representations can be constructed analogously to those described in Section 5.1.
As an application of the operator representation of vector fields, which was already
mentioned in Sections 2.5 and 5.1, and will be employed in Section 8, we note that
the pushforward map F∗ : X→ ΓRn on vector fields associated with an embedding
F : M → Rn (here, ΓRn ' Rn is the space of smooth vector fields on Rn) is given
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by F∗v = v(F), where v ∈ X acts on F componentwise. As a result, we can consis-
tently approximate F∗v by LlF , where Ll =Wlv is the operator representation of v.
The result of this operation is an “arrow plot”, consisting of approximate tangent
vectors to the image F(M )⊂ Rn of the manifold under the embedding.

6 Galerkin method for the 1-Laplacian

We now apply the framework developed in Section 4 to construct a Galerkin
approximation scheme for the eigenvalues and eigenforms of the 1-Laplacian, ∆1.
Eigenvalue problems for other differential operators of interest in exterior calculus
can be formulated analogously. For notational simplicity, in this section we will
use the symbols (νk,ϕk) to denote a general eigenvalue-eigenfunction pair of ∆1,
as opposed to the multi-index notation (λ j,1,φ j,1) from Section 3.3.

6.1 Variational eigenvalue problem for the 1-Laplacian and its Galerkin
approximation

We begin by stating the eigenvalue problem for the 1-Laplacian in strong form.
This amounts to finding ϕk ∈Ω1 and νk ∈ C such that

(6.1) ∆1ϕk = νkϕk.

As is well known [47, 39], for the class of smooth closed Riemannian manifolds
studied here, ∆1 has a unique self-adjoint extension ∆̄1 : D(∆̄1)→H1, with a dense
domain D(∆̄1)'H2

1 ⊂H1 and a compact resolvent. As a result, we can obtain weak
solutions to (6.1) by passing to a variational formulation, with an associated well
posed Galerkin approximation scheme [4]. To construct this variational eigenvalue
problem, we introduce the sesquilinear forms Lθ : H1

1 ×H1
1 → C, θ > 0, and B :

H1
1 ×H1

1 → C, defined by

Lθ (ψ,ω) = E1,1(ψ,ω)+θ〈ψ,ω〉H1 , B(ψ,ω) = 〈ψ,ω〉H1 ,

where E1,1 is the Dirichlet form on H1 from (3.18). Note that E1,1(ψ,ω) can be for-
mally obtained by performing integration by parts on the expression 〈ψ,∆1ω〉H1 ,
taking ψ and ω to be smooth 1-form fields. The term in Lθ (ψ,ω) proportional
to θ is a regularization term, ensuring that Lθ has a coercivity property important
to the well-posedness of our Galerkin scheme. Specifically, we seek to solve the
following variational eigenvalue problem:

Definition 6.1 (eigenvalue problem for the 1-Laplacian, weak form). We say that
νk ∈ C and ϕk ∈ H1

1 , solve the weak eigenvalue problem for Lθ if the equality

Lθ (ψ,ϕk) = νkB(ψ,ϕk)

holds for all ψ ∈ H1
1 .

We refer to the solutions (νk,ϕk) of the problem in Definition 6.1 as weak eigen-
values and eigenfunctions of the 1-Laplacian, respectively. Clearly, every classical
eigenvalue (eigenfunction) from (6.1) is also a weak eigenvalue (eigenfunction).
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We now discuss the well-posedness of the weak eigenvalue just formulated, and
establish its Galerkin approximation using our frames for H1

1 . A data-driven analog
of this Galerkin method, utilizing frame elements of H1

1 approximated from data,
will be presented in Section 7.

Lemma 6.2. The sesquilinear forms Lθ and B obey the bounds

|Lθ (ψ,ω)| ≤ (1+θ)‖ψ‖H1
1
‖ω‖H1

1
, Lθ (ω,ω)≥min{θ ,1}‖ω‖2

H1
1
,

|B(ψ,ω)| ≤ ‖ψ‖H1
1
‖ω‖H1

1
,

for all ψ,ω ∈ H1
1 .

Proof. The upper bounds on |Lθ (ψ,ω)| and |B(ψ,ω) follow directly from appli-
cation of Cauchy-Schwartz inequalities. To verify the lower (coercivity) bound on
Lθ (ω,ω), note that if 0 < θ ≤ 1, we have

Lθ (ω,ω) = θ(θ−1E1,1(ω,ω)+‖ω‖2
H1
)≥ θ(E1,1(ω,ω)+‖ω‖2

H1
) = θ‖ω‖2

H1
1
.

The claim for θ > 1 can be verified similarly. �

According to classical results in spectral approximation theory [4], Lemma 6.2
implies that there exists a compact operator Aθ : H1

1 → H1
1 such that

(6.2) Lθ (ψ,Aθ ω) = B(ψ,ω), ∀ψ,ω ∈ H1
1 .

This implies in turn that (νk,ϕk), νk 6= 0, is a weak eigenvalue-eigenvector pair if
and only if

Aθ ϕk = ν
−1
k ϕk.

Due to the above, Aθ can be thought of as a “solution operator” for the varia-
tional eigenvalue problem in Definition 6.1. In particular, the properties of spectral
approximations to the solutions of that problem can be analyzed in terms of ap-
proximations of the eigenvalue problem for Aθ . This approach leads to a Galerkin
approximation scheme, as follows.

Let Π1,Π2, . . . be a family of finite-rank projection operators on H1
1 , converging

pointwise to the identity; that is, Π2
l = Πl and liml→∞ Πlω = ω for every ω ∈ H1

1 .
Let also Wl be the closed subspaces of H1

1 defined as Wl = ranΠl . These spaces,
which will be constructed explicitly below, will be our Galerkin approximation
spaces. In particular, we will solve:

Definition 6.3 (eigenvalue problem for the 1-Laplacian, Galerkin approximation).
We say that νk,l ∈C and ϕk,l ∈Wl , solve the Galerkin truncated eigenvalue problem
for Lθ if the equality

Lθ (ψ,ϕk,l) = νk,lB(ψ,ϕk,l)

holds for all ψ ∈Wl .
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Given a basis {v0,l, . . . ,vwl−1,l} of Wl , where wl = dimWl , the eigenvalue prob-
lem in Definition 6.3 is equivalent to a generalized matrix eigenvalue problem.
That is, (νk,l,ϕk,l) with ϕk,l = ∑

wl−1
j=0 c jv j,l is a solution if and only if

(6.3) Ll~ak,l = νk,lBl~ak,l,

where Ll and Bl are the wl × wl matrices with elements [Ll]i j = Lθ (vi,l,v j,l)

and [Bl]i j = B(vi,l,v j,l), respectively, and ~ak,l = (a0, . . . ,awl−1)
> ∈ Rl is the l-

dimensional column vector containing the expansion coefficients of ϕk,l in the
{v j,l} basis of Wl . In addition, one can verify that (νk,l,ϕk,l) solves the eigenvalue
problem in Definition 6.3 if and only if

Aθ ,lϕk,l = ν
−1
k,l ϕk,l,

where Aθ ,l : H1
1 → H1

1 is the finite-rank operator given by Aθ ,l = ΠlAθ . Note that
this operator satisfies (cf. (6.2))

Lθ (ψ,Aθ ,lω) = B(ψ,ω), ∀ψ ∈Wl, ∀ω ∈ H1
1 .

Now, because Aθ is compact, the fact that Πl converges pointwise to the iden-
tity implies that Aθ ,l converges to Aθ in norm. This implies in turn that for every
eigenvalue νk of Aθ (which is nonzero by coercivity of Lθ , and thus isolated and
with finite geometric multiplicity by compactness of Aθ ) there exists a sequence
νk,l of eigenvalues of Al,θ converging as l→ ∞ to νk. Moreover, for every eigen-
function ϕk in the eigenspace of Aθ at eigenvalue νk, there exists a sequence ϕk,l of
eigenfunctions of Aθ ,l at eigenvalue νk,l converging in H1

1 norm to ϕk. This estab-
lishes convergence of the solutions of the the Galerkin scheme in Definition 6.3 to
those of the eigenvalue problem in Definition 6.1.

6.2 Construction of the Galerkin approximation spaces
What remains is to construct the projection operators Πl and the associated

subspaces Wl . Here, we will construct these operators making use of the result
established in Theorem 4.4 that {bi j

1 } with i ∈ {0,1, . . .} and j ∈ {1, . . . ,J} is a
frame of H1

1 . As in Section 5, for notational simplicity, we set αk = bpkqk
1 , where

k 7→ (pk,qk) is any ordering of the (i, j) indices in bi j
1 with k ∈ {0,1, . . .}. We

also let T : H1
1 → `2, T ∗ : `2 → H1

1 , and S = T ∗T : `2 → `2 be the corresponding
analysis, synthesis, and frame operators, respectively. We also consider the finite-
rank operators Tl = πlT , T ∗l = T ∗πl , Sl = T ∗l Tl , and Gl = TlT ∗l , associated with
the canonical orthogonal projection operators πl : `2→ `2. All of these operators
converge strongly to their infinite-rank counterparts as l→ ∞; see Section 5.2.

By construction, at each l, the operator Gl is a positive-semidefinite, self-
adjoint, compact operator on `2. As a result, there exists an orthonormal basis
{uk,l}∞

k=1 of `2 consisting of eigenvectors of Gl . We denote the corresponding
eigenvalues by ηk,l , and order the eigenpairs (ηk,l,uk,l) in order of decreasing ηk,l .
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We let wl be the number of nonzero eigenvalues, where wl = rankTl ≤ l. The fol-
lowing lemma, whose proof is left to the reader, summarizes certain properties of
the (ηk,l,uk,l) eigenpairs.

Lemma 6.4. The eigenpairs (ηk,l,uk,l) have the following properties:
(i) ηk,l is bounded above by the operator norm of G.
(ii) ηk,l is a nonzero eigenvalue of Gl if and only if it is a nonzero eigenvalue of

Sl . Moreover, the vectors

vk,l =
1

η
1/2
k,l

T ∗uk,l, 0≤ k ≤ wl−1,

are orthonormal eigenvectors of Sl corresponding to the same eigenvalues as uk,l .

By Lemma (6.4)(ii), we can approach the problem of constructing orthonormal
sets in H1

1 , consisting of eigenvectors of Sl corresponding to nonzero eigenvalues,
through the eigenvalue problem of Gl . This is advantageous, since the eigenvectors
of Gl corresponding to nonzero eigenvalues can be computed via the eigenvalue
problem of the l× l Grammian matrix for H1

1 introduced in Section 2.5, which we
denote here by G1

l to make its dependence on l = MJ explicit. In particular, ob-
serve that given any c = (c0,c1, . . .)∈ `2, we have d =Glc = (d0, . . . ,dl−1,0,0, . . .),
where the first l elements of d are given by d j = ∑

l−1
j=0 Gi jc j, with

Gi j = 〈ei,Ge j〉`2 = 〈T ∗ei,T ∗e j〉H1
1
= 〈αi,α j〉H1

1
,

and the inner products 〈αi,α j〉H1
1

can be computed in closed form via the for-
mulas in Table 2.2. The above implies that the nonzero eigenvalues ηk,l of Gl
are equal to the nonzero eigenvalues of G1

l , and the corresponding eigenvectors
~uk,l = (u0,k,l, . . . ,ul−1,k,l)

> of that matrix yield uk,l = (u0,k,l, . . . ,ul−1,k,l,0,0, . . .).
We thus obtain

vk,l =
1

η
1/2
k,l

l−1

∑
j=0

u j,k,lα j.

Based on these considerations, we define our Galerkin approximation spaces as

(6.4) Wl = span{v1,l, . . . ,vwl ,l},

and the projection operators Πl : H1
1 → H1

1 as orthogonal projectors onto those
subspaces.

Lemma 6.5. The sequence Πl of projection operators converges pointwise to the
identity; that is, for any ω ∈ H1

1 , liml→∞ Πlω = ω .

Proof. Since the frame operator S has a bounded inverse, it suffices to show that
SΠlω converges to Sω for any ω ∈ H1

1 . To verify this, observe first that

T Πlω =
wl−1

∑
k=0
〈vk,l,ω〉H1

1
T vk,l =

wl−1

∑
k=0
〈uk,l,T ω〉`2uk,l = πl

wl−1

∑
k=0
〈uk,l,T ω〉`2uk,l =
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= πl

∞

∑
k=0
〈uk,l,T ω〉`2uk,l = πlT ω.

We therefore have

SΠlω = T ∗T Πlω = T ∗πlT ω = Slω,

which converges to Sω by the pointwise convergence of Sl to S. �

Lemma 6.5 implies that with the choice of approximation spaces in (6.4), the
Galerkin scheme in Definition 6.3 converges. Moreover, all of the matrix elements
of the associated sesquilinear forms can be evaluated using Lemma 6.4 in conjunc-
tion with the formulas listed in Section 4.1 and B. Explicitly, the wl×wl matrices
appearing in the generalized eigenvalue problem in (6.3) are given by

(6.5) Ll =H
−1/2
l U †

l (El−θG1
l )UlH

−1/2
l , Bl =H

−1/2
l U †

l GlUlH
−1/2
l ,

where Hl is a wl×wl diagonal matrix with [Hl]ii = ηi,l , Ul an l×wl matrix with
[Ul]i j = ui, j,l , El an l× l matrix with [El]i j = E1,1(αi,α j) determined from Ta-
ble 2.2, and Gl the l× l Grammian matrix for H1 with [Gl]i j = 〈αi,α j〉H1 deter-
mined from Table 2.2. Note that the matrices Ll and Bl in (6.5) differ from the
corresponding matrices appearing in the generalized eigenvalue problem in (2.8)
in that they include Hl- and θ -dependent terms, which do not appear in (2.8).
Due to the absence of these terms, (2.8) represents the problem in Definition 6.3
in a basis of Wl that exhibits unbounded growth of H1

1 norm with l (controlled by
the Hl terms in (6.5)), and is also not compatible with the coercivity condition in
Lemma 6.2 (enforced by the θ -dependent terms). While both of these issues could
potentially affect the numerical conditioning of (2.8), especially at large spectral
orders l, in the examples studied in Section 8 we found that (2.8) and (6.5) perform
comparably.

7 Data-driven approximation

All of the schemes in Sections 4 and 6 can be implemented given knowledge
of the eigenvalues and eigenfunctions of the Laplacian on functions. The problem
of approximating these objects from finite sets of points in a purely data-driven
manner (that is, without requiring explicit knowledge of the manifold M and/or
its embedding in data space) has been studied extensively in recent years [7, 18,
44, 52, 11, 12, 14, 8, 43, 49, 50, 32], leading to the development of approximation
techniques with well-established pointwise and spectral convergence guarantees.
In this section, we summarize the main properties of one such techniques, namely
the diffusion maps algorithm [18], and describe the analogs of the methods of
Sections 4 and 6 in a data-driven, discrete setting. It should be noted that, while
generally expected on the basis of results for related techniques [8, 43, 49, 50], to
our knowledge, the spectral convergence result for diffusion maps in Theorem 7.3
below has not been stated elsewhere in the literature, so we have included here a
self-contained proof for completeness.
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7.1 Assumptions for data-driven approximation
We consider that the Riemannian manifold (M ,g) is embedded in n-dimensional

Euclidean space by means of a smooth, isometric embedding F : M → Rn. Us-
ing the notation y · z = ∑

n
i=1 yizi to represent the canonical Euclidean inner prod-

uct between two vectors y = (y1, . . . ,yn) and z = (z1, . . . ,zn) in Rn, we thus have
gx(u,v) = F∗,xu ·F∗,xv for any point x ∈M and tangent vectors u,v ∈ TxM , where
F∗,x : TxM → TF(x)Rn is the pushforward map on tangent vectors associated with
F , and we have used the canonical isomorphism TF(x)Rn ' Rn. If the embedding
F is not isometric, then the method described below can be modified via the tech-
niques developed in [14] to yield approximations of Laplacian eigenvalues and
eigenfunctions with respect to any (known) metric g.

We also assume that we have access to a dataset consisting of N samples y1, . . . ,yN
in Rn with y j = F(x j) taken on a sequence of distinct points x1,x2, . . . in M , which
is equidistributed with respect to a smooth sampling measure σ supported on M .
By that, we mean that given any continuous function f : M → C, the result

(7.1) lim
N→∞

1
N

N

∑
j=1

f (x j) =
∫

M
f dσ

holds, and moreover σ has a smooth density ρ = dσ/dµ with respect to the Rie-
mannian measure µ , bounded away from zero. Such an equidistributed sequence
can be provided, e.g., by i.i.d. points on M (as is commonly assumed in machine
learning applications), or by an orbit of an ergodic dynamical system (in which
case, the x j are not independent). The requirement in (7.1) is equivalent to assum-
ing that the sequence of sampling measures σN = N−1

∑
N−1
n=0 δx j weak-converges to

σ ; that is,

lim
N→∞

∫
M

f dσN = lim
N→∞

1
N

N

∑
j=1

f (x j) =
∫

M
f dσ , ∀ f ∈C(M ).

In this data-driven setting, we will be working with the N-dimensional Hilbert
space L2(M ,σN) associated with the discrete sampling measure σN , equipped with
the inner product

〈 f ,h〉L2(M ,σN) =
∫

M
f ∗hdσN =

1
N

N

∑
j=1

f ∗(x j)h(x j).

Note that L2(M ,σN) consists of equivalence classes of functions on M which are
equal up to sets of zero σN measure; that is, two functions f : M →C and h : M →
C satisfying f (x j) = h(x j) for all j ∈ {1, . . . ,N}, but taking arbitrarily different
values at other points, lie in the same L2(M ,σN) equivalence class. Because the
points x1, . . . ,xN are all distinct, L2(M ,σN) is isomorphic as a Hilbert space to
CN equipped with the normalized dot product f ·g/N, but here we prefer to work
with L2(M ,σN) to emphasize the fact that our data-driven approximation spaces
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contain equivalence classes of functions on the same underlying manifold as the
equivalence classes comprising L2(M ,µ).

7.2 Kernel method for the eigenvalues and eigenfunctions of the Lapla-
cian on functions

Following the approach introduced in the diffusion maps algorithm [18], and
further generalized in [12], we compute data-driven approximations of the eigen-
values and eigenfunctions of the Laplacian on functions through the eigenvalues
and eigenfunctions of a kernel integral operator approximating, in a suitable sense,
the heat operator e−τ∆̄, τ ≥ 0, on L2(M ,µ), where ∆̄ is the self-adjoint Laplacian
(see Section 3.1). This kernel integral operator is constructed from a smooth, ex-
ponentially decaying kernel kε : M ×M → R+, bounded away from zero. Here,
as a concrete example, we work with a Gaussian kernel,

kε(x,x′) = exp
(
−
‖F(x)−F(x′)‖2

Rn

ε

)
,

where ε is a positive bandwidth parameter. Approximation techniques based on
other classes of kernels, including kernels with variable bandwidth functions [11,
14], have equivalent asymptotic properties while generally achieving higher per-
formance in terms of approximation accuracy and noise robustness, particularly in
applications with large variations in the sampling density ρ .

Having specified an appropriate kernel, we introduce the associated kernel in-
tegral operators K̂ε : L2(M ,µ)→C(M ) and K̂ε,N : L2(M ,σN)→C(M ), where

K̂ε f =
∫

M
kε(·,x) f (x)ρ(x)dµ(x), K̂ε,Nh =

∫
M

kε(·,x)h(x)dσN(x).

Composing K̂ε with the canonical inclusion operator ι : C(M )→ L2(M ,µ), we
also define K̃ε : L2(M ,µ)→ L2(M ,µ) and Kε : C(M )→C(M ), where K̃ε = ιK̂ε

and Kε = K̂ε ι . Similarly, we define K̃ε,N : L2(M ,σN)→ L2(M ,σN) and Kε,N :
C(M )→C(M ), where K̃ε = ιNK̂ε,N , Kε,N = K̂ε,NιN , and ιN :C(M )→ L2(M ,σN)
is the canonical restriction operator from C(M ) to L2(M ,σN).

Proposition 7.1. The operators K̃ε , Kε , K̃ε,N , and Kε,N have the following proper-
ties.

(i) They are all compact.
(ii) As N→ ∞, Kε,N converges pointwise to Kε ; that is, for any f ∈C(M ), we

have limN→∞ Kε,N f = Kε f in uniform norm.

Proof. (i) That K̃ε,N and Kε,N are compact follows immediately from the fact that
they have finite rank. The compactness of K̃ε follows from the facts that kε is a
Hilbert-Schmidt kernel on L2(M ×M ,σ×σ) (i.e.,

∫
M

∫
M kε(x,x′)dσ(x)dσ(x′)<

∞), and L2(M ,µ) and L2(M ,σ) are isomorphic Hilbert spaces (by smoothness
of ρ and compactness of M ). The compactness of Kε can be verified using the
Arzelà-Ascoli theorem in conjunction with the continuity of kε ; see, e.g., [19].
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(ii) The claim is a direct consequence of (7.1) and the fact that
∫
M f ρ dµ =∫

M f dσ for any f ∈ L2(M ,µ).
�

Proposition 7.1(ii) shows that, on C(M ), we can approximate kernel integral
operators with respect to the Riemannian measure by kernel integral operators with
respect to the sampling measure. However, the pointwise convergence established
there does not, in general, imply spectral convergence for these operators. More-
over, in applications we work in the finite-dimensional Hilbert space L2(M ,σN),
as opposed to the infinite-dimensional Banach space C(M ), which necessitates es-
tablishing connections between the spectral properties of K̃ε,N and Kε,N . Another
issue that must be addressed is that of approximating the heat operator e−τ∆̄ by a
suitable modification of K̃ε .

Following [18, 12], we proceed by normalizing kε to construct a smooth ergodic
Markov kernel pε : M ×M → R+, satisfying

∫
M pε(x, ·)dσ = 1 for all x ∈M .

For that, we introduce the normalization functions rε = K̂ε1 and lε = K̂ε(1/rε),
which are both smooth, positive, and bounded away from zero, and define

pε(x,x′) =
kε(x,x′)

lε(x)rε(x′)
.

The Markov property of pε then follows by construction, and its ergodicity follows
from the fact that it is bounded below. In the data-driven case, we define

(7.2) rε,N = K̂ε,N1, lε,N = K̂ε,N(1/rε,N), pε,N(x,x′) =
kε(x,x′)

lε,N(x)rε,N(x′)
,

and pε,N is a smooth Markov kernel satisfying
∫
M pε,N(·,x)dσN(x) = 1. As in

the case of the kernel kε , we define the kernel integral operators P̂ε : L2(M ,µ)→
C(M ) and P̂ε,N : L2(M ,σN)→C(M ) via

P̂ε f =
∫

M
pε(·,x) f (x)ρ(x)dµ(x), P̂ε,Nh =

∫
M

pε,N(·,x)h(x)dσN(x),

and also introduce the operators P̃ε : L2(M ,µ)→ L2(M ,µ), Pε : C(M )→C(M ),
P̃ε,N : L2(M ,σN) → L2(M ,σN), and Pε,N : C(M ) → C(M ), where P̃ε = ιP̂ε ,
Pε = P̂ε ι , P̃ε,N = ιNP̂ε,N , and Pε,N = P̂ε,NιN . These operators have the analogous
properties to those stated in Proposition 7.1. Among them, P̃ε,N is represented
by the Markov matrix P from (2.1) (note that, due to cancellation of terms, the
normalization of kε(x,x′) by rε,N and lε,N to construct pε,N is equivalent to the
normalization procedure used to construct P ; see [12] for details). The following
theorem summarizes how the nonzero eigenvalues and corresponding eigenvectors
of P̃ε can be approximated by the corresponding eigenvalues and eigenvectors of
P̃ε,N , which are accessible from data as described in Section 2.1.

Theorem 7.2. The following hold:
(i) Λ j,ε is a nonzero eigenvalue of P̃ε if and only if it is a nonzero eigenvalue of

Pε . Similarly, Λ j,ε,N is a nonzero eigenvalue of P̃
ε ,N if and only if it is a nonzero
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eigenvalue of Pε,N . Moreover, the Λ j,ε,N and Λ j,ε,N are all real, and thus lie in the
interval [−1,1] by the Markov property of pε and pε,N .

(ii) If φ̃ j,ε ∈ L2(M ,µ) and ~φ j,ε,N ∈ L2(M ,σN) are eigenvectors of Pε and Pε,N
at nonzero eigenvalues Λ j,ε and Λ j,ε,N , respectively, then the smooth functions

φ j,ε =
1

Λ j,ε
P̂ε φ̃ j,ε , φ j,ε,N =

1
Λ j,ε,N

P̂ε,N~φ j,ε,N

are eigenvectors of Pε and Pε,N , respectively, at the same eigenvalues.
(iii) For every nonzero eigenvalue Λ j,ε of Pε , the sequence of eigenvalues Λ j,ε,N

of Pε,N converges as N→∞ to Λ j,ε . Moreover, if φ j,ε is an eigenvector of Pε corre-
sponding to eigenvalue Λ j,ε , then there exists a sequence of eigenvectors φ j,ε,N of
Pε,N at eigenvalues Λ j,ε,N , converging as N→ ∞ to φ j,ε in uniform norm.

Proof. (i,ii) The claims on the relationships between the eigenvalues and eigenvec-
tors of P̃ε and Pε (and those of P̃ε,N and Pε,N) can be verified from the definition
of these operators. In addition, it can be verified that P̃ε and P̃ε,N are related to
self-adjoint operators by similarity transformations, which implies that their eigen-
values are real.

(iii) The convergence of the eigenvalues follows by showing that the operators
Pε,N converge compactly to Pε (a stronger notion of convergence than pointwise
convergence, but weaker than convergence in operator norm); see [52] for addi-
tional details. A proof of the convergence of the eigenvectors can be found in [19].
We also note that [52] establishes pointwise convergence of projection operators
onto the corresponding eigenspaces. �

That we can approximate eigenvalues and eigenvectors of P̃ε through eigenval-
ues and eigenvectors of P̃ε,N is important since the eigenvalue problem for the latter
operator is equivalent to the numerically solvable N×N matrix eigenvalue problem
for P . Note that by ergodicity and the Markov property, the eigenvalues Λ j,ε and
Λ j,ε,N can be ordered as 1 = Λ0,ε > Λ1,ε ≥ Λ2,ε ≥ ·· · and 1 = Λ0,ε,N > Λ1,ε,N ≥
Λ2,ε,N ≥ ·· ·ΛN−1,ε,N , respectively. We will adopt these orderings for the remainder
of the paper. What remains is to establish how the eigenvalues and eigenvectors of
P̃ε approximate in turn eigenvalues and eigenvectors of the Laplacian.

Theorem 7.3. For every j ∈ N0 and as ε → 0+, the quantities λ j,ε = (1−Λ j,ε)/ε

converge to the Laplace-Beltrami eigenvalue λ j. Moreover, for each Laplace-
Beltrami eigenfunction φ j corresponding to λ j, there exist eigenfunctions φ̃ j,ε of
P̃ε corresponding to eigenvalue λ j,ε converging, as ε → 0+, to φ j in L2(M ,µ)
norm.

Proof. By [18, Proposition 10], as ε→ 0+, the family of operators ∆̃ε := (I− P̃ε)/ε

converges to ∆̄, pointwise on C∞(M )∩L2(M ,µ). Moreover, as can be directly
verified from the normalization procedure in (7.2), P̃ε is related to a self-adjoint
operator P̄ε : L2(M ,µ)→ L2(M ,µ) by a similarity transformation by a bounded
multiplication operator with a bounded inverse; specifically, P̃ε = D1/2

ε P̄εD−1/2
ε ,
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where Dε : L2(M ,µ)→ L2(M ,µ) is the multiplication operator by the smooth,
strictly positive function dε = rε/(lερ). It can also be shown through small-ε ex-
pansions that, as ε → 0+, dε converges to a constant in H2 norm. By virtue of
the above, ∆̄ε = (I− P̄ε)/ε is a family of self-adjoint, compact operators, with the
same eigenvalues λ j,ε as ∆̃ε , converging pointwise to ∆̄ on C∞(M )∩ L2(M ,µ).
Now, observe that C∞(M ) is a core for ∆̄ (i.e., ∆̄ is equal to the closure of its
restriction on C∞(M ), which follows immediately from the fact that, on mani-
folds without boundary, the Laplacian ∆ on C∞(M ) functions is essentially self-
adjoint). By results from spectral approximation theory of self-adjoint operators
[20, Proposition 10.1.18], this actually implies that the eigenvalues λ j,ε converge
to λ j, as claimed. Moreover, by related results [25, Chapter X.7, Corollary 3],
the orthogonal projections to the eigenspaces of ∆̄ε corresponding to λ j,ε converge
pointwise to the projectors onto the eigenspaces of ∆̄ at eigenvalue λ j. The latter,
in conjunction with the fact that Dε converges to a multiplication operator by a
constant function, leads to the claim on the convergence of the eigenfunctions of
P̃ε to Laplace-Beltrami eigenfunctions as ε → 0+. �

In summary, we can conclude from Theorems 7.2 and 7.3 that the quantities

(7.3) λ j,ε =
1−Λ j,ε

ε
, λ j,ε,N =

1−Λ j,ε,N

ε
,

converge to the eigenvalues of the Laplacian, i.e.,

lim
ε→0+

lim
N→∞

λ j,ε,N = lim
ε→0+

λ j,ε = λ j.

Moreover, for any eigenfunction φ j ∈ C∞(M ) of ∆ at eigenvalue λ j, there exist
eigenfunctions φ̃ j,ε and φ̃ j,ε,N of Pε and Pε,N , respectively, such that the smooth
functions

(7.4) φ j,ε =
1

Λ j,ε
P̂ε φ̃ j,ε , φ j,ε,N =

1
Λ j,ε,N

P̂ε,N~φ j,ε,N

satisfy
lim

ε→0+
lim

N→∞
φ j,ε,N = lim

ε→0+
φ j,ε = φ j,

where the limits are taken with respect to uniform norm.

Remark 7.4. In addition to the convergence results stated above as iterated (ε→ 0+

after N → ∞) limits, in applications it is clearly important to have convergence
results for limits where N→∞ and ε→ 0+ simultaneously. In particular, note that
at fixed N ∈ N, the eigenvalues λ j,ε,N degenerate as ε → 0+, and fail to provide a
good approximation of λ j. This necessitates taking N→∞ limits along a sequence
ε(N) decreasing towards zero at a sufficiently slow rate. In the literature, this
problem has mainly been studied in the context of i.i.d. samples [8, 43, 49, 50,
14]. For example, [50] shows that in dimension d = dimM ≥ 3 it suffices to
take ε(N) such that limN→∞[(logN)1/d/(N1/dε(N))] = 0. Here, we have opted
to state spectral convergence results in terms of iterated limits, as they are valid
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for arbitrary sampling scenarios satisfying the weak convergence property in (7.1).
As previously noted, a common scenario with non-i.i.d. sampling is that of time-
ordered data taken along orbits of ergodic dynamical systems.

7.3 Data-driven frame elements and approximation of sesquilinear forms
Using the approximate eigenvalues and eigenfunctions from (7.3) and (7.4),

we can construct data-driven analogs of the various basis and frame elements for
functions, vector fields, and forms introduced in Sections 3 and 4. For example,

φ
(p)
j,ε,N =

φ j,ε,N

λ
p/2
j,ε,N

, b(p)
i j,ε,N =

φi,ε,N gradφ j,ε,N

λ
p/2
i,ε,N ,

, bi j1··· jk
p,ε,N =

dφ j1,ε,N ∧·· ·∧dφ jk,ε,N

λ
p/2
i,ε,N

are data-driven analogs of the basis functions φ
(p)
j in (3.5), the frame elements

b(p)
i j in (4.6) for vector fields, and the frame elements bi j1··· jk

p in (4.7) for forms,
respectively. All of these objects are “concrete”, i.e., the take values pointwise
on M as opposed to being defined up to null sets. Moreover, their pointwise
evaluation in practice relies on the ability to compute derivatives of the kernel kε .

In SEC, however, it oftentimes suffices to consider quantities that can be com-
puted using only the “weak” counterparts φ̃ j,ε,N of φ j,ε,N lying in L2(M ,σN). As
a concrete example, consider the Galerkin method for the 1-Laplacian in Defini-
tion 6.3. To construct a data-driven analog of this scheme we compute the follow-
ing quantities, using the shorthand notation αk,ε,N = bik jk

1,ε,N as in Section 6:

(1) Triple products ci jk,ε,N = 〈~φi,ε,N ,~φ j,ε,N~φk,ε,N〉L2(M ,σN).
(2) Approximations Gi j,ε,N and Ei j,ε,N of the H1 inner products 〈αi,ε,N ,α j,ε,N〉H1

and Dirichlet energies E1,1(αi,ε,N ,α j,ε,N), computed via the formulas in Ta-
ble 2.2, with the eigenvalues λi and triple products ci jk replaced by λi,ε,N
and ci jk,ε,N , respectively.

(3) Approximations uk,l,ε,N ∈ `2 of the eigenvectors of the operator Gl , com-
puted by solving the eigenvalue problem of the l× l matrix G1

l,ε,N with
elements [Gl,ε,N ]i j = Gi j,ε,N +Ei j,ε,N .

(4) Approximation of the wl×wl matrices Ll and Bl by wl,ε,N×wl,ε,N matri-
ces Ll,ε,N and Bl,ε,N , respectively, where wl,ε,N is the number of nonzero
eigenvalues of Gl,ε,N , and Ll,ε,N and Bl,ε,N are computed via (6.5), using
the results of Steps 2 and 3 above as appropriate.

By Theorems 7.2 and 7.3,

lim
ε→0+

lim
N→∞

Ll,ε,N =Ll, lim
ε→0+

lim
N→∞

Bl,ε,N =Bl,

in any matrix norm. Thus, for any solution (νk,l,~ak,l) of the generalized eigenvalue
problem in (6.3) there exist solutions (νk,l,ε,N ,~ak,l,ε,N) of the generalized eigenvalue
problems

Ll,ε,N~ak,l,ε,N = νk,l,ε,NBl,ε,N~ak,l,ε,N ,
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such that limε→0+ limN→∞ νk,l,ε,N = νk,l and limε→0+ limN→∞~ak,l,ε,N = ~ak,l . The
latter, in conjunction with the convergence of the Laplacian eigenfunctions in The-
orem 7.2(iii), implies that the reconstructed 1-forms

ϕk,l,ε,N =
wl,ε,N−1

∑
j=0

[~ak,l,ε,N ] jα j,ε,N

converge, in H1
1 norm, to the reconstructed form ϕk,l associated with ~ak,l . By con-

vergence of the Galerkin scheme in Definition 6.3, we therefore conclude that

lim
l→∞

lim
ε→0+

lim
N→∞

νk,l,ε,N = νk, lim
l→∞

lim
ε→0+

lim
N→∞

ϕk,l,ε,N = ϕk,l,

where (νk,ϕk) is a weak eigenvalue-eigenvector pair of the 1-Laplacian, solving
the variational eigenvalue problem in Definition 6.1.

8 Numerical examples

In this section, we apply the SEC to several smooth manifolds and a fractal
set to verify and demonstrate the utility of our approach. In each example, we
constructed the 1-Laplacian and its eigenvalue and eigenforms using the same pro-
cedure, which we describe here. First, we applied the diffusion maps algorithm
described in Section 2.1 to the data in order to estimate the eigenvalues and eigen-
functions of the 0-Laplacian. Setting M = 20 eigenfunctions, we used 100 eigen-
functions to compute the M×M×M tensor c which is the Fourier representation
of function multiplication (see Table 2.1 in Section 2.2). Using the formulas in
Table 2.2 in Section 2.5, we constructed the M2×M2 energy matrix Ê and Hodge
Grammian Ĝ for the anti-symmetric formulation of the SEC. Following the pro-
cedure in Section 2.5, we then projected the eigenvalue problem onto the appro-
priate Sobolev H1

1 basis, and computed the eigenvalues and eigenforms of the 1-
Laplacian. Finally, we visualized the vector fields corresponding to the eigenforms
by computing their operator representation, and pushing forward these vector fields
into the original data space as described in Sections 2.5 and 5.2.

In the online supplementary material we have included Matlab code which im-
plements the SEC 1-Laplacian construction along with a Diffusion Maps imple-
mentation. We also include code that generates all the data sets shown below and
a simple “DEMO.m” file to replicate our results.

8.1 Validation of the SEC 1-Laplacian spectra
In this section we apply the SEC based construction of the 1-Laplacian to two

examples where the spectrum of the 1-Laplacian can easily be worked out analyti-
cally.

We first consider the circle S1, where there is a a nowhere-vanishing, harmonic
1-form dθ associated with a canonical angle coordinate θ . Because S1 is one-
dimensional and dθ is nowhere-vanishing, every smooth 1-form can be represented
as f dθ , with f a smooth function. Moreover, d( f dθ) = d f ∧ dθ = 0, so that
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FIGURE 8.1. Top Row, Left: Eigenvalues of the Laplacian on 1-
forms estimated using the SEC (red, dashed) compared to the analyt-
ical spectrum (gray, solid) for a unit circle. Middle: The vector field
representation of the 1-form corresponding to the smallest eigenvalue
(ν1 ≈ 2.46×10−6) clearly corresponds to the harmonic form dθ . Right:
The eigenform of the second smallest eigenvalue (ν2 ≈ 1.06) is a linear
combination of sin(θ)dθ and cos(θ)dθ , which both have eigenvalue 1.
Bottom Row: Computation is repeated using 500 points randomly sam-
pled from the uniform distribution on the circle. Notice the agreement
between the initial part of the spectrum and shape of the smoothest eigen-
forms. However, the spectrum diverges from the true spectrum faster
than for the uniform grid of data due to variance of the estimators.

∆1( f dθ) = δd( f dθ)+ dδ ( f dθ) = dδ ( f dθ), and δdθ = ∆θ = 0 on S1. There-
fore,

∆1( f dθ) = dδ ( f dθ) = d(−g(d f ,dθ)+ f δdθ) =−d(g(d f ,dθ))

=−d(dθ(∇ f )) =−d
(

d f
dθ

)
=−d2 f

dθ 2 dθ ,

meaning that ∆1( f dθ) = ∆( f )dθ . Thus, the eigenforms of the 1-Laplacian on S1

are simply sin(kθ)dθ and cos(kθ)dθ , k ∈N0, and the eigenvalues are the same as
those of ∆ which are simply {0,1,1,4,4, ...,k2,k2, ...}.

We apply the SEC by generating 101 uniformly spaced data points on the unit
circle in R2, and using the method outlined at the beginning of the section. In the
leftmost plot in Fig. 8.1, we compare the analytic eigenvalues of ∆1 (gray, solid)
to the eigenvalues estimated by the SEC (red, dashed). We also show the first
two eigenforms of the 1-Laplacian in Fig. 8.1, and note that the first eigenform
clearly approximates the harmonic form dθ . Notice that a closed integral curve
of a harmonic form should correspond to a unique representative of a nontrivial
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FIGURE 8.2. Top, Left: Eigenvalues of the Laplacian on 1-forms es-
timated using the SEC (red, dashed) compared to the analytical spec-
trum (gray, solid) for a flat torus. Top, Middle/Right: The vector field
representation of the 1-form corresponding to the smallest eigenvalue
(ν1≈ 1.20×10−4) shown in the embedding coordinates (cos(θ),sin(θ))
(middle) and (cos(φ),sin(φ)) (right); this eigenform approximates dθ−
dφ (for clarity we only draw arrows every fifth data point). Bot-
tom, Middle/Right: The eigenform of the second smallest eigenvalue
(ν2 ≈ 2.43×10−4) shown in the same coordinates as the first eigenform;
this eigenform approximates −dθ −dφ . Notice that the two eigenforms
together form a basis for the harmonic 1-forms which are the span of dθ

and dφ .

1-homology class, as will be further demonstrated below. In order to demonstrate
the effect of random sampling on the manifold (as opposed to the uniform grid)
we repeated this experiment using 500 independent uniformly distributed random
points on S1. More points were required in this example due to the increased
variance in the eigenvalues and eigenfunctions produced by the diffusion maps
algorithm. The increased error from diffusion maps causes increased error in the
SEC results, as shown in the eigenvalues of the 1-Laplacian. However, the SEC still
obtained good approximations of the eigenforms at the level of having the coarse-
grained structure (note the similarity of the first two eigenforms to those produced
using the 101 evenly spaced data points). This demonstrates both the sensitivity
of the SEC regarding eigenvalue precision, as well as the robustness of the SEC
with respect to coarse-grained structure, which we believe is very desirable for
applications.

We next consider the 1-Laplacian on the flat torus which has two nontrivial
1-homology classes. Every smooth 1-form on the flat torus can be written as
f dθ +hdφ , where θ ,φ are canonical angle coordinates and f ,h smooth functions.
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Considering f dθ , we compute

δd( f dθ) = δ (d f ∧dθ) = δ

(
∂ f
∂φ

dφ ∧dθ

)
= δ

(
−∂ f

∂φ
dθ ∧dφ

)
=−?d ?

(
−∂ f

∂φ
dθ ∧dφ

)
= ?d

(
∂ f
∂φ

)
= ?

(
∂ 2 f
∂φ 2 dφ +

∂ 2 f
∂θ ∂φ

dθ

)
=−∂ 2 f

∂φ 2 dθ +
∂ 2 f

∂θ ∂φ
dφ ,

where we choose the ordering dθ ∧dφ =−dφ ∧dθ so that ?dθ = dφ and ?dφ =
−dθ . Next,

dδ ( f dθ) =−d(?d ? ( f dθ)) =−d ?d( f dφ) =−d ? (d f ∧dφ)

=−d ?

(
∂ f
∂θ

dθ ∧dφ

)
=−d

(
∂ f
∂θ

)
=−∂ 2 f

∂θ 2 dθ − ∂ 2 f
∂θ ∂φ

dφ ,

so that

∆1( f dθ) = δd( f dθ)+dδ ( f dθ) =

(
−∂ 2 f

∂φ 2 −
∂ 2 f
∂θ 2

)
dθ = ∆0( f )dθ ,

and similarly ∆1(hdφ) = ∆0(h)dφ . Thus, for an eigenform with eigenvalue ν we
have

ν( f dθ +hdφ) = ∆1( f dθ +hdφ) = ∆0( f )dθ +∆0(h)dφ

which implies that both f and h must be eigenfunctions of the 0-Laplacian with
eigenvalue ν . Thus, the non-zero eigenvalues of the 1-Laplacian are the same as
those of the 0-Laplacian up to multiplicity. Due to the two harmonic forms dθ

and dφ , each eigenvalue of the 1-Laplacian has double the multiplicity of the same
eigenvalue for the 0-Laplacian.

To verify the SEC on this example, we generate 10,000 uniformly spaced data
points on a flat torus in R4 with the embedding (cosθ ,sinθ ,cosφ ,sinφ)>. In the
top left of Fig. 8.2, we plot the analytic spectrum of the 1-Laplacian (gray, solid
curve) along with the SEC approximation of the spectrum (red, dashed curve). We
also show the vector fields corresponding to the first two SEC eigenforms. The
latter approximate dθ − dφ and −dθ − dφ , which span the space of harmonic
forms which is the span of dθ and dφ .

Notice that this example requires 100 times more data than the circle (data re-
quired grows exponentially in the intrinsic dimension) for the diffusion maps algo-
rithm to yield the same accuracy for the 0-Laplacian eigenfunctions and eigenval-
ues. This also means that the diffusion maps algorithm takes significantly longer
to run on this larger data set. Crucially, the SEC still only uses M = 20 (and 100
eigenfunctions to compute the c tensor) so the matrices in the SEC were the same
size for the torus example as for the circle example. Thus, following the initial
diffusion maps step, the SEC algorithm runtime is the same in the torus example
as for the circle example. This demonstrates how the SEC formulation allows us to
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TABLE 8.1. First eight eigenvalues of the Laplacian on 1-forms esti-
mated using the SEC for a Möbius band, torus (standard embedding in
R3), a genus two surface (two-holed torus), a two-dimensional sphere in
R3, and the Lorenz 63 attractor (L63). Notice that the eigenvalues close
to zero represent harmonic forms, and the number of the eigenvalues
close to zero matches the first Betti numbers for the manifolds which
are 1, 2, 4, and 0 respectively. While the Lorenz 63 attractor is not a
manifold, a coarse approximation as a manifold would suggest a Betti
number of 2 due to the two holes.

Möbius Torus Genus 2 Sphere L63

0.0242 0.0040 0.0021 1.9349 0.0011
1.0415 0.0093 0.0026 1.9521 0.0017
1.0449 0.2574 0.0026 1.9781 0.0030
3.8684 0.2575 0.0041 1.9817 0.0072
3.8948 0.2575 0.0893 2.0042 0.0105
8.0352 0.2587 0.0901 2.0172 0.0109
8.1018 0.8061 0.2151 5.8001 0.0205
8.9369 0.8067 0.2175 5.8142 0.0262
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FIGURE 8.3. First two eigenforms on the Möbius band. The first rep-
resents the one 1-homology class.

decouple the representation of differential forms and their associated Laplacian op-
erators from the amount of data. In particular, larger data sets are only needed in the
initial diffusion maps step to obtain the best possible estimate of the 0-Laplacian
eigenfunctions and eigenvalues. Since many of these eigenfunctions and eigenval-
ues are known to be poor estimates, we can set M much less than the number of
data points to obtain high quality 1-Laplacian representations.

8.2 Topological features and eigenforms via the SEC
We now apply the SEC on several surfaces embedded in R3 in order to demon-

strate its connection to the manifold homology. We also demonstrate the algorithm



64 T. BERRY AND D. GIANNAKIS

1

0
-1

-0.5

1

0

0.5

0.5

0

1

-1-0.5 -1

1

0.5

1

0

0.50-0.5-1

-0.5

1

-1
0

-1

FIGURE 8.4. First two eigenforms on the sphere S2. Notice that the
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FIGURE 8.5. First four eigenforms on the standard embedding of the
torus in R3. Notice that the first two represent the two 1-homology
classes.

on a data set which is not sampled from a manifold to show that the SEC has po-
tential applications even when the assumption of an underlying manifold does not
hold. While the results on the circle and flat torus above used large uniformly dis-
tributed data sets to validate the algorithm, in this case we work with much smaller
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FIGURE 8.6. First four eigenforms on the genus two surface, repre-
senting the four 1-homology classes.

data sets that may not be uniformly distributed with respect to the volume form.
Details on the sampling procedure employed in each example can be found in the
code in the online supplementary material.

We first consider four surfaces, namely a Möbius band, sphere, torus, and a
genus-2 surface. Our goal for these examples is to show that the SEC correctly
captures the coarse topological features of these smaller nonuniform data sets. The
1-homology of these manifolds corresponds to the kernel of the 1-Laplacian so that
the first Betti number should be equal to the multiplicity of the zero eigenvalue of
∆1. This is shown in Table 8.1 if we consider the eigenvalues closest to zero to
represent 1-homology. We can also make this connection by visualizing the eigen-
forms via their corresponding vector fields as shown in Figs. 8.3–8.6. Following
the vector field corresponding to a harmonic form (having eigenvalue zero) should
generate a closed curve, which is a representative of a unique homology class.
We also show in Figs. 8.3–8.6 that the SEC approximations are smooth forms,
demonstrated both by the smooth changes in the arrows, as well as the fact that the
corresponding vector fields each vanish at some point on the sphere (since there
are no smooth non-vanishing vector fields on a sphere).

We should note that the Möbius band is a manifold with boundary, which vio-
lates the assumption of manifold without boundary used in our theoretical deriva-
tions. Nevertheless, the algorithm produces reasonable results which suggest the
theory may be able to be extended to manifolds with boundary. A potential the-
oretical barrier is the requirement that the gradients of the eigenfunctions must
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span every tangent space (see Lemma 4.7), yet the estimator of the Laplacian from
diffusion maps produces Neumann eigenfunctions [18], which will all have gra-
dient orthogonal to the normal direction. While this failure to span the tangent
spaces may preclude the corresponding 1-forms bi j and b̃i j from providing frames
for the L2 space H1, it is still possible that they provide frames for higher-order
Sobolev spaces associated with Neumann boundary conditions. In particular, it is
possible that an analog of Theorem 4.4 holds for the Neumann H1,1 Sobolev space,
so that the corresponding Galerkin scheme from Definition 6.3 approximates the
spectrum of the Neumann Laplacian on 1-forms. While a rigorous study of the
properties of SEC in the Neumann setting lies outside the scope of this work, the
numerical results for the Möbius band described above are consistent with this be-
havior. If approximation of the full H1 space, or Sobolev spaces associated with
other boundary conditions is desired, a possible remedy would be to employ the
normal direction estimator and/or the distance to boundary estimator which were
recently developed in [13]. These estimators could be used to ensure that the full
tangent space is spanned on the boundary (and near the boundary, which may be
an issue for finite data sets).

As a final example, we demonstrate the SEC on data sampled from the chaotic
attractor of the Lorenz 63 dynamical system [35] (we refer to this set as “L63”),
a fractal set having no differential structure. While there is no exterior calculus
defined on L63, it is a well-defined compact subset on R3 [51] (with an induced
metric topology), and exhibits certain coarse-grained topological features, most
notably a hole in each of the two lobes of the attractor as shown in Fig. 8.7. More-
over, the diffusion maps and SEC algorithms can easily be applied to data sampled
from this set (or indeed any data set in a metric space). The SEC spectrum for the
1-Laplacian is shown in Fig. 8.1, and the first two eigenvalues are very close to
zero, while the corresponding eigenforms, shown in Fig. 8.7 seem to capture these
two coarse topological features.

In summary, the examples in this section show that the SEC can generate a
collection of 1-forms (equivalently, vector fields) which can be used as a basis for
vector fields defined on the data set. These vector fields are ordered by smoothness
based on their corresponding eigenvalue (Dirichlet energy; see Section 2.5), and
higher eigenvalues correspond to more oscillatory vector fields. Moreover, our
theory shows that in the limit of large data and large M (number of eigenfunctions
of ∆0 used), the SEC basis corresponds to the natural basis for square integrable
1-forms. However, even for small nonuniform data sets the SEC reflects coarse
topological features of the underlying continuous space, which indicates that the
SEC-derived approximations could be useful even outside of the large data limit.
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FIGURE 8.7. First two eigenforms of the SEC 1-Laplacian on 10000
data points sampled from the Lorenz 63 attractor. Notice that closed
integral curves of these vector fields correspond to independent repre-
sentatives of the two “holes” in the attractor.

9 Discussion

In this paper, we have developed a spectral framework, called spectral exterior
calculus (SEC), for the exterior calculus on Riemannian manifolds. A central un-
derpinning of this approach is a family of frames for L2 and higher-order Sobolev
spaces of vector fields and differential forms, built entirely from the eigenvalues
and eigenfunctions of the Laplacian on functions. By virtue of this construction,
our framework lends itself well to data-driven approximation of the objects of in-
terest in exterior calculus, such as vector fields and differential forms, as well as
operators acting on these objects (e.g., the Laplacian on forms), requiring no ad-
ditional information beyond point-clouds of data. In particular, SEC extends the
applicability of the extensive array of graph-theoretic techniques for pointwise and
spectral approximation of the Laplacian on functions [7, 44, 18, 52, 12, 32, 11, 8,
43, 49, 50, 14] to learning problems involving higher-order objects, with rigorous
convergence guarantees in the asymptotic limit of large data. Crucially, by relying
solely on approximations of the eigenvalues and eigenfunctions of the Laplacian on
functions, SEC decouples the computational complexity of approximation of vec-
tor fields, forms, and related operators from the number of samples and ambient
data space dimension.

Another key aspect of SEC is its focus on L2-convergent, as opposed to pointwise-
convergent approximations, as the latter typically require additional structures such
as simplicial complexes that are difficult to estimate from data alone. Here, we have
shown that our frames for H1 Sobolev spaces of 1-forms lead naturally to Galerkin
approximation schemes for the eigenvalue problem of the Laplacian on 1-forms,
which are provably well-posed by classical results on variational formulations of
elliptic eigenvalue problems [4]. These techniques extend previously developed
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data-driven Galerkin approximation techniques for unbounded operators on func-
tions [29, 30, 19] to the setting of 1-forms. These Galerkin methods for the Lapla-
cian on one-forms, and more broadly approximation techniques for unbounded op-
erators in exterior calculus, crucially depend on the availability of well-conditioned
approximation spaces for H p spaces of higher regularity than L2. In the framework
of SEC, such spaces are naturally constructed through singular value decomposi-
tion of sparse Grammian matrices associated with H p frame elements, which are
computable via closed-form expressions involving the eigenvalues of the Lapla-
cian on functions, and inner-product relationships between products of the corre-
sponding eigenfunctions. Once computed, the Galerkin-approximated Laplacian
eigenforms can be visualized through their dual vector fields, reconstructed via a
data-driven spectral approximation of the pushforward map. In addition to frame
representations, SEC provides data-driven representations of vector fields as oper-
ators on functions, which is useful for tasks such as dynamical systems forecasting
[10, 30], among other applications.

We have demonstrated the efficacy of SEC approximations to the eigenvalues
and eigenforms of the 1-Laplacian, and their associated vector field duals, in a suite
of examples involving orientable (circle, flat and curved 2-tori, 2-sphere, genus-2
surface) and non-orientable (Möbius band) smooth manifolds, as well as a fractal
set having no differentiable structure (the L63 attractor). In the circle and flat-torus
examples, where analytical expressions for the 1-Laplacian eigenvalues and eigen-
forms are available, we found that SEC accurately approximates the leading 50 to
100 eigenvalues using a modest number (20) of 0-Laplacian eigenfunctions to build
the SEC frames, and a moderate dimension (40 for circle and 107 for the flat torus)
of the corresponding Galerkin approximation spaces. In the curved torus, sphere,
and Möbius band examples (where analytical expressions for the eigenvalues and
eigenforms of the 1-Laplacian are not readily available), we demonstrated that the
SEC results are consistent with with the 1-homology of these manifolds. In partic-
ular, the number of eigenvalues of the SEC-approximated 1-Laplacian numerically
close to zero was found to be equal to the first Betti number of the manifold un-
der study, and the corresponding eigenforms were found to generate closed curves
(through the integral curves of their vector field duals), representing 1-homology
classes. It should be noted that due to the presence of a boundary, the Möbius
example lies outside the theoretical domain of applicability of the SEC formula-
tion developed here, but the numerical results were found to be qualitatively con-
sistent with the application of Neumann boundary conditions, implicitly enforced
through diffusion maps. Moreover, even though our theory was developed in the
smooth-manifold setting, the SEC-derived eigenforms for the L63 attractor were
also found to be qualitatively consistent with the 1-homology of a coarse graining
of the attractor. In this example, we obtained two eigenforms at small correspond-
ing eigenvalue, generating closed curves around each of the “holes” in the lobes
of the attractor (Fig. 8.7), which is what one would intuitively expect for the L63
topology.
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There are several avenues of future research stemming from this work. First, it
would be of interest to develop SEC approximation schemes for other operators of
interest in exterior calculus, such as the Hodge star operator and the Lie derivative.
Among other applications, such approximation schemes are likely to be of interest
in dynamical systems modeling. For instance, for a dynamical system on a mani-
fold generated by a vector field v, there is an associated dynamical system acting
on the tangent bundle, which can be thought of as a pointwise linearization of the
system. In this setting, the Lie derivative Lv on vector fields generates the action
of this system on sections of the tangent bundle, and is known to have useful spec-
tral properties characterizing growth rates of perturbations [15]. Approximating
these spectra from data would thus provide a computationally efficient empirical
method for characterizing the principal modes of instability in datasets generated
by dynamical systems; a topic of considerable current interest that has spurred the
development of powerful geometrical approaches such as the theory of covariant
Lyapunov vectors [31].

Other research directions would involve extending SEC to to manifolds with
boundary, or non-smooth topological spaces. In particular, our results for the L63
attractor suggest that a spectral formulation of exterior calculus, possibly with a
very similar structure to the one presented here, may be possible provided one can
construct an appropriate diffusion operator generalizing the notion of the Laplacian
on Riemannian manifolds. To that end, it is worthwhile noting that the Markov in-
tegral operators employed here to approximate the heat semigroup and its associ-
ated Laplacian are, in fact, well defined as operators on C0 and L2 function spaces
on Borel measure spaces without differentiable structure. Moreover, recent work
[19] has shown that, at least in some scenarios, such operators can be consistently
approximated from data under natural assumptions (e.g., data sampled from a dy-
namical system possessing a physical ergodic invariant measure, such as the L63
system studied here). Yet, a key step relevant to the SEC framework, namely the
consistent approximation of the Laplacian from the heat semigroup, achieved by
taking ε→ 0 kernel bandwidth limits, has, to our knowledge, no known generaliza-
tion to non-differentiable spaces. In such a setting, the challenge would be to ap-
proximate the generator of an appropriate C0 diffusion semigroup based on kernel
integral operators approximating that semigroup (akin to the operators P̃ε in Sec-
tion 7.2 approximating the heat semigroup). Such a diffusion operator would lead
to an analog of the product rule for the 0-Laplacian on smooth functions through
its associated symmetric bilinear form [6], providing one of the necessary ingredi-
ents to building the SEC framework. However, at present, the construction of this
operator and its approximation remain elusive.

Finally, while the present SEC formulation has focused heavily on H p Sobolev
spaces and their associated notions of regularity based on Dirichlet energy, it should
be noted that there exist analogs of the RKHSs associated with the heat kernel on
functions in the setting of differential forms. In addition to providing well-defined
notions of regularity through the corresponding RKHS norms, the fact that RKHS
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spaces have continuous pointwise evaluation functionals allows for pointwise- (as
opposed to L2-) convergent approximations when working in such spaces, with
well-known applications in smoothing and interpolation. These properties moti-
vate the construction of frames for RKHSs of forms, and their use in Galerkin ap-
proximation schemes for operators on forms, analogous to the schemes presented
here utilizing Sobolev spaces.

Appendix A: Discrete incompatibility of product rule and Leibniz rule

Let f , h, and b be arbitrary smooth, real-valued functions on a Riemannian
manifold. The product rule for the Laplacian operator can be written as

∆( f h) = f ∆h+h∆ f −2grad f (h),

where grad f (h) = grad f ·gradh. The Leibniz rule for vector fields states that

v( f h) = f v(h)+hv( f ),

and since grad f is a vector field, we can easily derive a triple product rule for the
Laplacian

∆( f hb) = f ∆(hb)+hb∆ f −2grad f (hb)

= f ∆(hb)+hb∆ f −2hgrad f (b)−2bgrad f (h)

= f ∆(hb)+hb∆ f −h f ∆b−hb∆ f +h∆( f b)−b f ∆h−bh∆ f +b∆(h f ).

Rearranging the triple product rule, we have

0 = ∆( f hb)− f ∆(hb)−h∆( f b)−b∆( f h)+ f h∆b+ f b∆h+hb∆ f .

Now assume that L is a discrete Laplacian operator (meaning a matrix), without
any assumption on the form of the representation of vector fields. If we assume
that gradient fields are represented in such a way that both the product rule for the
Laplacian and the the Leibniz rule hold, then the same derivation will produce the
triple product rule for the discrete Laplacian. However, if the triple product rule
holds on the standard basis vectors {ei}, then we find that

0 = L(eie jek)− eiL(e jek)− e jL(eiek)− ekL(eie j)+ eie jLek + eiekLe j + e jekLei,

where vector-vector products are componentwise. Setting i = j = k, we find

0 = L(ei)−3eiL(eiei)+3eieiLei = Lei

and since Lei = 0 for all i, we conclude that the only matrix which satisfies the
triple product rule is the zero matrix. This shows that no discrete representation
of vector fields can simultaneously satisfy both the Laplacian product rule and the
Leibniz rule.
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Appendix B: Computations and derivations of formulas

In this appendix, we derive the formulas for the inner products and Dirichlet
energies of the SEC frame elements for 1-forms listed in Table 2.2 (B.1). In addi-
tion, we discuss how these formulas can be extended to higher-order k-forms (B.2).
Since the SEC frame elements are real, in these derivations we will consider that
all Hilbert spaces of functions, vector fields, and k-forms are over the real numbers,
i.e., there will be no complex conjugation in the corresponding inner products.

B.1 Inner products and Dirichlet forms for 1-forms
Recall that the Hodge inner product 1-forms ω,ν is defined by

〈ω,ν〉H1 =
∫

M
ω ∧?ν = 〈1,η(ω,ν)〉H = 〈1,ω] ·ν]〉H ,

where we abbreviate the Riemannian inner product for vector fields w,v by w ·
v ≡ g(w,v). Similarly for 1-forms ω,ν we will abbreviate the Riemannian inner
product by ω ·ν ≡ η(ω,ν) = g(ω],ν]). In particular, if ω = f dh and ν = α dβ ,
then the Hodge inner product can be further simplified as

〈 f dh,α dβ 〉H1 = 〈dh ·dβ , f α〉H =
1
2
〈h∆β +β∆h−∆(hβ ), f α〉H ,

and substituting eigenfunctions bi of ∆ into this formula, we define

Gi jkl ≡ 〈bi db j,bk dbl〉H1 =
1
2
〈b j

∆bl +bl
∆b j−∆(b jbl),bibk〉H

=
1
2
〈λlb jbl +λ jblb j−∆

(
∑

s
cl jsbs

)
,bibk〉H

=
1
2
(λl +λ j)ci jkl−∑

s
λscl jsciks,

=
1
2 ∑

s
(λl +λ j−λs)cl jsciks,(B.1)

where ci jk≡〈bib j,bk〉H and c0
i jkl ≡〈bib j,bkbl〉H =∑s ci jsckls (note that these are in-

variant to permutations of indices). Notice that the Gramm matrix Ĝi jkl = 〈b̂i j, b̂kl〉H1

of the antisymmetric elements is easy to compute from Gi jkl since

Ĝi jkl = Gi jkl +G jilk−Gi jlk−G jikl,

so next we will consider the computation of the values Ei jkl of the Dirichlet form.
Recalling the formula for the 1-Laplacian ∆1 = dδ + δd, for 1-forms ω,ν we

can write

〈ω,∆1ν〉H1 = 〈δω,δν〉H + 〈dω,dν〉H2(B.2)

where d is the exterior derivative, and δ its formal adjoint, the codifferential. For
1-forms ω = f dh and ν = α dβ , we have

〈d( f dh),d(α dβ )〉H2 = 〈d f ∧dh,dα ∧dβ 〉H2 = 〈1,η(d f ∧dh,dα ∧dβ )〉H2
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=

〈
1,det

[
d f ·dα d f ·dβ

dh ·dα dh ·dβ

]〉
H

= 〈d f ·dα,dh ·dβ 〉H −〈d f ·dβ ,dh ·dα〉H .(B.3)

We recall that the codifferential acting on k-forms is δ = (−1)m(k−1)+1 ? d ?,
where d is the exterior derivative acting on m− k forms. We use m instead of d for
the dimension of the manifold in this section to avoid confusion with the exterior
derivative. For a function f and 1-form ω , we have

δ ( f ω) =−?d ? ( f ω) =−?d( f ?ω)

=−? (d f ∧?ω + f d ?ω) =−? (d f ∧?ω)− f ?d ?ω

=−η(d f ,ω)+ f δω =−d f ·ω + f δω,(B.4)

so in particular if ω = dh we find (using ∆ = δd)

δ ( f dh) =−d f ·dh+ f ∆h

=
1
2
(∆( f h)− f ∆h−h∆ f )+ f ∆h =

1
2
(∆( f h)+ f ∆h−h∆ f ).

Using this formula we can simplify the inner product

〈δ ( f dh),δ (α dβ )〉H =
1
4
〈∆( f h)+ f ∆h−h∆ f ,∆(αβ )+α∆β −β∆α〉H

= 〈−d f ·dh+ f ∆h,−dα ·dβ +α∆β 〉H
= 〈d f ·dh,dα ·dβ 〉−〈d f ·dh,α∆β 〉H −〈dα ·dβ , f ∆h〉H
+ 〈 f ∆h,α∆β 〉H .(B.5)

Now that both summands in (B.2) have been written in terms of ∆, we can combine
(B.3) and (B.5) and several cancellations yield,

〈 f dh,∆1(α dβ )〉H1 = 〈d f ·dα,dh ·dβ 〉H −〈d f ·dβ ,dh ·dα〉H
+ 〈d f ·dh,dα ·dβ 〉H −〈d f ·dh,α∆β 〉H
−〈dα ·dβ , f ∆h〉H + 〈 f ∆h,α∆β 〉H .

When the functions are eigenfunctions of ∆, we find

dbi ·db j =
1
2
(
bi

∆b j +b j
∆bi−∆(bib j)

)
=

1
2
(
(λi +λ j)bib j−∆(bib j)

)
=

1
2 ∑

s
(λi +λ j−λs)ci jsbs,

so that we can define

Fi jkl = 〈dbi ·db j,dbk ·dbl〉H =
1
4 ∑

s
(λi +λ j−λs)(λk +λl−λs)ci jsckls

=
1
4

[
(λi +λ j)(λk +λl)ci jkl− (λi +λ j +λk +λl)∑

s
λsci jsckls
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+∑
s

λ
2
s ci jsckls

]
.

Moreover, recalling that

Gi jkl =
1
2 ∑

s
(λl +λ j−λs)cl jsciks =

1
2
(λl +λ j)c0

i jkl−
1
2 ∑

s
λscl jsciks,

we simplify the above formulas as

〈d(bidb j),d(bkdbl)〉H2 = Fik jl−Fil jk

and
〈δ (bidb j),δ (bkdbl)〉H = Fi jkl−λlGkil j−λ jGik jl +λ jλlc0

i jkl,

so that

Ei jkl = 〈bidb j,∆1(bkdbl)〉H2

(B.6)

= Fik jl−Fil jk +Fi jkl−λlGkil j−λ jGik jl +λ jλlci jkl

= c0
i jkl

(
1
4
(λi +λk)(λ j +λl)−

1
4
(λi +λl)(λ j +λk)+

1
4
(λi +λ j)(λk +λl)

)
+ c0

i jkl

(
λ jλl−

1
2

λl(λi +λ j)−
1
2

λ j(λk +λl)

)
+

1
4
(λi +λ j +λk +λl)(c1

il jk− c1
ik jl− c1

i jkl)+
1
2
(λ j +λl)c1

i jkl

+
1
4
(c2

ik jl + c2
i jkl− c2

il jk)

=
1
4
(λi +λ j +λk +λl)(c1

il jk− c1
ik jl− c1

i jkl)+
1
2
(λ j +λl)c1

i jkl

+
1
4
(c2

ik jl + c2
i jkl− c2

il jk)

=
1
4
[
(λi +λ j +λk +λl)(c1

il jk− c1
ik jl)+(λ j +λl−λi−λk)c1

i jkl

+ (c2
ik jl + c2

i jkl− c2
il jk)
]

A straightforward computation then shows that the c0
i jkl coefficients exactly cancel,

and we define

c1
i jkl ≡∑

s
λsci jscskl and c2

i jkl ≡∑
s

λ
2
s ci jscskl,

which also allows us to write Gi jkl =
1
2((λl +λ j)ci jkl − c1

ik jl). Finally, to compute
the Dirichlet form for the antisymmetric elements, we note that

Ei jkl−E jikl =
1
2
[
(λi +λ j +λk +λl)(c1

il jk− c1
ik jl)+(λ j−λi)c1

i jkl +(c2
ik jl− c2

il jk)
]
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and

Ei jlk−E jilk =
1
2
[
−(λi +λ j +λk +λl)(c1

il jk− c1
ik jl)+(λ j−λi)c1

i jkl

−(cλ 2

ik jl− c2
il jk)
]
,

leading to

Êi jkl ≡ 〈bidb j−b jdbi,∆1(bkdbl−bldbk)〉= Ei jkl−E jikl− (Ei jlk−E jilk)

= (λi +λ j +λk +λl)(c1
il jk− c1

ik jl)+(c2
ik jl− c2

il jk).

These formulas are summarized in Table 2.2 in Section 2.5.

B.2 Extension to k-forms
Next, we briefly summarize how we can extend the SEC formulas derived in

B.1 to higher-order forms. Let bI = bi0dbĨ ≡ bi0dbi1 ∧·· ·∧dbik be a k-form frame
element (Ĩ = (i1, ..., ik) and I = (i0, ..., ik)). As we will see below, the Hodge inner
product of the exterior derivatives is easily computed as a determinant of inner
products of 1-forms. The more complex term is the Hodge inner product of the
codifferential terms. To understand this, we need to generalize the product rule for
the codifferential as

δ (bI) = (−1)m(k−1)+1 ?d ? (bi0dbĨ) = (−1)m(k−1)+1 ?d(bi0 ?dbĨ)

= (−1)m(k−1)+1 ? (dbi0 ∧?dbĨ +bi0d ?dbĨ)

= (−1)m(k−1)+1 ? (dbi0 ∧?dbĨ)+bi0δ (dbĨ).

We can now reduce δ (dbĨ) by rewriting dbĨ = d(bi1dbÎ) ,where Î = (i2, ..., ik), so
that

δk(dbĨ) = δkdk−1(bi1dbÎ) = ∆k−1(bi1dbÎ)−dkδk−1(bi1dbÎ).

Notice that in the above formula we have reduced the problem of computing the
k-codifferential to computing the (k−1)-Laplacian and the (k−1)-codifferential.
Since we have shown how to compute the codifferential on 1-forms, this strategy
can be used to lift the SEC formulas to higher-order forms, although the formulas
become quite complicated. We carried this out for 2-forms, but the derivations are
quite long and a closed formula for the general case remains elusive.

Thus, while in principle the iterative formula above allows us to lift our formu-
lation to k-forms, we do not yet have a closed formula for the inner product

〈bI,∆kbJ〉Hk = 〈d(b
I),d(bJ)〉Hk+1 + 〈δ (b

I),δ (bJ)〉Hk−1 .

However, the first term above is simply the integral of the determinant of the matrix
of pairwise inner products dbis ·db jr for s,r ∈ {0, ...,k}. The key to computing this
term is the formula

(dbi ·db j)(dbk ·dbl) =

(
∑
q

gi jqbq

)(
∑
n

gklnbn
)
= ∑

q,n
gi jqgklnbqbn,
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TABLE 2.1. Table of formulas for the SEC on k-forms. We abbre-
viate the multi-indices I = (i0, ..., ik) and Ĩ = (i1, ..., ik) and similarly
J = ( j0, ..., jk) and J̃ = ( j1, ..., jk). We use [dbiq · db jn ] to abbreviate
the k× k matrix with (q,n)-th entry given by dbiq · db jn . Finally, note
that dbI = dbi0 ∧·· ·∧dbik .

Object Symbolic Spectral

Multiple Product c0
I = 〈bi0 · · ·bik ,1〉H c0

I = ∑s ci0i1sc0
si2···ik

Tensor Evaluation H ĨJ̃ = (dbi1 ·db j1) · · ·(dbik ·db jk )

= gradbi1 ⊗·· ·⊗gradbik (b j1 , ...,b jk )

Ĥ ĨJ̃
l ≡ 〈H

ĨJ̃ ,bl〉H

= ∑
k2

n=1 ∏
k
s,r=1gis jrmn clm1···mk2

Tensor Product bJ = b j0 gradb j1 ⊗·· ·⊗gradb jk 〈bJ(bi1 , ...,bik ),bl〉= ∑s Ĥ J̃Ĩ
s cs j0l

Frame Elements bI = bi0 dbi1 ∧·· ·∧dbik 〈bI(bJ),bl〉H = 〈bI ·bJ ,bl〉H

Riemannian Metric bI ·bJ = bi0 b j0 det([dbiq ·db jn ])
〈bI ·bJ ,bl〉H =

∑s ∑σ∈Sk
sgn(σ)csi0 j0lĤ

Ĩσ(J̃)
s

Hodge Grammian GIJ = 〈bI ,bJ〉Hk

〈bI ·bJ ,1〉H =

∑
s

∑
σ∈Sk

sgn(σ)csi0 j0 Ĥ Ĩσ(J̃)
s

d-Energy Ed
IJ = 〈dbI ,dbJ〉Hk+1 〈dbI ·dbJ ,1〉Hk+1 = ĤIJ

0

and iterating the above we can expand the product as

k

∏
s,r=0

dbis ·db jr =
k2

∑
n=0

k

∏
s,r=0

gis jrqnbqn .

The integral of these products can then be represented in terms of the integrals of
products of eigenfunctions, which can be computed from the c tensor. We briefly
summarize these formulas for the SEC on general k-forms in Table 2.1.
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