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Abstract

Radio frequency identification has been gaining popularity

in a variety of applications from shipping and transportation

to retail industry and logistics management. With a limited

reader-tag communication range, multiple readers (or reader

antennas) must be used to provide full coverage to any de-

ployment area beyond a few meters across. However, reader

contention can seriously degrade the performance of the sys-

tem or even block out some tags from being read. Most prior

work on this problem requires hardware and protocol sup-

port that is incompatible with the EPC Gen2 standard. More-

over, they assume the knowledge of a reader network that pre-

cisely describes the contention relationship among all read-

ers, but the efficient acquisition of the reader network in a

practical system with commercial-off-the-shelf (COTS) tags

is an open problem. This study fills the gap by proposing a

novel protocol Retwork, which works under the limitations

imposed by commercial Gen2-compatible tags and identifies

all possible reader contentions efficiently through careful pro-

tocol design that exploits the flag-setting capability of these

tags. We have implemented a prototype with 8,000 commer-

cial tags. Extensive experiments demonstrate that Retwork

can reduce communication overhead by an order of magni-

tude, in comparison to an alternative solution.

1 Introduction

Radio frequency identification (RFID) has been gaining pop-

ularity in a variety of pervasive applications, including li-

brary inventory [7,13,16,25,26], warehouse control [6,17,21,

22, 24, 38–41], supply chain management [12, 15, 19, 20, 23],

and object tracking [9,18,29,31–34,36]. Given that tags use

backscattering to communicate with readers, the communi-

cation distance between a reader and a tag is limited to a few

meters. In a deployment (e.g., a retail store or a warehouse)

that goes beyond the communication range of a single reader

antenna, multiple reader antennas (referred to simply as read-

ers for convenience) must be used to cover the whole area. If

the readers take turn to communicate with the tags in their

respective interrogation zones, then this condition will not

be time efficient for inventory operations. On the contrary,

if they operate simultaneously, a complex situation of colli-

sions, where tags in overlapped areas will be left unread, may

be created. To solve this dilemma, research has been trying to

find solutions to properly schedule readers so that only those

that do not collide will be active at any time.

This reader scheduling is built upon the knowledge of

reader network, which is a graph that depicts the contention

relationship among the readers and underlies many multi-

reader protocols [5, 8, 10, 14, 27, 28, 30, 35, 37, 42]. However,

in practice, a reader can hardly know the size of its own inter-

rogation zone, which takes an irregular shape that is difficult

to determine due to directivity of reader antenna and environ-

ment reflection. More difficulty is to determine whether any

two readers contend, which happens when their interrogation

zones overlap and at least one tag in the overlapped area ex-

ists. To make reader scheduling practical, in this paper, we

work under the limitations of commercial Gen2-compatible

RFID systems and propose a solution to determine their

reader network, without any modification to tags or reader-

tag communication protocols, and without any assumption of

pre-knowledge about the shape and size of any reader’s inter-

rogation zone. One naive solution is to activate the readers in

sequence, one at a time, to collect tag IDs in its zone, and then

compare the tag sets of any two readers to see if the intersec-

tion is empty. If it is, then no contention exists between the

two readers; if not, there is a contention link between them in

the network. However, this serialized approach is inefficient

and already collects all tag IDs, which makes deriving the

reader network unnecessary.

This paper proposes a new protocol called Retwork that

efficiently determines the reader network of a large RFID

system, with two key advantages. First, it avoids the need to

perform inventory over the entire tag set by the native solu-

tion that activates one reader at a time (which reads its tags,

one at a time). Second, it is completely compatible with the

worldwide standard of EPC Gen2 [4], allowing the new pro-
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tocol to be deployed in commercial systems. The idea behind

Retwork is not to read all tags and compare the readers’ tag

sets, but to make each reader broadcast certain information

to tags in its zone. The Gen2 standard does not allow us to

write a reader’s ID to all tags in its zone at once. Had this

been supported, after all readers did that, tags would know

whether they are in the overlapped areas of multiple readers

and would then report that to their readers. Fortunately, ac-

cording to the Gen2 standard, a reader’s transmission can flip

certain flags in the memory of all tags that receive the trans-

mission. With a careful design, we show that these flags can

be exploited to fully support identification of all contention

relationship among the readers. Our protocol only requires

each reader to transmit a few Gen2 commands that trick its

tags to flip their flags in a certain way. Thus, after all read-

ers transmit, tags in overlapped areas will have their flags set

differently from other tags. Tags will signal the readers for

contention relationship without having to deliver their IDs to

the readers. The execution time of Retwork is a function of

the number of readers, instead of the number of tags, which

is much larger in practical systems. The major contributions

of this study are listed below.

• We propose an efficient solution Retwork to the prac-

tically important problem of identifying the contention re-

lationship among multiple readers in a large RFID system,

which underlies a majority of multi-reader protocols.

• Our protocol exploits the flag-setting capability in Gen2.

With a carefully-designed series of flag-flipping operations,

our protocol can classify tags into groups: those under reader

contention and those free of contention.

• We implement a prototype of Retwork with 8,000 com-

modity RFID tags. Extensive experiments show that it boosts

the read throughput of the system and thus cuts the inventory

time by an order of magnitude.

2 Problem Formulation

An RFID system generally consists of a large number of tags

and multiple readers. Each tag is attached to an object to

exclusively indicate the associated object. The tag set is de-

noted by Γ = {t1, t2, ..., tn}. A reader is surrounded by a fi-

nite space within which it can communicate with tags. This

space is referred to as the interrogation zone (or read zone)

of that reader. In a multi-reader RFID system, the layout of

readers constitutes a reader network, which is represented

by a graph G = (V,E), where V = {v1,v2, ...,vm} is the set

of vertices (readers) and E is the set of edges (contention

links). An edge (vi,v j) ∈ E exists between the reader vi and

the reader v j if and only if at least one tag tk ∈ Γ is located

at the overlapped interrogation zone covered by both read-

ers. At this point, these two readers are called neighbors or

adjacent nodes, which may incur collision if they communi-

cate concurrently. The tags within the overlapped zone are

referred to as contentious tags. Notably, forming an edge re-

quires two necessary conditions: overlapped read zone and

contentious tags. Two readers with the same read zone are

still treated as collision-free if no tags reside in such a zone.

This is reasonable because no contention will happen even

if the two readers run in parallel. Note that, various factors,

such as the reader planning, multi-path effects, and material

of tagged objects, greatly affect a reader’s signals and thus

make the shape of its interrogation zone irregular. Our proto-

col design is robust to any kinds of RFID systems, regardless

of the shape of the interrogation zone.

3 Tag Inventory

Exploring the reader network is essentially to check whether

a contention link exists between any pair of readers. An in-

tuitive solution is to conduct tag inventory reader by reader

over the whole tag set. In particular, each reader individually

queries the tag subpopulation in the field of view. Upon re-

ceiving a query request, all tags report their tag IDs to the

reader by running the Gen2 protocol. To avoid reader col-

lision, all readers need to execute the tag inventory sequen-

tially rather than concurrently. That is because these readers

do not have any prior knowledge on the reader network; a col-

lision is very likely to take place when concurrent inventory

is conducted. This blocks out some tags in the overlapped

zone from being read. After one-round inventory by all read-

ers, each reader can learn its neighbors by comparing its own

tag list with others’. If two readers share a common tag sub-

set, an edge must exist between them; otherwise, they are

conflict-free. By checking all pairs of readers, the reader net-

work G= (V,E) is formed finally. This solution is foolproof

but suffers from high latency. The reason is that all tags have

to transmit their long tag IDs to readers, resulting in at least

n× tid time overhead, where n is the number of tags and tid
is the time delay for transmitting a tag ID. This process is ex-

tremely time consuming, especially in a large RFID system.

4 Retwork

4.1 Basic Idea

The basic idea of Retwork is piggybacking some payload

in a reader’s instruction via one-to-many broadcasting over

the air and taking a few tag replies instead of all as the in-

dicator to obtain the link information between readers. By

this means, most tag inventories are avoided and the iden-

tification time of reader network is determined by only the

small number m of readers rather than the number n of tags

(m ≪ n), greatly improving the protocol efficiency. Follow-

ing this idea, we propose Retwork in embryo, which gives

us a clue to the protocol design and reveals the key hurdle

that limits the implementation of Retwork on Gen2. It con-

sists of two phases: over-the-air writing and selective read-

ing. The former is to tell each tag in which readers’ interro-
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gation zones the tag resides via one-to-many broadcast. The

latter chooses a specific tag subset to reply. By checking the

tag responses, the reader is able to learn whether two readers

conflict.

Over-the-air Writing. This phase is composed of m time

slots, where m is the number of readers. Each reader is as-

signed an exclusive slot and scheduled to transmit its reader

index in that slot. Without loss of generality, we suppose

that the reader vi is assigned to the i-th slot. The reader vi

broadcasts its index i to all tags in its vicinity during the i-th

slot. Clearly, only the tags within the reader’s interrogation

zone can hear this broadcast. By recording reader indices, a

tag knows at which readers’ interrogation zones it is located.

More specifically, each tag holds an m-bit indicator vector in

its memory, which is denoted by I and initializes to zeros at

first. Once a tag receives an index of value i, it sets the i-th

bit of the vector to ‘1’, that is, I[i] = 1, which indicates that

this tag is under vi’s coverage. A contention link between vi

and v j is formed if two bits I[i] and I[ j] meet I[i] = 1 and

I[ j] = 1, where 1 ≤ i < j ≤ m. By checking all indicator vec-

tors and converging these pieces of information together, we

can obtain the reader network G(V,E). However, although

tags know all of this, the readers do not. We next introduce

the second phase that aims to extract the contention informa-

tion from tags and shed light on the reader network.

Selective Reading. Directly collecting each tag’s indicator

vector can obtain the reader network but suffers from long

time delay as tag inventory. To improve time efficiency, the

reader chooses only a few tags to reply each time and re-

moves most of dispensable memory accesses. In particular,

each reader in turn checks whether it conflicts with others.

Consider any one reader vi, 1 ≤ i ≤ m. To obtain the link sta-

tus between vi and v j ( j > i), the reader vi first selects a spe-

cific subset of tags with indicator vectors that satisfy I[ j] = 1.

If the reader vi detects any tags in the field of view, then vi

and v j are neighbors for sure. Otherwise, no response from

tags means no tags hold I[ j] = 1, which further indicates that

vi and v j are conflict-free.

Given the use of over-the-air writing and selective reading,

the execution time relates to only the number m of readers, re-

gardless of the number n of tags. Since m is much smaller

than n in practice, the proposed solution greatly improves

the time efficiency compared with tag inventory (in §3) that

needs more than n tag collections.

4.2 Challenge in Implementation

Consider the above two phases. The selective reading can

be well supported by the Select command specified in Gen2

(see §4.3). Over-the-air writing, however, needs the reader

to write a group of tags in its vicinity via one instruction.

We refer to this one-to-many write operation as BlastWrite,

which is however out of the scope of Gen2 that specifies the

reader has to perform memory access on one tag at a time.

This condition makes building indicator vectors roll back to

one-to-one transmission again.

4.3 EPCglobal Gen2 Protocol

The EPCglobal Gen2 protocol [4] defines the physical in-

teractions and logical operating procedures between readers

and tags. We highlight two functions that we will use on Ret-

work shortly later.

Select Command. Select is a mandatory command that

can assert or deassert a tag’s selected (SL) flag, or set a tag’s

inventoried flag to either A or B. These flags are used to de-

termine whether a tag may respond to a reader, which is the

key to identify the reader network (details are given in §4.4).

Select comprises six mandatory fields.

• Target. It indicates the object that Select will operate,

which is either a tag’s SL flag or an inventoried flag in any

one of four sessions. Sessions are specified by Gen2 to fit the

case of exclusive reading amongst multiple readers.

• Action. This field elicits the action to be taken by a

tag. Eight actions are available, where matching and not-

matching tags assert or dessert their SL flags, or set their in-

ventoried flags to A or B. By combining Target and Action,

the reader is able to modify a specific flag. For example, a

matching tag’s inventoried flag in session 2 will be set to A

when Target= 0102 and Action= 0002.

• MemBank, Pointer, Length, Mask. The four fields jointly

determine which tags are matched for Action. MemBank

specifies the memory bank. Pointer indicates the starting po-

sition. Length determines the length of Mask, which is a

customized bit string according to upper application require-

ments. If Mask is the same as the string that begins at Pointer

and ends length bits later in the memory of MemBank, then

the corresponding tag is matched.

Query Command. After Select, Query initiates and speci-

fies a new inventory round over the tag subpopulation chosen

by Select. In the inventory round, the reader will play out a

frame that consists of a group of time slots. Each selected

tag randomly picks one of these time slots and transmits its

tag ID to the reader in that slot. A tag inventory may need to

execute several inventory rounds and is finished after all se-

lected tags successfully reply to the reader. Query command

includes three fields that we concern.

• Sel. This field consists of two bits that determine which

tags respond to Query: 002 and 012 indicate all matching

tags in the previous Select command; 102 indicates tags with

deasserted SL flag; 112 indicates tags with asserted SL flag.

• Session. It selects a session for the subsequent inventory

round. Gen2 requires readers and tags to provide four ses-

sions (denoted as S0, S1, S2, and S3). Tags in one of these

sessions shall neither use nor modify an inventoried flag for

a different session. This way allows two or more readers to
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use different sessions to independently inventory a common

tag population (in different time slots).

• Target. This field chooses whether tags with inventoried

flag of A or B participate in the upcoming inventory round,

where 0 indicates A and 1 indicates B. Tags may invert their

inventoried flags from A to B (or vice versa) after being suc-

cessfully queried.

4.4 Design of Retwork

Although BlastWrite is not supported by Gen2, a reader’s

command (e.g., Select and Query) can be transmitted to all

tags simultaneously through one-to-many broadcast. If we

can piggyback some useful information in a reader’s com-

mand such that all tags’ memories are updated in the mean-

while, then an equivalent mimic of BlastWrite might be im-

plemented on Gen2. An indicator flag (inventoried flag or

SL flag) can make this condition possible because all tags’

indicator flags can be set by a single reader command. Be-

low, we detail the use of reader commands together with the

Gen2-compatible indicator flag to obtain the reader network.

For ease of presentation, we choose the inventoried flag in

session 2 (S2) as the vehicle to show how Retwork works;

other indicator flags can also be adopted similarly.

4.4.1 Detection of Contention Link

Consider any two readers vi and v j, 1 ≤ i < j ≤ m. The con-

tention link between vi and v j can be determined by the fol-

lowing three steps: (i) the reader vi broadcasts a Select com-

mand to set all inventoried flags of the tag set in its vicinity to

A; (ii) the reader v j performs the similar operation that sets

the inventoried flags to B; (iii) the reader vi issues a Query

command and executes the tag inventory on the subset of

tags with inventoried flags of B. If vi and v j are neighbors,

the tags in the overlapped zone must be set to B and vi can

get replies from these tags. Otherwise, none of tags in the

field of view of vi is set to B and nothing will be received.

Accordingly, by checking tag replies, vi can learn whether it

conflicts with v j. Next, we elaborate the way to achieve the

above function with Gen2-compatible Select and Query. A

Select command is denoted by:

S( t
︸︷︷︸

Target

,

Action
︷︸︸︷

a , b
︸︷︷︸

MemBank

,

Pointer
︷︸︸︷

p , l
︸︷︷︸

Length

,

Mask
︷︸︸︷

k ), (1)

with the fields of Target (t), Action (a), MemBank (b),

Pointer (p), Length (l), and Mask (k). To set all tags’ inven-

toried flags (in S2) to A, the reader needs to broadcast:

Flag = A : S(2,0,1,0,0,0),

where t = 2 (0102) means the operating object is set to the

inventoried flag in session 2 (S2), a = 0 indicates that the in-

ventoried flags of matching tags will be set to A while those

of not-matching will be set to B, and (b, p, l,k) = (1,0,0,0)
means all tags within the coverage are selected (matching).

Similarly, to set the inventoried flag to B, the reader only

needs to carry out the same Select except that the value of

Action field is altered to 1002 (a = 4). Thus, we have:

Flag = B : S(2,4,1,0,0,0).

After Select, a Query is needed for inventory:

Q( e
︸︷︷︸

Sel

,

Session
︷︸︸︷

s , g
︸︷︷︸

Target

). (2)

To inventory all tags with inventoried flags in S2 of B, the

query command shall be Q(0,2,1), where Sel (e), Session

(s), and Target (g) are 002, 102, and 1, respectively. By com-

bining the Select and Query together, we obtain the instruc-

tions for detecting the contention link between vi and v j.

1⃝ vi : S(2,0,1,0,0,0)

2⃝ v j : S(2,4,1,0,0,0)

3⃝ vi : Q(0,2,1).

(3)

With these commands, the contentious tags (if appropriate)

in the overlapped zone between vi and v j are isolated from

others; the reader vi can check the existence or absence of

these tags by executing a short inventory round. Compared

with the basic tag inventory over the entire tag set, this way

avoids a great number of tag memory accesses, regardless of

the number of tags.

4.4.2 Identification of Reader Network

The findings above indicate that an intuitive solution to iden-

tifying the reader network is to detect each pair of readers

with the instructions of (3) and later draw the reader graph

with the identified contention relationships. This method is

far superior to the inventory-based solution as most tag in-

ventories can be avoided. However, this one-pair-at-a-time

scheme suffers from repetitive transmissions for setting

inventoried flags, increasing the communication overhead.

Take the reader v1 for example. To get the contention rela-

tionships between v1 and other readers, the reader v1 needs

to execute the operation of setting A ( 1⃝ in (3)) m− 1 times.

If this repetition can be avoided, then a great deal of commu-

nication overhead will be saved, which improves the proto-

col performance. To this end, we propose a scheduling pol-

icy that tries to reduce the number of broadcasts of instruc-

tions and improve the global time efficiency for obtaining

the reader network.

The basic idea is that, instead of solely checking each pair

of readers, we identify a group of contention relationships

by simultaneously taking multiple readers into account. To

identify the entire reader network, m−1 identification rounds
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are needed (m is the number of readers). In each round, we

select a reader and identify the contention relationships be-

tween this reader and others. More specifically, all readers ex-

cept for v1 initially set the inventoried flags to A. Thereafter,

the identification starts, round by round. In the i-th round

(1 ≤ i < m), we select the reader vi and check whether it con-

flicts with other readers v j ( j > i) via three steps. (i) The

reader vi solely updates the flag to B. (ii) Each reader v j in

turn queries the tags with the flag equal to B. If any v j con-

flicts with vi, then the tags in the overlapped zone must be set

to B in the first step and v j can obtain the reply from these

tags. Otherwise, no tags in the field of view of v j reply. By

this means, all the contention relationships between vi and v j

are identified. Compared with the one-pair-at-a-time scheme,

the reader vi executes the flag setting only once rather than

m−1 times, greatly saving the communication overhead. (iii)

In the last step, we reset all flags under v j’s coverage to A

again, which would be the input of the next round. For this

purpose, one broadcast of Flag = A by vi is sufficient; no

need for all readers v j to do so. That is because the flags that

transform from A to B are due to the flag setting by vi, that

is, the tags with flag B must be under vi’s coverage. After

the three steps, the current round terminates and we move to

the next one. This process repeats round by round until the

global reader network is identified.

4.5 Time Efficiency & Improvement

Now, we discuss the execution time of Retwork. As afore-

mentioned, m−1 identification rounds need to be run to ob-

tain the reader network. Consider the i-th round, 1 ≤ i < m.

It consists of two Select commands (sent by vi) and m− i

Query commands (issued by each reader v j, j > i). Therefore,

the execution time of the i-th round is 2ts +(m− i)(tq + tv),
where ts, tq, and tv are the time intervals of a Select com-

mand, a Query command, and an inventory round that checks

whether requested tags exist, respectively. By considering

m−1 rounds together with initial m−1 flag settings, we have

the execution time T of Retwork :

T =
m(m−1)

2
(tq + tv)+3(m−1)ts. (4)

This execution time is determined by only the number of

readers once the transmission rate of reader-tag communica-

tion is fixed, regardless of the large number n of tags. This

way is a great performance boost compared with tag inven-

tory given that m is much smaller than n. For example, in a

practical scenario (e.g., warehouse or library), a reader usu-

ally covers more than 1000 passive tags, i.e., m≤ 0.001n. Be-

low, we propose two schemes that further improve the time

efficiency of Retwork. First, Gen2 allows a tag to send a trun-

cated reply (i.e., a portion of EPC) by enabling Truncate field

of the Select command. This way will help a tag reduce the

transmission of the 96-bit EPC to only a single bit, which re-

duces the communication delay of tag replies. Second, if the

Figure 1: Experimental setup.

range limit of RFID readers is considered, we do not need to

check two readers beyond the communication range, which

sharply reduces the number of contention detection.

5 Evaluation

We evaluate Retwork using COTS RFID readers and tags.

Six models of UHF RFID readers from three experienced

suppliers of RFID products are used in our experiments:

ALR-F800 and 9900+ from Alien Inc. [1], R220 and R420

from Impinj [2], Mercury6 and M6e from ThingMagic [3].

Each reader is connected to a directional antenna Larid

S9028PCR [11] that is with 8.5 dBic gain and operates at

around 900 MHz. To better mimic a real RFID system and ex-

tensively study the performance of Retwork in practice, we

use a total of 8,000 commodity tags in our experiments. As

shown in Fig. 1, these tags are densely attached to 40 cartons,

each of which contains approximately 200 tags. The read-

ers are deployed with three kinds of densities, namely, sparse

(four readers), moderate (six readers), dense (eight readers),

to cover a desired area of 12m×8m. The sparse fits for the

scenarios of dock door or conveyor belt; the moderate is used

for the case of laboratories or office; the dense is suitable for

the case of libraries or shopping malls.

5.1 Identification Accuracy

Retwork examines each contention link between two read-

ers by broadcasting Select and Query commands. Due to the

manner of one-to-many transmission, Retwork might incur

some false positives or false negatives. A false positive is a

result that indicates a contention link exists, when it does not

indeed. On the contrary, a false negative indicates that two

readers do not conflict, while in fact they do. We next study

the identification accuracy of Retwork, which is measured by

false positive ratio (FPR) and false negative ratio (FNR). The

ground truth is obtained by executing the inventory-based so-

lution: each reader conducts the tag inventory in sequence

and later compares its own tag list with others’; if two readers

share a common tag subset, then they conflict. Fig. 2 shows

FPR and FNR in three scenarios of different reader densities.
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Figure 3: Time comparison between Retwork and tag inventory.

As observed, FPR and FNR are bounded within a low level of

errors. Although FPR is relatively larger than FNR, false pos-

itives slightly negatively affect the functions of multi-reader

protocols. Instead, false negatives might incur some errors:

two neighbor readers work concurrently. However, the FNR

is 0.3%, which is very small for most applications. We can

further decrease FNR by running Retwork multiple times if

desired.

5.2 Time Efficiency

The usage of inventoried flags and reader commands avoids

most tag inventories and thus lowers the identification la-

tency of the reader network. This is where Retwork shines.

Now, we study the time efficiency of Retwork over the three

reader scenarios, where tag inventory in §3 is taken as the

baseline for comparison. Fig. 3 plots the execution time of

Retwork and tag inventory with respect to the number of

unique tags that have been read. As observed, Retwork is far

superior to tag inventory under difference cases. For example,

in the moderate case (six readers) with 5,000 tags (Fig. 3(b)),

Retwork reduces the execution time from 55.9s to only 3.9s,

producing a 14.7× performance gain. Given a reader deploy-

ment, the execution time nearly remains stable, regardless of

the number of tags. This result is consistent with our previ-

ous belief in the protocol design. With the increase in the

number of readers, the number of detection units required by

Retwork increases, as well as the execution time. Notably,

the execution time here is the worst case of Retwork. If the

truncated reply and range limit are taken into account (see

§4.5), then the performance of Retwork will be further im-

proved. The execution time of tag inventory does not see a

linear rise over the number of tags because the number of

tags in the overlapped read zones increases correspondingly.

6 Related Work

In a multi-reader RFID system, reader collisions occur fre-

quently and inevitably, which impairs the read throughout

and leads to misreads. Research has been trying to find so-

lutions to properly schedule readers to ensure that only those

that do not collide will be active at any time. Colorwave [30]

is one of the first work to address reader collision. It ran-

domly colors readers such that each pair of interfering read-

ers have different colors. In AcoRAS [8], readers are as-

signed colors by a central server following the build of a

minimum independent set. Season [37] proposes a scheme of

reader collaboration to improve the time efficiency of tag in-

ventory by using two steps: shelving the collisions and identi-

fying the tags that do not involve reader collisions; perform-

ing a joint identification, in which adjacent readers collab-

oratively identify the contentious tags. Liu et. al [14] pro-

pose a maximum-weight-independent-set-based approxima-

tion algorithm to address the problem of reader-coverage col-

lision avoidance: activating readers and adjusting their inter-

rogation ranges to cover maximum tags without collisions

subject to the limited number of tags read by a reader. In

spite of the advancement, the reader scheduling largely de-

pends on the knowledge of reader network, which is a graph

that depicts the contention relationship among the readers

and underlies many prior multi-reader protocols. Obtaining

the reader network, however, is no picnic in practice.

7 Conclusion

In this work, we investigate the fundamental problem of ex-

ploring reader network, which is vital to reader scheduling

and underlies many anti-collision protocols in a multi-reader

RFID system. A Gen2-compatible protocol Retwork is pro-

posed to identify reader network on COTS devices. By ex-

ploiting flag-setting capability of commercial tags, Retwork

avoids most tag inventories and improves time efficiency. Ex-

tensive experiments show that Retwork can reduce the exe-

cution time by an order of magnitude.
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