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Abstract— An empirical versatile finite-element model is 
developed to predict void formation in as-deposited or 
melt-quenched amorphous Ge2Sb2Te5 during annealing. 
This model incorporates void formation with nucleation and 
growth of the crystals along with thermal models that 
capture laser heating of the nano-structures during device 
fabrication. Modeling of void formation during Joule 
heating or furnace annealing can be implemented in a 
similar way. The modelling results are compared to 
example experimental results obtained from pore-cell 
phase change memory structures.  
 
 

Index Terms — phase-change memory; void formation; 

crystallization; amorphization; laser annealing; GeSbTe. 

 

I. INTRODUCTION 

Phase change memory (PCM) is a resistive memory 

technology that utilizes the resistance contrast between the 

amorphous and crystalline phases of a chalcogenide material, 

typically a GeSbTe (GST) ternary alloy.[1]–[3] This material 

can be reversibly and rapidly switched between the two phases 

by self-heating via electrical pulses. A reset operation refers to 

the crystalline-to-liquid followed by liquid-to-amorphous phase 

transitions, achieved by a short, high amplitude and abrupt 

ending pulse. Set operation refers to the amorphous-to-

crystalline transition achieved by a lower amplitude, longer 

duration pulse. While PCM can be monolithically integrated 

with CMOS for system-on-chip approaches, there are materials 

and processing challenges. One of the biggest challenges that 

impact large-scale manufacturability is the volume change of 

as-deposited amorphous GST during heating and crystallization 

which typically leads to formation of multiple voids. Similarly, 

voids also form as the devices are cycled between solid and 

liquid phases during normal operation. Depending on their 

locations and sizes these voids may strongly affect device 

performance and reliability. Modeling the volume change and 

void formation during crystallization will help design 

experiments to determine the most favorable process conditions 

or device geometries. 

Efficient models for crystallization of GST that have been 

reported in the literature [4]–[6] do not account for the ~ 6.5% 

volume reduction that occurs upon the as-deposited amorphous 

to crystalline phase change [7]. On the other hand, fundamental 

models of void distributions in GeTe alloys based on density 

functional and molecular dynamics simulations [8], [9] cannot 

be coupled with electro-thermal device models due to 

computation complexity. 

In this work, we describe an empirical model that captures 

the volume change and void formation in as-deposited or melt-

quenched GST upon crystallization, and builds upon our 

existing effective media approximation and  discrete grains 

models.[10][11] The difference in crystallization time for as-

deposited and melt-quenched amorphous GST is captured 

through an incubation period model. We compare the modeling 

results with example experimental results obtained from laser 

annealed GST pore-cells.  

II. EXPERIMENT 

An experiment is performed to crystallize and densify as-

deposited GST in pore cells to prevent excessive voids from 

forming during subsequent device operation. Laser annealing is 

used, instead of conventional annealing in a furnace, to explore 

the effect of a large temperature gradient from the wafer surface 

to the substrate, and examine the possibility of crystallization 

starting from one end of the cell leading to localization of the 

voids. Atomic layer deposition (ALD) is used to deposit N-

doped amorphous GeSbTe (GSTALD) within the pore cells. 

Transmission electron micrograph (TEM) of an empty pore cell 

structure is shown in Fig 1(a). An Ultratech Laser Anneal 

system is used to modulate and scan a 532 nm (green) laser 

across the field of PCM cells. The laser spot in the experiments 

is ~ 10 µm in the direction of the scan and ~ 1 mm wide in the 

orthogonal direction to the scan. Lertext1] 

 
Figure 1. (a) TEM of an empty pore cell structure. (b) TEM and (c) STEM 

of cells annealed with a single laser pulse, and (d) TEM and (e) STEM 

of cells annealed with multiple laser pulses. 
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Figure 2. STEM images of laser annealed cells with a single scan (a) 

and  highlighted void areas (b), and with multiple scans (c) and 

highlighted void areas (d). Distribution of experimental area fraction and 

number density of voids in the cells (solid circles), together with the 

simulation results discussed later (open squares). The dotted line 

indicates 0.065 void area fraction, which corresponds to the ~6.5% 

density change in the material that the model is designed to achieve as 

the crystal fraction reaches 100%.  

 

The laser is pulsed for 50 ns durations with a frequency of 10 

kHz at a scan rate of 167 mm/s. The substrate is held at ~ 525 

K and laser pulses with energy per area of ~ 1.589 mJ/mm2 are 

delivered to the wafer. Experimental results from a single scan 

are shown in Fig 1(b,c), and from 5 scans shown in Fig 1(d,e). 

High-magnification TEM images suggest that single scans of 

amorphous cells typically result in ~ 25% crystallization 

fraction and multiple scans are required to achieve full 

crystallization. STEM images shown in Fig 1(c,e) show the 

void locations that occurred during the first-time crystallization 

of these cells for the single and multiple scan cases, 

respectively, with larger and more apparent voids appearing in 

the multiple scan case. The simulation results, discussed later, 

show that for the laser power used in the experiments, the peak 

temperature on the wafer surface is approximately equal to the 

melting temperature of the phase-change material, but the pore 

cells, beneath the silicon dioxide capping layer, remain at lower 

temperatures and no melting is expected during the laser 

anneals. Fig. 2 highlights void locations for the single and 

multiple scan cases and the area fraction and number density of 

the voids in various cells, obtained using ImageJ processing 

software. Cells in the single scan case have less void area than 

in the multiple scan case, as expected since there is less 

crystallization and thus less volume change in the material. 

However, the number of voids observed in the two cases is 

approximately the same. This may be due to close-by small 

voids coalescing together into a larger void, as previously 

observed in GST [12], single voids becoming larger due to the 

volume change as neighboring grains grow further, and also 

increased strain due to higher Young’s modulus of crystalline 

GST compared to that of amorphous GST [13]. 

III. CRYSTALLIZATION MODEL 

Our existing models capture the amorphous-to-crystalline 

phase change as well as the liquid to amorphous phase change, 

allowing for simulations of set-reset cycling of devices under 

joule heating (self-heating).[10][11] This approach can also be 

used to model the crystallization of a GST nanostructure under 

laser annealing or furnace annealing, showing where 

crystallization is expected to start from and the expected final 

distribution of grains. Modeling the amorphous to crystalline 

phase change is achieved by simulating the nucleation and 

growth of crystal grains within an amorphous matrix. 

Nucleation and growth rates in the GST at each mesh point and 

each timestep in the simulation are calculated based on the 

temperature, using the literature data for temperature dependent 

nucleation and growth rates [6]. For sputtered GST225 the 

nucleation rate is highest at ~ 600 K and diminishes at higher 

temperatures where the growth velocity is largest, ~750 K (Fig 

3). Estimates for the nucleation and growth rates for the GSTALD 

material are also shown in Fig 3 and are discussed further in 

Section V. Crystal nuclei are generated via a probability 

function based on the nucleation rate, mesh size and timestep in 

the simulation, and expand into crystal grains according to the 

growth rate. Amorphization of crystalline material is modeled 

by resetting the phase to amorphous for any GST that has 

exceeded the melting temperature. A crystal density variable 

CD is assigned to each mesh point in the GST, where a value of 

zero or one represents amorphous or crystalline material, 

respectively, allowing for dynamic updates of the material 

parameters during the simulation. Amorphous material 

properties for GST are used for locations where CD = 0 and 

likewise crystalline properties are used for locations where CD 

= 1. Using the local crystal density variable CD to represent the 

dynamically changing grain shapes and material properties 

within one heavily meshed domain is simpler and more efficient 

than generating separate individually meshed domains for the 

grains. The rate equation for CD is given by: 

𝑑𝐶𝐷

𝑑𝑡
= 𝑁𝑢𝑐(𝑇, 𝐶𝐷) +  𝐺𝑟𝑜𝑤 (𝑇, 𝐶𝐷) + 𝐴𝑚𝑜𝑟𝑝ℎ(𝑇, 𝐶𝐷) 
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with the Nucleation, Growth and Amorphization functions 

given by the following:  

Nuc(𝑇, 𝐶𝐷) = N(𝑇) (1 − 𝐶𝐷) e
1

𝐶𝐷+0.3 rnd(𝑥, 𝑦, 𝑡) 

 

(2) 

N(𝑇) = e
−(𝑇−α1)2

α2  ns−1 (3) 

Grow(𝑇, 𝐶𝐷) = GInMesh(𝑇, 𝐶𝐷) + GInterMesh(𝑇, 𝐶𝐷) (4) 

𝐺𝐼𝑛𝑀𝑒𝑠ℎ(𝑇, 𝐶𝐷) = 𝛼3𝑣𝐺(𝑇)𝐹1(𝐶𝐷) (5) 

F1(𝐶𝐷) =  (
−2

1 + e𝐶𝐷+0.1 + 1) FStability   (6) 

𝐹𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  (α4e−(𝐶𝐷−0.5)2
+ α5) (7) 

GInterMesh(𝑇, 𝐶𝐷) = α6𝑣𝐺(𝑇) (1 + e
𝐶𝐷−0.5

0.1 )
−1

∇2𝐶𝐷 (8) 

Amorph(𝑇, 𝐶𝐷) = 𝐶𝐷 ( 
1

1 + e
𝑇−873

0.5

− 1) ns−1 (9) 

where t is the time and T is the temperature. The rationale for 

these functions and different constants αi used are explained in 

detail in Refs. [10] and [11]. In the nucleation term, a random 

number between 0 and 1 is generated at each mesh point for 

every timestep, rnd(x,y,t), and is compared to the nucleation 

probability at that mesh point, where the nucleation probability 

is equal to the nucleation rate [nm-3s-1] times the mesh size 

[nm3] times the timestep [s]. The growth term grows the 

nucleated grains at a rate equal to the temperature dependent 

growth rate (Fig 3). The amorphization term forces CD to 0 for 

temperatures above the melting temperature (Tmelt  = 873 K). 

The stability term is used to ensure that the value of CD does 

not increase to greater than 1 or less than 0, as the model is using 

a binary representation of amorphous and crystalline areas for 

CD = 0 or 1, respectively. The stability term is essentially a 

snap-function – the term becomes very large, positive if CD is 

less than zero or becomes very large, negative if CD is greater 

than 1, “snapping” the values to either 0 or 1. Likewise, values 

that are in between 0 and 1 are snapped toward the closer value. 

Grain boundaries can be distinguished by tracking the locations 

which have both high dCD/dt and high dCD/dx rates.  

Figure 4 shows simulation results from this model and from 

the crystallization model of Burr et al. [6] from which our 

nucleation and growth rates are taken. The temperature-time 

conditions used in our simulations are the same as the 

conditions in [6]. There is good agreement between the two 

models’ results despite the fundamental differences in the 

computational approaches, as Burr et al. use a complex cellular 

automata approach that calculates surface energy density and 

bulk free energy difference between the crystal grains and 

surrounding amorphous area. In this work we introduce an 

additional variable, incubation time, to model the differences 

between as-deposited and melt-quenched amorphous material.  

 

  
Figure 3. Nucleation probabilies derived from the nucleation rates for 

PVD GST225  [5] (blue) and estimated for GSTALD (orange), with 5 ns time 

intervals and a 1 nm2 2-D mesh with 10 nm depth in a 2-D planar 

simulation. Growth velocity for GST225 (green) is taken from [5] and 

estimated for GSTALD (purple). 

 
Figure 4. Comparison of simulation results from our nucleation and 

growth model (a-c) with those from Burr et al. [6] (d-f) at various 

temperatures achieved during a 1.3 C/s heating ramp. Figure from [11]. 

Our nucleation probabilities are derived from steady-state 

values [6], but according to the generally accepted view, an 

incubation time [14]–[16] must also be accounted for in 

transient simulations of as-deposited amorphous material. 

Melt-quenched amorphous material has been shown to 

crystallize quickly due to the presence of quenched-in nuclei 

[16]–[18], whereas the as-deposited material requires 

additional time to overcome the thermodynamic barrier to 

nucleation in which the subcritical clusters become stable [14]–

[16]. Temperature dependent incubation times for as-deposited 

amorphous GST (tinc(T)) have been reported in the literature by 

Weidenhof et al. [16]. To capture this phenomenon in the 

model, an incubation variable is introduced to keep track of the 

thermal history of each mesh point by integrating tinc(T) over 

time (Fig 5). 

The use of an ‘incubation time’ is equivalent to using a lower 

nucleation probability for as-deposited amorphous material, 

compared to that for melt-quenched amorphous material. The 

rate equation for the incubation variable is given by: 

 

𝑑𝐼𝑛𝑐𝑢𝑏𝑎𝑡𝑖𝑜𝑛

𝑑𝑡
=

(1 − 𝐶𝐷)

𝑡inc(𝑇)
− 𝐼𝑛𝑐𝑢𝑏𝑎𝑡𝑖𝑜𝑛. (𝑆𝑡𝑒𝑝_𝑚𝑒𝑙𝑡(𝑇)) 

                         (10) 



 

 
Figure 5. Incubation time tinc(T) vs. temperature curve used in the 
simulations, indicating the time for formation of sub-critical nuclei in as-
deposited amorphous GST.  

Here, Step_melt(T) resets the incubation variable to 0 for mesh 

points whose temperatures are greater than the melting 

temperature. We have slightly altered the behavior of tinc(T) 

from Ref. [16] in the high temperature range so it continues to 

decrease and saturates at a minimum value of 20 ns close to the 

melting temperature, instead of increasing at 825 K (Fig. 5). 

 

 
Figure 6. Simulation results comparing crystallization of melt-quenched 
(a) and as-deposited GST (b). The GST film is 25 nm thick and 
crystallization occurred during a 35 mW green laser pulse. Crystallized 
fraction versus time (c) and temperature of the center of the GST region 
versus time during the laser anneal (d). The dotted lines indicate the 
crystallization times of the melt-quenched and as-deposited films.  

This change is made to allow the incubation variable to quickly 

increase when cooling from melt to reflect the presence of 

quenched-in nuclei and higher structural order of melt-

quenched GST that is observed and reported in the literature 

[18], [19]. The incubation variable is used to scale the steady 

state nucleation probabilities when the incubation variable is 

less than 1, thus resulting in little to no nucleation of crystal 

grains until the thermodynamic barrier to nucleation is 

overcome. 

Figure 6 shows simulation results of crystallization of melt-

quenched and as-deposited GST. The initially crystalline GST 

is melt-quenched by a 60 ns, 75 mW laser pulse (Tfilm > Tmelt), 

cooled to room temperature, and then annealed with a 100 ns, 

35 mW green laser pulse. The laser heating model is described 

in detail in the next section. Fig 6(a) shows the melt-quenched 

amorphous spot (~ 320 nm wide), with a small (< 5 nm) 

quenched-in nucleus that formed during cooling from melt. 

Nucleation and growth occur quickly during the crystallization 

pulse, with crystallization of the spot completed in ~ 100 ns. 

For comparison, we have simulated the crystallization of a 320 

nm wide spot in an as-deposited GST film with a longer 35 mW 

pulse laser anneal (Fig 6(b)). The crystallization times obtained 

for the melt-quenched and as-deposited GST films, ~100 ns and 

~400 ns, Fig. 6(c), are in agreement with experimental results 

from the literature for crystallization of melt-quenched and as-

deposited GST films of similar thicknesses under similar laser 

conditions [20]. The crystallization curves for the as-deposited 

and melt quenched GST have approximately the same shape, 

due to the same nucleation and growth rates used, but are shifted 

in time by the incubation period introduced to capture the delay 

in nucleation events for as-deposited GST. Temperature-time 

characteristics taken from the center of the GST spots are 

shown in Figure 6(d). The temperature in the film during 

crystallization is higher for the as-deposited case, as the 

incubation time must be overcome, resulting in a slightly lower 

number of slightly larger grains due to the changes in nucleation 

and growth rates between these temperatures.  

IV. LASER MODEL 

Laser annealing is usually modeled as a heat source that is a 

function of location and of the absorption and reflection 

coefficients of the materials:  

 
                        (11) 

where y is the vertical position from the surface of the wafer 

into the substrate, x is the horizontal position from the center of 

the laser spot, and d is the assumed depth of the 2-D planar 

simulation (10 nm), AC is the absorption coefficient, RC is the 

reflection coefficient, and σx is the standard deviation of the 

laser power distribution in the x direction. Parameters AC and 

RC for amorphous and crystalline GST at 532 nm wavelength 

are shown in Table 1. AC and RC values used for TiN, SiO2, and 

Si at this wavelength are 2.8 x 107 m-1 and 0.38, 50 m-1 and 0.05, 

and 3 x 105 m-1 and 0.34, respectively. For the simulations 

shown in Fig 6, σx = 1 µm and Q0 = 35 mW, typical values for 

700 K



 

laser crystallization experiments with a similar wavelength 

laser [20]. This applied power heats the film to ~ 600 K, where 

the nucleation rate in GST is maximum.  

 Since the laser spot size, ~ 10 μm, is significantly larger 

than the GSTALD PCM devices and simulation areas, the 

Gaussian distribution term in the lateral direction is dropped:   

 

 
    (12) 

where X is the total width of the simulation area.   

Power distribution is assumed to be uniform, based on the 

energy/area values used in the experiments [20]: 
 

   (13) 

The laser anneal is modeled as a stationary 50 ns pulse with 10 

ns rise and fall times since the laser spot size is very large in 

comparison to cell dimensions and the duty cycle and frequency 

are low (0.05% ON time, 100 µs period). The crystallization 

and void formation models are applied to a single PCM cell 

only, which is meshed heavily (~ 1 nm2 elements). A simulation 

result of the laser anneal with the same parameters as in the 

experiments is shown in Fig 7, illustrating the large temperature 

gradient in the PCM cells as a result of the large absorption 

coefficient of GST and the exponential decay of the heat source 

in the y direction. 
 

 
Figure 7. (a) Simulated PCM cell materials and geometry, and (b) 
temperature profile of the wafer during the peak temperature in the laser 
anneal. The TiN heater diameter is 20 nm. 

V. VOID FORMATION MODEL 

Although the confined PCM cell is an attractive design for 

PCM due to reduced reset current, small device pitch, and 

multi-bit storage capabilities, several fabrication challenges and 

reliability issues need to be overcome. The density difference 

between the different phases of GST material – especially 

between the as-fabricated amorphous phase and the crystalline 

phase [7] – together with the stochastic nature of grain 

nucleation, result in disseminated voids within the devices that 

may lead to failures. An accurate void formation model can be 

used to design fabrication and programming techniques toward 

void-free devices.   

 A solid mechanics model is incorporated in the simulations 

to calculate the stress within the phase-change material as it 

heats and crystallizes[21]. The thermal, mechanical and optical 

properties used in the model are shown in Tables 1 and 2.  It has 

been reported that the volume reduction of the crystalline phase 

in GST results in deformation of the material leading to 

dislocations and increased stress, especially at grain edges [22], 

[23]. It is also known that in other polycrystalline materials 

stress-induced void formation typically occurs at the grain 

boundaries[24], [25]. Considering this behavior, the initial void 

formation in this model is set to occur at grain boundaries or at 

the device sidewall interfaces once a significant amount of 

crystallization has taken place (> 15%). Specific locations for  

boundaries or sidewall interfaces are determined using a 

stochastic process similar to the crystal grain nucleation 

algorithm, but in this case the probability of occurrence is  

  
Table 1. Material parameters used for amorphous and crystalline GST 
in the simulations [7], [13], [26]–[29]. *A large spike in heat capacity at 
the melting temperature is included to model the latent heat of fusion as 
shown in Ref [30]. Temperature dependent thermal conductivity can 
also be seen in Ref [31].  
 

 TiN SiO2 Si 

Coefficient of Thermal Expansion x 10-6 (1/K) 7.1 0.55 2.6 

Poisson ratio (unitless) 0.199 0.17 0.28 

Young’s Modulus (GPa) 676 73.1 170 

Table 2. Mechanical parameters used for TiN, SiO2 and Si in the 
simulations. 

 

determined by the von Mises stress (indicating distortion 

energy) rather than temperature. Existing voids expand at a rate 

based on the relative von Mises stress in the material as well as 

the rate of crystallization, as the volume reduction in the 

crystallized material is the driving force behind the void 

formation. Like in the crystallization modeling method, a local 

void variable φ represents a void or non-void location with a 

value of 1 or 0, respectively, and the rate equation is given by: 

 
𝑑𝜑

𝑑𝑡
= 𝑁𝑢𝑐(𝐶𝐷, 𝜑, 𝐺𝐵) +  𝐺𝑟𝑜𝑤 (𝐶𝐷, 𝜑, 𝜎)        (14) 

           

where σ is the von Mises stress. The nucleation term represents 

void formation at grain boundaries, GB, as grains grow 

together. The growth term, which includes a stability term as 

before, represents the growth of voids at a rate proportional to 

stress and the crystallization rate. The rate equation achieves 

and maintains the relationship φavg = CDavg·6.5% in the PCM 

cell domain to satisfy conservation of mass as the GST 

crystallizes. 

 The nucleation and growth rates for N-doped GSTALD are 

estimated based on data available for sputtered GST225 (Fig 3) 

together with experimental observations of differences between 



 

N-doped GSTALD and sputtered GST225. It was observed that 

GSTALD begins to crystallize at ~ 575 K, ~150 K higher than 

what is observed for sputtered GST225 (~ 425 K). The nucleation 

probability curve for GSTALD is therefore estimated by shifting 

the curve for GST225 by 150 K and scaling it so that is also drops 

off before the melting temperature. Additionally, N-doping of 

GST was observed to significantly slow down the 

crystallization speed [15, 16], hence the growth rate of the N-

doped GSTALD is estimated by scaling the curve for GST225 by 

an order of magnitude. These estimated rates give simulation 

results of crystallized fraction and number of grains that are in 

general agreement with experimental observations (Fig. 2e).  

Simulation results of crystallization and void formation 

during the laser anneal are shown in Fig 8, alongside example 

experimental results. Figs 8(c,d) illustrate how void formation  

 
Figure 8. (a,b) Example STEM image of cells after a single scan laser 
anneal. (c,d) Simulation result of crystallization and void formation in two 
cells for a single scan. (e) Simulation result for the cell shown in (d) after 
a second scan, and (f) after a third scan. (g,h) Additional simulation 
results of cells for multiple scans and (I,j) STEM images of cells after 
multiple scans.  

 
Figure 9. (a) Simulation result and (b) example TEM images showing 
experimental result of cells for the single scan laser anneal. (c) 
Simulation result and (d) TEM images showing experimental result of 
cells for the multiple scan laser anneal. In the TEM images, crystal 
grains are shown with a yellow outline, determined from higher 
magnification inspection from high resolution TEM. 

 

is captured in the model, with the voids appearing at the 

boundaries of the growing grains after a single laser scan. The 

evolution of crystallization after a second scan (Fig. 8e) and 

after a third scan (Fig. 8f) result in the expansion of existing 

voids as well as the formation of new voids.  

Simulated maps and example TEM cross-sectional images 

with highlighted crystalline grains are shown in Fig 9. The 

results from the single scan case are more directly comparable 

as it is difficult to match the conditions between experiments 

and simulations for the case of multiple scans. Depending on 

the parameters of the scans - pulse time, scan rate, pulse 

frequency - each cell may not have received a pulse for every 

scan, or in some cases may have received pulses with reduced 

power if they happened to be away from the laser spot center.  

VI. CONCLUSION 

The modelling approach presented here enables simulations 

of crystallization of a given GST nanostructure - including the 

void formation that occurs due to volume reduction in the 

material - during any annealing conditions or electrical 

programming. Such simulations can be used to design device 

structures and operating conditions that minimize void 

formation.  The rate equation approach of solving state 

variables (crystallinity CD and void φ) allows for material 

properties to be dynamically updated and applied to areas that 

are constantly changing shape in the simulation, which can be 

very difficult in a finite element model with static domains. The 

model captures the nanoscale phenomena of probabilistic 

nucleation, growth and void formation, it can be applied on 

device-level or larger scales and can also be integrated 

alongside other physics in finite-element tools. The 

crystallization differences between as-deposited and melt-

quenched amorphous material are modeled by a rate equation 

for the incubation period, with parameters based on 

experimental results and observations, to capture the effect of 

remaining nuclei in melt-quenched amorphous material. As 

further experimental results become available, this model can 

be validated and built upon for more accurate simulations of 

phase-change devices. For example, the void formation rate, 

assumed here to be a constant, is likely a function of 

temperature, stress and crystallization rates. 
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