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ABSTRACT: The molecular-level composition and structure of organic
aerosol (OA) affect its chemical/physical properties, transformations, and
impacts. Here, we use the molecular-level chemical composition of
functionalized OA from three diverse field sites to evaluate the effect of
molecular-level compositional variability on OA phase state and
thermodynamic mixing favorability. For these ambient sites, modeled
aerosol phase state ranges from liquid to semisolid. The observed
variability in OA composition has some effect on resulting phase state, but
other factors like the presence of inorganic ions, aerosol liquid water, and
internal versus external mixing with water are determining factors in
whether these particles exist as liquids, semisolids, or solids. Organic
molecular composition plays a more important role in determining phase
state for phase-separated (verus well-mixed) systems. Similarly, despite the
observed OA compositional differences, the thermodynamic mixing favorability for OA samples with aerosol liquid water,
isoprene oxidation products, or monoterpene oxidation products remains fairly consistent within each campaign. Mixing of
filter-sampled OA and isoprene or monoterpene oxidation products is often favorable in both seasons, while mixing with water
is generally unfavorable.

■ INTRODUCTION

Organic compounds are emitted to the atmosphere in the gas-
phase or as primary organic aerosol (POA) from a variety of
anthropogenic and biogenic sources. The chemical processing
of these organic compounds produces secondary organic
aerosol (SOA), a complex and variable mixture of carbon-,
hydrogen-, and oxygen-containing species with diverse
heteroatom composition and functionality.1 Organic aerosol
(OA) represents a significant fraction of atmospheric
particulate matter (20−90%),2 which is known to be harmful
to the respiratory and cardiovascular systems, as well as to
contribute to changes in global climate forcing, temperature,
and precipitation trends.3,4 The molecular-level elemental
composition and structure of OA directly and indirectly affect
its health and environmental impacts by influencing OA
chemical/physical properties and transformations in the
atmosphere.3

While bulk OA composition in the ambient atmosphere
(e.g., elemental composition and elemental ratios reported by
aerosol mass spectrometers (AMS)) is typically similar over
time at a given location, the molecular-level elemental
composition of functionalized OA exhibits significant temporal
variability.5 At three diverse field sites in the U.S., 66 ± 13% of
functionalized OA compounds differ between consecutive
samples; these findings are supported by environmental
chamber and modeling studies that show similar variability.5

This compositional variability is driven by a combination of
factors, including differences in emitted gas-phase OA
precursors, changes in atmospheric oxidation conditions, and
differences in air parcel backward trajectories.5
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Several OA properties, such as phase state and thermody-
namic mixing favorability (via Gibbs free energy of mixing,
ΔGm), are sensitive to elemental and structural composi-
tion.6−19 Molecular size and degree of oxidation influence
phase state; larger compounds share more interactions with
surrounding compounds, slowing diffusion processes and
increasing viscosity, while more oxidized compounds can
either increase or decrease viscosity, depending on whether
hydrogen bonding or hygroscopicity dominates the behavior,
respectively.6 Similarly, chemical structure influences mixing
behavior via differences in dispersion, polarity, and hydrogen
bonding intermolecular forces between compounds with
different functionality.9,10,20 Changes in OA phase state may
have implications for gas-phase semivolatile organic compound
(SVOC) partitioning and equilibrium with the aerosol
phase,10,21,22 including possible associated effects on gas-
aerosol or aerosol-water mixing. Combined, these factors may
influence the chemical/physical properties and transformations
of OA in a given location and associated health and
environmental impacts.
Here, we use molecular-level data collected at three diverse

field sites to estimate OA phase state and thermodynamic
mixing favorability. Specifically, the objectives of this work are
to (1) predict and evaluate aerosol phase state using molecular-
level elemental composition data from three field sites and two
seasons, (2) use molecular-level structural data to estimate the
thermodynamic mixing favorability of OA samples in one
another and with common trace organic gases, and (3)
evaluate the effects of previously observed OA compositional
variability (discussed in Ditto et al.5) on these two OA
properties.

■ MATERIALS AND METHODS
Sample Collection and Data Acquisition. Daytime and

nighttime PM10 samples were collected during the summer at
three diverse field sites: in a forest in northern Michigan
(PROPHET tower, University of Michigan Biological Station),
near downtown Atlanta, and in New York City, as previously
described.5 Additional wintertime samples were collected at
the Atlanta site (from 1/15/2018−2/18/2018, during the day
from 9:00 am to 5:00 pm and at night from 9:00 pm to 5:00
am). All samples were analyzed via liquid chromatography with
electrospray ionization (positive and negative mode) and
quadrupole time-of-flight mass spectrometry (LC-ESI-Q-
TOF). This mass spectrometer (MS) was run in both MS
mode (i.e., TOF-only) and MS/MS mode (i.e., tandem MS
mode). All site and sampling details, sample preparation steps,
instrument operating conditions, data processing, and data
quality control procedures are previously described for all
summer campaigns and are identical for the Atlanta winter
campaign.5 See Figure S1 for a summary of the methods
discussed in this section.
Additional MS/MS spectra were acquired for samples from

both summer and winter Atlanta campaigns in both positive
and negative ionization mode and used exclusively in
thermodynamic mixing favorability analyses. MS spectra were
acquired for analytes between m/z 100−1000 at 4 spectra/s,
and MS/MS spectra were acquired for analytes between m/z
20−600 at 2 spectra/s. Collision energies were set to 5, 10, 20,
30, and 40 eV. Compounds detected in MS mode (after blank
subtraction and peak and formula QC/QA) were specifically
targeted by their m/z and retention time in subsequent MS/
MS analyses.

Aerosol mass spectrometer (AMS) data were collected for
the summertime forest and Atlanta campaigns as previously
described5 but were unavailable for New York City. AMS data
were collected in the winter at the Atlanta site, following
similar procedures. All AMS data presented here are averaged
over corresponding filter sampling periods.

Phase State Modeling. We estimate phase state based on
the glass transition temperature parametrization developed by
DeRieux and Li et al.13 This parametrization is based on
elemental composition, and accounts for carbon, hydrogen,
and oxygen-containing compounds with a relationship
determined by multilinear least-squares analysis for measured
data from carbon- and hydrogen-containing compounds (CH)
and carbon-, hydrogen-, and oxygen-containing compounds
(CHO). This relationship is shown in eq 1, where Tg
represents glass transition temperature, nC

0 represents the
reference carbon number, and constants nC, nH, and nO
represent the number of C, H, and O atoms, respectively.
Constants bC, bH, and bO represent the contribution of C, H,
and O, respectively, to glass transition temperature. Constants
bCH and bCO account for C−H and C−O bond contribu-
tions:13

T n n b n b n n b

n b n n b

( ln( )) ln( ) ln( )ln( )

ln( ) ln( )ln( )

g,i C
0

C C H H C H CH

O O C O CO

= + + +

+ + (1)

Here, we step through the procedure outlined in DeRieux and
Li et al., beginning by computing the “dry” mixture-wide glass
transition temperature. We start by considering each individual
mixture component: in eq 1, we use molecular formulas from
LC-ESI-Q-TOF analysis to determine the glass transition
temperature of each observed compound. Here, we expand the
DeRieux and Li parametrization to include nitrogen- and
sulfur-containing compounds, which represent an important
proportion of the compounds observed at the 3 sites.5 Because
of the lack of available experimental measurements to robustly
parametrize the role of nitrogen/sulfur-containing compounds
(which has limited their explicit inclusion in this phase state
model), we treat each nitrogen and sulfur atom as a “fraction”
of an oxygen atom and perform a Monte Carlo analysis to
constrain uncertainty (see Supporting Information).
Dry glass transition temperature (Tg,org) is calculated

according to eq 2, where wi is the mass fraction of each
individual compound, based on DeRieux and Li et al.13

T wT
i

i ig,org g,∑=
(2)

Since the mass fraction of each compound observed is sensitive
to ionization efficiency, we perform a sensitivity analysis to
evaluate its effects on the overall results (Figure S2).
To account for the influence of water in the atmosphere, we

implement the Gordon−Taylor equation (eq 3),6,13 which
incorporates the mass fraction of water (1 − worg, eqs 4 and 5),
the glass transition temperature of pure water (Tg,w), the mass
fraction of organics (worg, eq 5), the dry glass transition
temperature (Tg,org), and the Gordon−Taylor constant (kGT,
an interaction parameter used to describe the glass transition
temperature of organic−water mixtures, which can vary based
on the mixture’s constituents6,7,23). We assign each sample a
random Gordon−Taylor constant value between 1.05 and
4,6,7,12,13,23,24 and vary this over each Monte Carlo iteration.
Here, Tg(worg) represents the overall mixture glass transition
temperature:
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OA exists in different possible mixing states with water in the
atmosphere depending on chemical composition (organic and
inorganic), relative humidity, temperature, and oxidation
conditions,25,26 ranging from phase-separated (i.e., external
mixing with water) to well-mixed (i.e., internal mixing with
water). While OA may also fall somewhere between these two
extremes, we evaluate the extremes to provide an upper and
lower limit to OA glass transition temperature, respectively.27

In the Gordon−Taylor equation, the mass fraction of water
comes from organic-derived aerosol liquid water (ALW) for
phase-separated particles (eq 4). Following DeRieux and Li et
al., we use eqs 4 and 5 with an estimated SOA density (ρSOA,
where ρSOA = 1.2 g/cm3), the density of water (ρw, where ρw =
1 g/cm3), the mass fraction of SOA (mSOA, computed by
converting abundance to concentration using an average
response factor and summing individual compound concen-
trations across each sample5 or using the AMS organic
component concentration, both yield identical results in eqs 4
and 5 when considering organic-derived ALW only), water
activity (aw, where aw = RH/100), and the effective
hygroscpicity parameter (κ). Since the mixture-wide hygro-
scopicity parameter is unknown, we randomly assign a
hygroscopicity parameter value from within an expected
range for atmospheric OA (0.01−0.5),13,28,29 and vary this
over each Monte Carlo iteration. Separately, we also consider a
more extreme case where the hygroscopicity parameter varies
between 0.01 and 0.9.28,29
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For well-mixed particles, water comes from a combination of
organic and inorganic sources. We estimate inorganic-derived
ALW with ISORROPIA-I, a model that predicts thermody-
namic equilibrium between gas- and aerosol-phase species for
an ammonium (NH4

+), sulfate (SO4
2−), nitrate (NO3

−),
chloride (Cl−), and water (H2O) system.27,30,31 ISORROPIA
inputs include AMS particle phase data for each of these
inorganic ions (where available) and temperature and relative
humidity data averaged over the last 6 h of HYSPLIT
backward trajectories, as previously described.5 We assume
metastable aerosols and run ISORROPIA in reverse mode.27

The mass concentration of inorganic ALW, of organic ALW, of
each of the AMS inorganic ions, and of organics are all
combined in eq 5 to compute the overall mass fraction of
organics in this case. For both phase-separated and well-mixed
scenarios, the results from eq 5 are used in eq 3 to compute
mixture-wide glass transition temperature.
Thermodynamic Mixing Modeling. To evaluate the

mixing behavior of each of these OA samples relative to each
other and relative to hypothetical isoprene and monoterpene
oxidation products, we use MS/MS data to propose chemical
structures for each compound, and then compute Hansen
Solubility Parameters based on the functional group
composition of these structures.9−11,20 MS/MS spectra were
imported to SIRIUS, a structural identification software.

CSI:FingerID was used to propose structures for each
compound, using isotope patterns from MS data and
fragmentation information from MS/MS data.32,33 We limit
possible formula and structural identifications by constraining
possible elements (C, H, O, N, S), possible adducts for either
positive or negative mode ionization, and mass tolerance to 7
ppm.5 We compile the top scoring structure for each
compound and, then, use the APRL-SSP (APRL Substructure
Search Program) developed by Ruggeri and Takahama to
enumerate atmospherically relevant functional groups in each
compound.34 With this functional group count, we employ the
Hoftyzer−Van Krevelen group contribution method to
estimate Hansen Solubility Parameters for dispersion, polarity,
and hydrogen bonding intermolecular forces based on
functional group-specific molar attraction constants and
energies,20 similar to previous studies that have applied these
methods to atmospheric OA.9−11 This analysis is limited to the
functional groups for which tabulated molar attraction
constants and energies exist in the literature for the
Hoftyzer−Van Krevelen method, with others excluded
(tabulated data used here from Van Krevelen and Te
Nijenhuis, 200920). This covers an average of 80% of observed
species.
Hansen Solubility Parameters are computed for each OA

mixture (i.e., sample) according to eqs 6−9:9,10
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In eqs 6−9, ∂d, ∂p, ∂hb are the Hansen Solubility Parameters
for dispersion, polarity, and hydrogen bonding intermolecular
forces, respectively, x is the mole fraction of compound i, c is
the number of a particular functional group k, V is molar
volume, and Fd, Fp, and Ehb are molar attraction constants for
each functional group k.
The thermodynamic mixing favorability for each OA mixture

can be computed from partial solubility parameters, in addition
to information on molar volume, the number of moles of
solute and solvent, and temperature:9,10

RT n mn

T R n n

G ( )

( ln( ) ln( )

m sl o sl o

sl sl o o

χϕ ϕ

ϕ ϕ

Δ = +

− [− + ] (10)

In eq 10, ΔGm is Gibbs free energy of mixing, R is the
universal gas constant, T is temperature, n is number of moles,
χ is the Flory−Huggins interaction parameter (which
incorporates partial solubility parameters defined in eqs 6−9,
see eqs S2−S5), m is a ratio of molar volumes (see Supporting
Information), and ϕ is a volume fraction (see Supporting
Information). Subscripts sl and o represent solvent and solute,
respectively. Equation 10 is used to compute Gibbs free energy
of mixing and evaluate the thermodynamic mixing favorability
between SOA components: a negative Gibbs free energy of
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mixing indicates favorable mixing, while a positive value
indicates unfavorable mixing.

■ RESULTS AND DISCUSSION
The DeRieux and Li parametrization was developed and
validated for CH and CHO compounds.13 Here, we
incorporate nitrogen- and sulfur-containing compounds by
treating them similarly to oxygen in the DeRieux and Li
parametrization and find that this does not introduce
significant uncertainty in resulting dry-phase state estimates
(Figure 1). A Monte Carlo analysis yields a small range of dry
glass transition temperature (Tg) values and corresponding
phase state estimates (Tg/Tambient), with a standard deviation
that represents 1% the mean, on average. Dry phase state
estimates depend only on organic elemental composition (i.e.,
eqs 1 and 2).
We predict a range of compound-specific glass transition

temperatures (Figure S3). The majority of compounds fall
between 100 and 400 K, highlighting the diversity of
compounds that contribute to overall mixture-wide glass
transition temperature. In general, the most frequently
occurring compound classes contribute the most to each
mixture’s dry glass transition temperature (Figure S4). We
observe a consistent distribution of glass transition temper-
atures across campaigns (Figure S3), and relatively consistent
dry phase state estimates within each campaign (Figure 1),
suggesting that changes in organic elemental composition
alone do not dominate particle phase state behavior.
Water in the atmosphere acts as a plasticizer: it has a low

glass transition temperature and can reduce the viscosity of OA
mixtures.6 As a result, accounting for water decreases glass
transition temperatures and pushes mixture-wide phase state
estimates from solid/semisolid “dry” particle behavior toward
semisolid and liquid-like behavior. Here, we consider the two
extreme cases of well-mixed particles with respect to water (i.e.,
water contributions from organic- and inorganic-derived ALW)
and phase-separated particles (i.e., water contribution from
organic-derived ALW only).27

Accounting for organic-derived ALW decreases glass
transition temperature and increases liquid-like OA behavior,
with some temporal phase state fluctuation observed (e.g.,
Figure 1C). Accounting for both organic- and inorganic-
derived ALW (and by extension, the presence of inorganic
ions: NO3

−, SO4
2−, Cl−, and NH4

+) decreases the glass
transition temperature even further and increases liquid-like
behavior, likely because an additional source of water is
accounted for in this case. ALW contribution at the Atlanta site
during the summer and winter are within the range of previous
reported concentrations at the same location.35

We observe greater contribution from inorganic ions and
inorganic ALW in the Atlanta winter campaign (vs summer),
which drives a larger gap between phase-separated and well-
mixed phase state estimates. Incorporating inorganic-ALW
sometimes stabilizes phase state estimates across samples,
particularly in the Atlanta summer and winter campaigns
(Figure 1B, samples 23−34; Figure 1C, samples 4−9, 24−30).
This is perhaps because while inorganic ALW and inorganic
ion concentrations do fluctuate temporally, their μg/m3

concentrations far dominate those of the individual organic
compounds at ng/m3 concentrations.
With all contributing factors accounted for, changes in phase

state between samples are subtle in most cases, despite larger
changes in molecular-level elemental composition. This

Figure 1. (A−D) Phase state estimates for samples collected at three
diverse field sites (samples ordered sequentially) show minimal
temporal variation, despite significant changes in molecular-level
elemental composition. Glass transition temperatures (Tg) are
compared to ambient temperature (Tambient), such that solid particles
are defined as Tg/Tambient > 1, semisolid particles exist in a range
between 0.8 < Tg/Tambient < 1, and liquid particles exist at Tg/Tambient
< 0.8.12 A Monte Carlo analysis was performed over 10 000 iterations;
markers represent mean results from this analysis (filled in represent
daytime samples and open represent nighttime), and shading
represents the standard deviation. This standard deviation represents,
on average, 8% of Tg/Tambient values for well-mixed estimates, 12% for
phase-separated estimates, and 1% for dry estimates. Here, all
variables (kGT, κ, treatment of N and S atoms) are varied
simultaneously in the Monte Carlo analysis. (E) Dry glass transition
temperature estimates computed using individual molecular formulas
compared to dry glass transition temperature estimates computed
using the average number of carbon, hydrogen, and oxygen atoms
across all compounds in a sample (in both cases, for CHO
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indicates that though phase state is sensitive to organic
molecular composition, organic molecular composition does
not necessarily drive major changes in overall OA phase state.
The phase state model used here depends on many other
factors, such as relative humidity, the presence/absence of
inorganic ions and how they affect the quantity of inorganic
ALW present, mixture-wide hygroscopicity, etc. On the basis of
these results, it appears that organic composition does not
dominate these other factors and thus does not directly control
the resulting phase state. Instead, the concentration of NH4

+

and SO4
2− measured by AMS, as well as total ALW (inorganic

and organic) and relative humidity show some correlation with
phase state estimates: increasing the contribution of each of
these components pushes particle phase state toward liquid-
like behavior, while decreasing them pushes particle phase state
toward more semisolid/solid behavior (Figure S5). Organic
molecular composition plays a more important role in driving
phase state for phase-separated particles than for well-mixed
ones (Figure S5).
The filter extraction and analysis methods discussed here are

tailored for the analysis of functionalized OA. However,
nonfunctionalized OA or hydrocarbon-like OA (HOA) may
act to stabilize or exacerbate OA compositional variability and
associated effects on resulting OA properties, depending on the
HOA source. AMS positive matrix factorization (PMF)
analysis for the forested site results in 3 factors all associated
with oxygenated OA, so no HOA is included for forest
estimates.5 For the Atlanta site, we examine the potential
impact of HOA by modeling a hypothetical nonfunctionalized
OA fraction using the expected composition of primary organic
aerosol (POA) from motor vehicles, with contributions from
C16−C34 compounds across 7+ double bond equivalents
(DBE).36 Speciated high-resolution mass spectrometry data
were not available for C31−C34 compounds in previously
published work, so we model their contribution based on
known relative mass concentrations for each C31−C34 carbon
number, and the DBE distribution for C30 compounds. We
then use the HOA concentration from past AMS PMF analysis
at the Atlanta site in summer and winter to estimate the
relative mass contribution of HOA to the entire OA mixture
for each sampling period (using mean concentration ±1
standard deviation).37,38 This approach does not account for
temporal variability in HOA composition. However, non-
functionalized OA emissions from motor vehicles likely
dominate the HOA factor in the Atlanta area, and the
composition of motor vehicle emissions is fairly constant
regionally with motor oil and diesel fuel.36,39 Though including
HOA in the Atlanta phase state estimates does slightly
decrease the resulting mixture-wide glass transition temper-
ature, the effect is very small (Figure S6).

Phase state is sensitive to chemical composition and
environmental factors such as temperature and relative
humidity and, therefore, varies based on location.12 The
phase states modeled here are similar to previous phase state
estimates in similar geographic locations. Previous measure-
ments at the forested site in northern Michigan suggest the
presence of semisolid particles at night, transitioning to more
liquid-like particles during the day, with overall behavior
similar to that observed in the Southeast U.S.15,27 Although we
do not see a distinct diurnal profile in the data presented here,
we are considering larger particles than in previous work,
which may be less sensitive to diurnal changes.27 In addition,
although the filter samples discussed here are collected during
the day and at night, the lifetime of particulate matter in the
atmosphere can sometimes reach several days;3 some of the
particles sampled at night may persist from the previous day,
and some of the particles sampled during the day may persist
from the previous night, making it difficult to discern daytime
and nighttime phase state trends with these methods. The
forested site contains both coniferous and deciduous trees,
resulting in both terpene and isoprene emissions and their
oxidation products. Previous studies have observed liquid-like
particles in humid isoprene-dominated forests14 and solid
particles in drier monoterpene-dominated forests.8 In a mixed
deciduous/coniferous forest at moderate relative humidity
(∼60% on average during sampling times), we can expect to
see a range of phase state behavior that fits between these two
extremes.
Previous summertime measurements in the Southeast U.S.

have observed primarily liquid particles, with particles
exhibiting semisolid character at lower relative humidity.15,40

These observations are consistent with the results shown here
for the Atlanta site, with summertime phase states estimated as
almost exclusively liquid (RH ∼72% on average during
sampling times), and wintertime phase states varying between
liquid and semisolid (RH∼62% on average during sampling
times).
In the New York City area, we expect phase state behavior

characteristic of a mixture of combustion- and non-
combustion-related anthropogenic emissions and oxidation
products,41,42 as well as biogenic SOA from regional
vegetation.43 Laboratory studies on anthropogenic precursors
show a range of phase behavior depending on the structure of
the precursor and degree of oxidation,18 while recent field
measurements in a boreal forest where terpenes are prominent
and relative humidity is low suggest solid particles.8 Thus, with
a mixture of SOA sources, degrees of oxidation, and
summertime relative humidity in New York City (∼61% on
average during sampling times), phase states ranging from
liquid to semisolid are likely.

Thermodynamic Mixing Favorability. Many factors
influence SOA production via the partitioning of gas-phase
SVOCs to the particle phase, including thermodynamic
limitations to mixing with pre-existing OA.10,44,45 Using
structural data from MS/MS analyses, we apply the Hansen
Solubility Framework to Atlanta summer and winter samples
to estimate changes in sample-to-sample thermodynamic
mixing favorability, along with changes in mixing favorability
of ambient OA with water and select isoprene and
monoterpene oxidation products. No HOA is included in
mixing favorability analyses, as the modeled HOA discussed
above does not constrain chemical structure for each carbon-
and hydrogen-containing molecular formula.

Figure 1. continued

compounds only). Using sample-wide average elemental quantities
slightly overpredicts dry glass transition temperature compared to
using individual molecular formulas, though there is only a 3.5%
difference between the two approaches, on average (by campaign,
average difference for the forest data is 3.2 ± 2.5%, for Atlanta
summer data is 3.2 ± 2.4%, for Atlanta winter is 2.4 ± 4.3%, and for
NYC is 4.1 ± 2.8%). These similar results suggest that average
elemental composition data may be acceptable for estimating the
overall dry glass transition temperature of most, but not all, ambient
complex OA mixtures.
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When comparing individual samples to each other, treating
one as “solute” and one as “solvent” (eqs 6−10), we observe
limited variability in thermodynamic mixing favorability
(Figure 2) despite significant differences observed in molecular
formulas between samples.5 These sample-to-sample compar-
isons were selected to investigate variations in sample
composition at similar times of day (i.e., similar atmospheric
chemical conditions) or between different times of day (i.e.,
significant changes in atmospheric conditions). Comparison
results were similar in most cases, suggesting that although the
molecular formulas themselves may be very different from
sample-to-sample as previously described, the cumulative effect
from the mix of molecular functionalities present remains
similar or that the cumulative changes in molecular
functionality are not significant enough to affect mixing. In
other words, it is possible that the presence of some prominent
functional groups (e.g., hydroxyl groups) and structural
features (e.g., carbon backbone arrangement) stabilize mixing
behavior and/or mixing behavior is less sensitive to the
presence/absence of less prominent functional groups (e.g.,
amines). This is supported by our observation that samples
that exhibit unfavorable mixing tend to have large differences

in sample-wide dispersion, polarity, and hydrogen bonding
parameters, as well as large differences in molar volume (all
directly related to functional group composition).
Additionally, we estimate thermodynamic mixing favorability

of filter-sampled OA in inorganic ALW, and the mixing
favorability of select hypothetical isoprene and monoterpene
oxidation products in filter-sampled OA (compounds at a
hypothetical 1 ppt: IEPOX, methyltetrols, methylglyceric acid,
pinic acid, pinonic acid, 3-methyl-1,2,3-butanetricarboxylic
acid (MBTCA), norpininc acid, pinonaldehyde). While we
do not expect to see much contribution from isoprene
oxidation products in the winter (i.e., Figure 3E),37,38 we
include the analysis here to examine the sensitivity of
wintertime OA to these (and similar) compounds.
OA thermodynamic mixing favorability in water is almost

always unfavorable for the Atlanta site (Figure 3A and 3D),
which could suggest the presence of phase-separated particles
instead of well-mixed ones17 (though separation between
organic rich and inorganic/water rich phases may still be an
oversimplification, as the organic rich phase may possess
multiple phases as well, for example, limonene SOA together
with β-pinene SOA may form a core−shell structure due to
SOA viscosity and oligomerization46). A previous modeling
study in the Southeast U.S. in summer estimates that particles
spend roughly 40−70% of the time in a phase-separated
state.26 While we do not directly observe phase separation with
these sampling methods, we compare our mixture-wide HSP
results (i.e., eqs 6−8) to previous work that uses the HSP
framework to characterize phase separation behavior, and
observe HSPs in the 20−30 MPa1/2 range, which is similar to
previous work where phase separation was observed.11

If OA mixing with water is indeed thermodynamically
unfavorable and if particles do tend toward phase separated
behavior, this would result in slightly more variability in phase
state with time compared to the well-mixed case (where
inorganic ALW and inorganic ions appear to suppress most
temporal phase state fluctuation).
The thermodynamic mixing favorability of isoprene and

monoterpene oxidation products is generally favorable in all
summer and winter samples, with the exception of mixing with
methyltetrols exhibiting more variance (likely due to the much
larger polarity and hydrogen bonding partial solubility
parameters of methyltetrols relative to the rest of the oxidation
products considered and relative to the filter-sampled OA).
Particle phase state is known to impact internal diffusion of

compounds within particles and the types and rates of
heterogeneous reactions that occur.6,12,47,48 In addition,
multiple properties influence a particle’s propensity for gas-
phase uptake of organic compounds, including particle phase
state (driven by viscosity, which can limit gas-phase uptake
kinetically),12,13 mixing favorability (driven by intermolecular
forces between compounds, which can limit gas-phase uptake
thermodynamically),10 and volatility (not explicitly discussed
here).44,49 If mixing between two components is theoretically
thermodynamically favorable but the particle viscosity is high,
it is possible that particle phase state will limit mixing between
the two components (i.e., kinetic limitations). Conversely, two
components may both be in the liquid phase and, therefore,
more amenable mixing, but their chemical structures may make
mixing unfavorable (i.e., thermodynamic limitations). We
explore the relationship between phase state and mixing
favorability for the summer and winter Atlanta campaigns.
Here, we focus on phase-separated particles, as Figure 3A, D

Figure 2. Thermodynamic mixing favorability of each sample
compared to other samples within summer or winter Atlanta
campaigns (considering organic compounds only), treating one
sample as solute and one as solvent. Mixing favorability is expressed
as ΔGm, where a negative ΔGm indicates favorable mixing and a
positive ΔGm indicates unfavorable mixing. Red markers denote mean
ΔGm for all sample-to-sample comparisons in a given category, and
box plot whiskers show maximum and minimum values. There is a
distribution of mixing behavior across sample-to-sample comparisons,
although most interactions appear to be thermodynamically favorable.
Mean ΔGm values are statistically significantly higher in the winter
compared to the same comparison type in the summer (with p < 0.05,
except in the “all consecutive nights” case where p > 0.05); in general,
there is more variance in the number of each functional group present
in the winter samples, which may contribute to slightly less favorable
mixing between samples (Figure S8). In the summer, the contribution
from dispersion, polarity, and hydrogen bonding intermolecular forces
is similar during the day and at night, resulting in similar mean
daytime and nighttime ΔGm values. In the winter, these
intermolecular force contributions are all statistically significantly
larger at night compared to during the day, with notable increases in
both polarity and hydrogen bonding contributions; polarity and
hydrogen bonding intermolecular interactions tend to be strong, and
may drive (and increase favorability of) mixing behavior in the winter
nighttime samples.
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suggests that mixing with water may be thermodynamically
unfavorable for the samples discussed here. Phase-separated
particles (considering organic ALW only) from the Atlanta
campaign range from liquid to semisolid. We observe a few
instances where liquid particles may not mix because of their
chemical structure/intermolecular forces (i.e., thermodynamic
limitations, Figure 4, light gray shading), and also semisolid
particles that might mix readily based on thermodynamics
alone but that could be limited by particle phase state (i.e.,
kinetic limitations, Figure 4, dark gray shading). The samples
from the Atlanta summer campaigns studied here (when
considering the phase-separated scenario) suggest that most
interactions between particles in these OA samples are
favorable both thermodynamically and kinetically, while mixing
between ∼45% of wintertime samples may be kinetically
limited due to their semisolid phase state. However, this
relationship should be studied at more locations, at different
times of day, and during different seasons to better assess the
relationship between these two properties in the ambient
atmosphere.
Despite large changes in functionalized OA elemental

composition across multihour samples at each field site
(where 66 ± 13% of compounds are different across sample-
to-sample comparisons),5 we observe relatively less variability
in phase state and mixing behavior. This suggests that though
these aerosol properties are sensitive to organic chemical
composition, day-to-day differences in organic chemical
composition alone cause relatively small differences in resulting
phase state or thermodynamic mixing behavior. This is
particularly true for the well-mixed particle scenario in this

study, where particles were predominantly modeled as liquid.
The effect of OA compositional variability appears to be larger
for phase-separated particles (e.g., Figures 1 and 4), which
show more temporal variation in phase state. When comparing
phase state estimates computed using individual molecular
formulas compared to average elemental distributions (Figure
1E), we observe a 3.5% overprediction using averaged data
(with some outlier samples), suggesting that average OA
elemental composition data may be acceptable for estimating
the phase state of most ambient complex OA mixtures.
Similarly, though there is some variation in Gibbs free

energy of mixing values across sample-to-sample comparisons
and for mixtures of each sample with water and common
isoprene/monoterpene oxidation products, these processes
tend to remain fairly consistently favorable or unfavorable
within each campaign.
Each individual sample discussed here contains compounds

whose exact elemental and structural identities vary signifi-
cantly from sample to sample, and each of these compounds
contributes uniquely to its sample-wide phase state or mixing
behavior. However, these results suggest that when all
compounds in a sample are pooled together, despite their
individual differences within and across samples, the resulting
overall mixture behavior (in terms of phase state, whose model
is based on elemental composition, and thermodynamic mixing
favorability, whose model depends on functional group count)
is less affected within each ambient site or season studied here.
However, it is possible that estimating phase state and mixing
favorability with different models will yield different results; as
future methods to characterize these properties are developed,

Figure 3. Thermodynamic mixing favorability in Atlanta for each OA sample (organics only) with (A, D) inorganic liquid water, (B, E) with 1 ppt
isoprene oxidation products, and (C, F) with 1 ppt monoterpene oxidation products. Negative ΔGm values suggest favorable mixing. Both
summertime and wintertime OA appear to be rarely favorably miscible in water. Isoprene oxidation products tend to mix favorably in the filter-
sampled OA in both seasons, with the exception of methyltetrols. Monoterpene oxidation products generally mix favorably in both seasons.
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results should be compared and contrasted across approaches
to gain a fuller understanding of OA behavior in the
atmosphere.
Future studies that investigate more ambient locations

across seasons and diurnally are necessary to further investigate
the relationship between OA compositional variability and
other resulting aerosol properties. In addition, future work that
robustly parametrizes nitrogen and sulfur to estimate phase
state and establishes thermodynamic mixing behavior for a
wider range of functional groups would increase the breadth of
OA compounds that can be directly modeled and characterized
in terms of these two properties.
However, on the basis of the results from these three sites,

future models that incorporate phase state and mixing
estimates can approximate phase and mixing behavior with
current parametrizations that depend only on elemental and
functional group count, despite any underlying variation in
molecular-level mixture composition that is not reflected in
these metrics.
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