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Abstract—This article proposes a coded distributed graph pro-
cessing framework to alleviate the communication bottleneck in
large-scale distributed graph processing. In particular, we propose
a topology-aware coded computing (TACC) algorithm that has
two novel salient features: (i) a topology-aware graph allocation
strategy, and (ii) a coded aggregation scheme that combines the
intermediate computations for graph processing while constructing
coded messages. The proposed setup results in a trade-off between
computation and communication, in that increasing the computa-
tion load at the distributed parties can in turn reduce the com-
munication load. We demonstrate the effectiveness of the TACC
algorithm by comparing the communication load with existing
setups on both Erdös-Rényi and Barabási-Albert type random
graphs, as well as real-world Google web graph for PageRank
computations. In particular, we show that the proposed coding
strategy can lead to up to 82% reduction in communication load
and up to46% reduction in overall execution time, when compared
to the state-of-the-art and implemented on the Amazon EC2 cloud
compute platform.

Index Terms—Distributed computing, large-scale graph
processing, graph signal filtering.

I. INTRODUCTION

GRAPHS are a fundamental building block for modeling
large-scale data applications. Graph-based computations

model scenarios for which the computations at each vertex can be
expressed as a linear combination of the values associated with
neighboring vertices. A large-number of real-world applications
can be expressed in this form. Examples include PageRank
evaluation for web search [2], and graph signal filtering [3]–[6],
where the filter output at each node is a linear combination
of signals from neighboring nodes scaled by filter coefficients.
On the one hand, these applications require processing large
amounts of data represented over graphs in a short amount of
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time. On the other hand, real-world graphs are often too large
to fit in a single processor. Even in scenarios for which the
graph can be stored at a single processor, the execution time
might be too long for delay-sensitive applications. These lim-
itations can be alleviated by leveraging distributed computing,
where each processor only stores and processes a portion of the
graph.

Distributed graph processing provides a convenient way to
scale-up data-intensive graph applications, such as scaling graph
signal processing algorithms to large graphs [3]–[6], by dis-
tributing the storage and computation load across multiple pro-
cessors [7], [8]. As the topology of a graph is irregular, graph
processing frameworks operate on a think like a vertex principle,
where each vertex is assumed to send and receive messages along
the graph edges [7]. Doing so can improve the performance
of graph processing beyond that of conventional frameworks
designed for processing regular data, such as MapReduce, which
are oblivious to the underlying graph topology [9]. A major
challenge in distributed graph processing is inter-processor com-
munication, i.e., the amount of communication that needs to
take place between the processors, as most graph algorithms
require vertices stored at different processors to communicate
with one another. As the computations are distributed across
a larger number of machines, inter-server communication in-
creases and becomes a major bottleneck. In fact, inter-processor
communication can take up to 50% of the overall execution time,
and may even overcome the benefits of parallelization [10], [11].

The conventional approach to address the inter-processor
communication bottleneck has been to leverage effective graph
partitioning schemes that minimize the total cut size, i.e., the
number of edges between the nodes stored at different proces-
sors [12]. Various notable methods are proposed to obtain a
sparse graph cut, such as spectral partitioning [13], geometric
partitioning [14], and multi-level graph partitioning [15]. A
detailed review of these methods is available in [16].

Recently, coding has proven to be an effective technique in
tackling the communication bottleneck in distributed systems. It
has been shown in [17] that coding can be utilized to achieve an
inverse-linear trade-off between the communication and storage
load in a MapReduce system [9]. This result demonstrates that
by increasing the storage load of the distributed parties, i.e.,
the amount of computation performed by each processor, one
can reduce by a linear factor the amount of communication that
needs to take place between the workers. The coded MapReduce
framework from [17] has been extended to graph-based compu-
tations in [18]. In fact, one can view the MapReduce framework
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Fig. 1. Communication strategies for an irregular graph topology and 3 processors (workers). Each worker has a memory that can store up to 7 nodes.

from [17] as a special case of [18], where communication takes
place between any pair of nodes. For Erdös-Rényi graphs, it has
been shown in [18] that one can also achieve an inverse-linear
trade-off between computation and communication. Recently,
reference [19] has leveraged aggregation techniques based on
linearly combining the intermediate results to reduce the com-
munication load in the MapReduce framework [17].

This paper extends the topology-independent coded graph
processing setup from [18] to networks with irregular graph
topologies. Unlike classical random graph models such as the
Erdös-Rényi graph, real-world graphs such as the web often
have irregular degree topologies [20]. An important question for
minimizing the inter-processor communication in such topolo-
gies is that of assigning nodes to processors. This assignment
problem is particularly significant for high degree nodes. One
can replicate a high degree node at a large number of processors
(each containing a subset of its neighbors), and completely elim-
inate the cost of communication for that node. Alternatively, one
can place that node at fewer processors and utilize multicasting
to communicate its value with all its neighbors. By a careful
placement of such nodes across the processors, this can also
enable network coding opportunities, e.g., multicasting coded
messages that will be useful to multiple processors simultane-
ously. This will cost less storage (than full replication) but at a
higher communication cost. The irregularity in graph topology
causes a trade-off between these two approaches, i.e., between
less communication with higher storage (due to replication)
and higher communication cost with lower storage (with mul-
ticasting). This requires the development of a topology-aware
processing strategy.

The trade-off arising from these two alternative approaches
is illustrated in Fig. 1. Consider Node 1 (high degree) and
the communication load between Worker 3 and the other two
workers. In Fig. 1(a), Node 1 is replicated at all 3 workers,
thus eliminating the cost of communication completely for this
node. Worker 3 then broadcasts the remaining node, Node 3,
to the remaining workers. In Fig. 1(b), Node 1 is stored at
only 2 workers, thus reducing the storage load for that node.
On the other hand, the communication cost is now increased,
as Node 1 needs to be sent to Worker 2. To achieve efficient
communication, Worker 3 utilizes multi-casting opportunities,
by sending a coded message, the sum of nodes 1 and 3. Worker

2 can then remove Node 3 from the coded message and learn
Node 1, whereas Worker 1 can remove Node 1 to learn 3.

To address this trade-off we propose a topology-aware coded
computing framework (TACC) that distributes the nodes across
multiple processors to create multi-casting opportunities, but
while doing so also ensures that high degree nodes are simulta-
neously stored at many processors. To do so, we first propose a
topology-aware graph allocation strategy to create redundancy in
the computations performed by each processor, where different
fractions of a processor’s memory are allocated to vertices with
different degree structures. Second, we develop a coded aggre-
gation technique that combines the intermediate computations
prior to communication, and creates coded messages using the
aggregated computations.

We show that TACC can greatly reduce the communication
load as compared to existing coded and uncoded computing
frameworks that are oblivious to the graph structures. We ana-
lyze theoretically the asymptotic performance of our algorithm
in terms of the expected communication load on generalized
random graphs, which extend the classical Erdös-Rényi random
graph model to graphs with irregular degree topologies [21]–
[23]. We develop upper and lower bounds on the expected com-
munication load for TACC as well as the topology-independent
coding setups, demonstrating the benefits of TACC compared to
the topology-independent setup.

Next, we demonstrate the effectiveness of TACC on real-
world graphs. Similar to random graph topologies, we show
that topology-aware coding can also significantly outperform the
topology-independent setup in real-world graphs. We first test
it on a Google web graph, a real-world dataset that represents
the connections between webpages [24]. For the Google web
graph, we compare the communication load of TACC to the
state-of-the-art distributed coding algorithm which is oblivious
to the graph topology [18], demonstrate that topology aware
coding with aggregation can lead up to 82% improvement in
reducing the communication load when compared to existing
distributed computing setups. Next, we implement the PageRank
algorithm on the Amazon AWS EC2 distributed cloud comput-
ing framework, and show that for an Erdös-Rényi random graph,
TACC can reduce the overall execution time by up to 46% over
the state-of-the-art.

Our main contributions over the topology-independent com-
puting framework of [18] can be summarized as follows:
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� We introduce topology-aware coded computing
(TACC) for irregular graph topologies. TACC builds a
topology-aware graph allocation strategy, where
overlapping parts of a graph is allocated to multiple
workers in a way that enables multi-casting opportunities,
while ensuring higher degree nodes are replicated at a
larger fraction of workers.

� We propose coded aggregation for speeding up graph
processing, in which coding is performed over linear
combinations of the intermediate values, instead of coding
directly over the intermediate values as in [18]. We show
that coded aggregation can reduce the communication load
by up to 95% on an Erdös-Rényi graph.

� We theoretically establish upper and lower bounds on
the performance of TACC for random graph models with
irregular topologies.

� We demonstrate that TACC can reduce the communication
cost by more than 80% over the state-of-the-art, on both
random graphs and real-world scale-free graphs.

This paper extends our preliminary work [1] by providing an ex-
tensive theoretical analysis of the algorithm as well as additional
experimental evaluations.

Related Work: In addition to the graph processing specific
applications, such as [7], [12], [18], this work is also related
to distributed matrix multiplication and distributed learning.
For these setups, coding has been utilized primarily to handle
failed or straggling (delayed) workers [25]–[36], where some
workers fail or are significantly slower than the other workers,
causing a significant delay in the overall computation time. For
these problems, a coded computation strategy can allow the
master to wait only for the results of a subset of fast workers,
instead of all the workers in the system. Notable techniques
include encoding the input matrices to handle stragglers in
distributed matrix multiplication [25]–[28], as well as encoding
the dataset [29]–[31] or gradients [32] for iterative algorithms
in distributed learning. In a related line of work, a coded com-
putation technique has been developed for performing iterative
algorithms (such as PageRank) under a deadline constraint [33].
More recently, coded computing schemes have been developed
for sparse matrices using rateless codes [34], [35], to better
utilize the work done by slow workers. Reference [36] has
introduced novel coding schemes based on block-diagonal and
LT codes for handling stragglers while achieving significantly
lower computational delay. Finally, coded computing is heavily
inspired by earlier research on coded caching for content deliv-
ery [37]–[40], where the goal is to store parts of the data at the
local memory of users to handle network congestion during busy
hours.

The focus of this paper is not on the straggler or node failure
problem, but instead in reducing the communication load of the
distributed system. Moreover, unlike the general matrix-vector
multiplication problem, graphs often exhibit special topological
behavior, for instance, matrices corresponding to graphs (adja-
cency matrices) are often sparse while node degrees can vary
significantly.

Notation: In the remainder of the paper, x is a scalar variable,
x = [x1, . . . , xn]

T is a vector of size N , and X represents a set

with cardinality |X |. A is a matrix withAij denoting its (i, j)th

element. Finally, [K] represents the set {1, . . . ,K}.

II. PROBLEM FORMULATION

We consider a graph G = (V, E) with |V| = N nodes (ver-
tices). If G is an undirected graph, (i, j) = (j, i) represents
an undirected edge between nodes i and j, whereas if G is
directed, (i, j) indicates a directed edge from node i to node
j. Vector x = (x1, . . . , xN ) represents vertex-labels, such that
xi ∈ R is the label of node i. x can also be interpreted as a
graph signal [4]. An edge weight eji ∈ R is associated with edge
(i, j) ∈ E . We define the (open) neighborhood of node i ∈ V
by N (i) = {j : (i, j) ∈ E}. We are interested in computing
functions of the form

yj =
∑

i:j∈N (i)

ejixi (1)

for j ∈ [N ]. The output value yj is a linear combination of the
signals associated with the neighbors of node j. By defining the
(weighted) adjacency matrix A such that,

Aji =

{
eji if j ∈ N (i)
0 otherwise

, (2)

one can represent (1) as,

y = Ax, (3)

where y = (y1, . . . , yN ). In applications such as graph filter-
ing, we replace N (i) in (1) with the closed neighborhood
{i} ∪ N (i). Equation (1) can also be represented as a MapRe-
duce computation [9], by decomposing it into map and reduce
functions. The map function represents the inner computation

gji(xi) � ejixi, (4)

where uji � gji(xi) is called an intermediate value. The reduce
function represents the summation

fj({uji : j ∈ N (i)}) =
∑

i:j∈N (i)

uji, (5)

to compute the output yj in (1). A large number of graph-
based algorithms can be represented in the form of (1), in-
cluding PageRank computation, graph signal filtering, or semi-
supervised learning. We next present two specific examples.

Example 1 (Distributed PageRank Computation): PageRank
is a widely used graph algorithm for ranking webpages in
web search engines [2]. Specifically, this algorithm operates
on a directed graph in which nodes represent webpages, and
an edge represents a hyperlink from one webpage to another.
The PageRank algorithm can be viewed as a process in which
computations in the form of (1) are performed iteratively. To do
so, one can define the matrix A such that,

Aji =

{ 1
|N (i)| if (i, j) ∈ E
0 otherwise

(6)

and compute

x(t) = Ax(t−1) (7)
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iteratively until a convergence criterion is satisfied, which is
often stated as

∑

i∈V
|x(t)i − x

(t−1)
i | ≤ ε (8)

for some small ε > 0, where x(t) = (x
(t)
1 , . . . , x

(t)
N ) denotes the

PageRank values at iteration t. The initial PageRank values are
often set as x(0) = (1/N, . . . , 1/N).

Example 2 (Distributed Graph Signal Filtering): Graph fil-
ters are building blocks of various graph signal processing
applications, such as graph neural networks [6], [41], and can
be defined as follows. Let A denote the adjacency matrix
from (2) for graph G = (V, E). Define a diagonal matrix D �
diag(deg(1), . . . ,deg(N)) whose ith diagonal holds the degree
of node i ∈ V . Then, L � D−A is called the graph Laplacian
of G. A graph filter of order T is defined as,

y =

T∑

t=1

αtL
tx, (9)

where αt, . . . , αT denote the filter coefficients and Lt corre-
sponds to the tth power of L. Output (9) can be computed in T
iterations, by performing computations of the form (3) at each
step, and treating the output of each step as the input of the next
step. Specifically, by letting x(t) denote the input at iteration t,
one can compute

x(t) = Lx(t−1) (10)

with x(0) = x and evaluate (9) from y =
∑T

t=1 αtx
(t).

We consider a distributed scenario in which (1) is computed by
K workers (processors), connected through a multicast network.
Worker k is responsible from computing the outputs in (1) for
N
K nodes, given by a setRk such that

⋃K
k=1Rk = V andRk ∩

Rj = ∅ for k �= j. Each worker stores a subgraph of G denoted
byMk, whereRk ⊆Mk ⊆ V and |Mk| = |Mj | for all k, j ∈
[K].1 We then define the storage load of the system as follows.

Definition 1 (Storage Load): Given a subgraph allocation
M = (M1, . . . ,MK), the storage load of the distributed graph
processing system is characterized as,

r �
∑K

k=1 |Mk|
N

. (11)

Accordingly, worker k stores a subgraph with rN
K nodes.

Remark 1: The storage load r indicates what fraction of the
graph nodes is stored at each worker. The computations carried
out by each worker is also proportional to the storage load,
therefore, we use the term storage load and computation load
interchangeably throughout the paper.

We consider a scenario in which a large graph is stored (with
redundancy r) at the beginning and then is processed multiple
times. Storage takes place in an offline phase while graph pro-
cessing computations are carried out in an online phase. Given
a subgraph allocationM = (M1, . . . ,MK) and an output al-
location R = (R1, . . . ,RK), the distributed processing setup

1We assume that each worker can store a subgraph with an equal number of
nodes.

consists of three stages: map phase, communication (shuffle)
phase, and reduce phase.

Map Phase: In this phase, workers utilize their allocated
subgraphs to compute the corresponding intermediate values.
In particular, for every i ∈Mk, Worker k computes the inter-
mediate values gi = ({uji : j ∈ N (i)}).

Shuffle Phase: After computing the intermediate values,
Worker k constructs a message Zk ∈ Rzk of length zk, given
by a function Zk = φk({gi : i ∈Mk}), which consists of the
computations required by other workers. In the shuffle phase,
Worker k multicasts Zk to other parties in the system. At the
end of the shuffle phase, Worker k has all the information it
needs to compute (1) for the nodes in Rk. We formally define
the communication load of the shuffle phase as follows.

Definition 2 (Communication Load): The communication
load is defined as the total number of messages communicated
by K workers during the shuffle phase,

LG(M,R, r) �
K∑

k=1

zk (12)

for a given subgraph allocationM = (M1, . . . ,MK) and out-
put allocationR = (R1, . . . ,RK).

Reduce Phase: Worker k uses messages Z1, . . . , ZK com-
municated during the shuffle phase and local computations
({gi : i ∈Mk}) obtained during map phase to compute
(1) for the nodes in Rk, via a decoding function yj =

ψj
k(Z1, . . . , ZK , {gi : i ∈Mk}) for j ∈ Rk.
We wish to investigate the trade-off between the storage and

communication. In particular, increasing the storage load at each
worker increases the amount of computation that is carried out
by each worker, but can reduce the amount of communication
required between the workers. An extreme case is when the
memory of each worker is large enough to store the entire graph,
which corresponds to a storage load of r = K. In this case, each
worker can process the entire graph locally, which eliminates
the need for any communication. However, this setup does
not benefit from parallelization (employing multiple workers
to distribute the computation load and speed up the processing).
Moreover, in practice, for large scale graphs, storing the entire
graph is not possible and workers cannot store complete graphs.
Our goal is to understand this trade-off, i.e., how much reduction
in communication can be achieved with respect to the storage
(and computation) load at each worker.

Main Problem: Given a graphG and storage load r, find the
optimal subgraph allocationM, output allocationR, and coding
scheme that minimizes the communication load in (12).

III. TOPOLOGY-AWARE CODED COMPUTING (TACC)

We now introduce our topology-aware coded computing
framework, by providing an illustrative example first.

A. Illustrative Example

Consider the graph G = (V, E) depicted in Fig. 2 along with
a distributed computing setup with K = 3 workers. In the first
step, the set V is partitioned into K equal-sized parts and each
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Fig. 2. Illustrative example of TACC. Initially, the graph is partitioned into
equal-sized parts and each part is assigned to a distinct worker. Next, nodes
are sorted and grouped according to their degrees. Nodes are then duplicated at
multiple workers (depending on their degree) to create redundancy in storage.
In the resulting storage, high degree nodes will be replicated at a larger fraction
of workers. Finally, the redundancy in storage and computations is utilized to
create multicasting opportunities for efficient communication.

part is associated with a distinct worker. To do so, one can use
any partitioning method ranging from random partitioning to
more advanced min-cut based partitioning methods [42]. Each
worker is responsible from computing the output values in (1)
corresponding to the nodes within the part it is assigned to.

In the second step, the nodes in each part are sorted in
descending order with respect to their degree, and divided intoQ
equal-sized chunks. In this example, we have Q = 2, therefore
each part is divided into 2 groups with 2 nodes in each group.
In the third step, we define a parameter rq associated with part
q = 1, 2. This parameter indicates that each node in group q is
to be stored at rq workers. For the example at hand, r1 = 2,
hence each node in the first group is replicated at 2 workers. On
the other hand, for the second group we have r2 = 1, hence the
nodes in the second group is stored at a single worker. We call
rq the storage load for group q = 1, 2.

The node allocation is done according to the following pro-
cedure. For each worker, the nodes associated with part q are
divided into

(
K−1
rq−1

)
equal-sized segments, and each segment

is replicated at a distinct subset of rq − 1 other workers. As
a result, each node in group q is stored at rq workers in total. By
selecting r1 > r2, one can ensure that each worker allocates a
larger fraction of its memory to higher degree nodes.

Finally, workers aggregate the intermediate computations that
are targeted for the same destination node, and form coded
messages to be communicated to the other workers. For instance,
Worker 1 multicasts the coded message e1,4x4 + (e10,11x11 +

Algorithm 1: Topology-Aware Coded Computing (TACC).
1: Initialize graph G = (V, E), number of workers K, parameters Q,

and r = (r1, . . . , rQ).
Subgraph and Output Allocation Phase:

2: Assign the outputsRk and subgraphMk determined from
Algorithm 2 to workers k ∈ [K].
Map Phase:

3: for workers k ∈ [K] do
4: Map the nodes inMk according to Algorithm 3.

Coded Aggregation and Shuffling Phase:
5: for workers k ∈ [K] do
6: Create and multicast the coded messages according to Algorithm 4.

Reduce Phase:
7: for workers k ∈ [K] do
8: Decode the coded messages by following the steps in Algorithm 5.
9: Compute the outputs (1) for the nodes inRk .

e10,1x1) to Workers 2 and 3. The value e10,11x11 + e10,1x1 is
needed by Worker 3 to evaluate y10, whereas e1,4x4 is needed
by Worker 2 to compute y1 from (1). To recover the missing val-
ues, Workers 2 and 3 evaluate e10,11x11 + e10,1x1 and e1,4x4,
respectively, and remove it from the coded message. Workers
communicate the missing values separately for the two groups.

B. Details of the TACC Framework

We now introduce the TACC framework. In essence, TACC
aims to reduce the inter-processor communication load by lever-
aging the interplay between the two strategies illustrated in
Fig. 1. These strategies correspond to two potential approaches
for handling high degree nodes: one can either store a high
degree node at many workers and eliminate the communication
cost completely for that node, or alternatively, can distribute
the nodes among different parties and take advantage of multi-
casting opportunities while communicating them. The overall
procedure of TACC is presented in Algorithm 1. It consists of
the following main phases.

Subgraph and Output Allocation Phase: Initially, the output
assignmentsR = (R1, . . . ,RK) are determined by partitioning
V intoK equal-sized, non-overlapping parts and assigning each
part to a different worker. This can be carried out by using any
graph partitioning method. For theoretical analysis, we consider
a random partitioning setup, i.e., graph nodes are partitioned into
K equal-sized non-overlapping parts randomly. For practical
applications, one can use a state-of-the-art min-cut based graph
partitioning tool such as [42].

In the next step, the subgraph allocations M=
(M1, . . . ,MK) are constructed as follows. For each k ∈ [K],
the nodes in Rk are sorted in descending degree order. The
ordered nodes are divided into Q equal-sized groups, such that
each group has |Rk |

Q = N
QK nodes. As a result, the first (last)

group consists of the N
QK highest (lowest) degree nodes in

Rk. We represent this sorted and grouped version of Rk by
R̃k = (R̃k1, . . . , R̃kQ).

Each node in group q ∈ [Q] is then duplicated at rq workers for
a given rq ∈ [K] as follows. First, R̃kq is randomly divided into(
K−1
rq−1

)
equal-sized, non-overlapping parts. Then, each part is

stored at a distinct subset of workers of size rq (including Worker
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Algorithm 2: Subgraph and Output Allocation Phase.
Input: Graph G = (V, E), number of workers K, parameters Q and
r = (r1, . . . , rQ).

Output: Output allocationR = (R1, . . . ,RK), subgraph allocation
M = (M1, . . . ,MK).

1: Partition V into K equal-sized partsR = (R1, . . . ,RK).
2: for k = 1, . . . ,K
3: Let R̃k ← {Rk sorted using node degrees, in descending order}

4: Divide R̃k into Q equal-sized groups (R̃k1, . . . , R̃kQ). // R̃k1

holds the highest degree nodes from R̃k .
5: for q = 1, . . . ,Q
6: Divide R̃kq into

(
K−1
rq−1

)
equal-sized, non-overlapping parts.

7: Assign each part to a distinct subset of rq workers (including
Worker k).
// This is possible since there are exactly

(
K−1
rq−1

)
distinct subsets.

8: for k = 1, . . . ,K
9: Return the subgraphMk as the collection of all the nodes assigned

to Worker k.

k). Note that this is possible since there are exactly
(
K−1
rq−1

)
such

subsets of [K]. At the end of this step, each subset of workers
S ⊆ [K] of size rq will exclusively store N

Q(K
rq)

nodes, for q ∈
[Q]. We denote the set of nodes stored exclusively by the workers
in S withMq

S , and define,

Mq
k � {Mq

S : k ∈ S ⊆ [K], |S| = rq} (13)

as the subgraph stored at Worker k for group q ∈ [Q]. The sub-
graph allocated to Worker k is then given byMk =

⋃Q
q=1M

q
k.

The storage load of the system is given by,

r =

∑K
k=1 |Mk|
N

=
1

Q

Q∑

j=1

rj . (14)

Remark 2: Our graph allocation strategy is based on two sys-
tem parameters. The first parameter, Q, groups the vertices that
have similar degrees. The second parameter, r = (r1, . . . , rQ),
indicates that each node in group q is duplicated at rq workers.
By selecting r1 ≥ . . . ≥ rQ, we ensure that high degree nodes
are stored at a larger fraction of workers.

We note that one can always find parameters Q and r so that
the maximum memory size of the workers is not exceeded.2

That is, if the workers have no additional memory for duplicate
nodes, i.e., each worker can only store N

K nodes, we selectQ = 1
and r1 = 1. On the other hand, if the memory of each worker
is large enough to store the entire graph, we select Q = 1 and
r1 = K. Hence, memory constraints of the workers can always
be satisfied. Finally, if ri = rj for some i �= j, one can combine
the nodes within these two groups at each worker, and treat them
as a single group during the duplication operation as well as the
remaining steps of the algorithm. The individual steps of this
phase are presented in Algorithm 2.

Remark 3: In order to keep our framework flexible, we allow
TACC to be initialized with any graph partitioning strategy.
Then, the communication load achieved by our coding frame-
work will be no greater than a system that parallelizes the

2We assume that workers have equal-sized memory and each worker can store
at least 1

K fraction of the nodes

Algorithm 3: Map Phase.
Input: Subgraph allocationM = (M1, . . . ,MK).
Output: Intermediate values {uji : i ∈Mk, j ∈ N (i)} for k ∈ [K].
1: for Workers k ∈ [K] do
2: for i ∈Mk

3: for j ∈ N (i)
4: Compute the intermediate value uji using (4).

graph with the same initial partitioning, but without coding.
This is due to the fact that as we use multicasting, there is no
additional cost when some information is needed by more than
one worker. The only additional cost that may be introduced
with the added redundancy is if the algorithm is an iterative
one. Then, the updated node values after the reduce phase need
to be communicated back to the workers who need them for
the next round. This cost, however, is typically smaller than the
communication cost of the shuffle phase [18], [43], as long as r
is relatively small compared to the total number of workers and
the average node degree.

Map Phase: In this phase, Worker k maps the nodes inMk

using the map function from (4), to obtain the intermediate
values,

{uji : i ∈Mk, j ∈ N (i)}. (15)

Each worker maps a total number of |Mk| =
N

∑Q
j=1 rj

QK nodes.
This phase follows the standard mapping stage of distributed
algorithms, and unlike the previous stage, is not specific to
the proposed algorithm. The individual steps of this phase are
provided in Algorithm 3.

Coded Aggregation and Shuffling Phase: In this phase, we
utilize the redundancy created during graph allocation for coded
multicasting. For each group q ∈ [Q], consider a set of workers
S of size |S| = rq + 1. Define,

Uk
S\{k} = {uji : j ∈ Rk, (i, j) ∈ E , i ∈Mq

S\{k}} (16)

as the set of intermediate values needed by worker k and
known exclusively by workers in S\{k}, where Mq

S\{k} =⋂
k′∈S\{k}M

q
k′ from (13). Next, workers in S\{k} aggregate

the intermediate values required for the computations in (1),

uj =
∑

i∈Mq
S\{k}

uji, j ∈ Rk (17)

and form a vector uk
S\{k} = ({uj : j ∈ Rk}). Then, uk

S\{k} is

evenly split into rq segments. Segment s is denoted by uk
S\{k},s.

Each segment is assigned to a distinct worker in s ∈ S\{k}.
This process is then repeated for every k ∈ S . At the end, each
worker is assigned to a total number of

(|S|−1
rq−1

)
= rq segments.

Worker j ∈ S then computes a coded message by combining
the assigned segments,

ZSj =
∑

k∈S\{j}
uk
S\{k},j (18)

via zero-padding if needed to ensure that the segment sizes are
equal, and multicasts the message to the workers in S\{j}. This
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Algorithm 4: Coded Aggregation and Shuffling Phase.
1: for q = 1, . . . ,Q
2: for each S ⊆ [K] of size rq + 1
3: for each k ∈ S, workers in S\{k} do
4: Aggregate the intermediate values using (17) to find uj for

j ∈ Rk .
5: Construct the vector uk

S\{k} = ({uj : j ∈ Rk}).
6: Split uk

S\{k} into rq equal-sized segments, given by uk
S\{k},s

for s ∈ S\{k}.
7: Assign each segment s to a distinct worker s ∈ S\{k}.
8: for each worker j ∈ S do
9: Compute the coded message ZSj from (18).

10: Multicast ZSj to the workers in S\{j}.

Algorithm 5: Reduce Phase.
1: for q = 1, . . . ,Q
2: for each S ⊆ [K] of size rq + 1
3: for each worker k ∈ S do
4: for j ∈ S\{k}
5: Receive ZSj from worker j.
6: Remove the known segments to compute the unknown

segment from (19).

process is repeated for each subset S ⊆ [K] of size rq and group
q ∈ [Q]. This phase is presented in Algorithm 4.

Reduce Phase: During this phase, each worker recovers the
intermediate values needed to compute (1). For each group
q ∈ [Q], there are

(
K

rq+1

)
subsets S of size rq + 1. Worker k is

involved in
(
K−1
rq

)
of them, and within each subset, there are rq

distinct segments uk
S\{k},s known by other workers s ∈ S\{k}

and needed by Worker k. Hence, Worker k needs to recover∑Q
q=1

(
K−1
rq

)
rq distinct segments in total. Consider a group

q and set S ⊆ [K] of size rq + 1. For workers j, k ∈ S and
j �= k, there are

(|S|−2
rq−2

)
= rq − 1 subsets of S that has size rq

and contain both j and k. Among the rq segments associated
with Worker j, rq − 1 of them are known also by Worker k,
who needs the remaining segment. After receiving ZSj from
workers j ∈ S\{k}, Worker k can remove the known segments
{uk′

S\{k′},j}k′∈S\{j,k} to compute the unknown segments,

uk
S\{k},j = ZSj −

∑

k′∈S\{j,k}
uk′

S\{k′},j ∀j ∈ S\{k}. (19)

At the end, Worker k recovers rq distinct segments for the subset
S . Since there are

(
K−1
rq

)
such subsets per group q, Worker kwill

recover all of the required
∑Q

q=1

(
K−1
rq

)
rq segments. The steps

of this phase are presented in Algorithm 5.
Remark 4: Algorithm 1 defines our coding scheme for a

general graph, where the coded messages are created as shown
in (17) and (18). Our coding scheme is defined algorithmically,
and presents flexibility in choosing the order in which the nodes
are aggregated, as long as they are in the specified sets given in
(17) and (18). Hence, any order can be used for aggregation, as
long as the order is known at the decoder.

IV. EXPECTED COMMUNICATION LOAD ANALYSIS

FOR RANDOM GRAPHS

In this section, we analyze the expected communication load
of TACC for random graph structures.

A. General Theoretical Bounds

Introduced independently by Erdös-Rényi and Gilbert, ran-
dom graphs have proved to be a powerful tool for understanding
graph behavior and demonstrating the existence of various graph
properties [44], [45]. The classical Erdös-Rényi random graph
model considers a graph in which an edge between any two
vertices occurs with some fixed probability 0 ≤ p ≤ 1, inde-
pendently from other edges. As a result, every vertex has an
average degree equal to pN , which can be restrictive in modeling
real-world graphs.

Generalized random graphs extend the classical model to
describe a wider range of scenarios, by allowing the vertices to
take arbitrary degree distributions [21]–[23]. Specifically, edge
probabilities in these graphs are governed by vertex weights,
which can be deterministic [21], [22] or random [23]. The
average degree of each vertex is determined by its weight.
This in turn facilitates modeling graphs with irregular degree
distributions. Our focus is on the following class of generalized
random graphs.

Definition 3 (Generalized Random Graph): Define W
weights N ≥ λ1 ≥ . . . ≥ λW ≥ 0. Assign each vertex i ∈ V a
random weight Wi such that,

P (Wi = λw) =
1

W
for w ∈ [W ]. (20)

Then, draw an edge between each pair of vertices i and j with
probability WiWj

∑N
l=1 Wl

.

Accordingly, node i has an average degree of∑N
j=1

WiWj
∑N

l=1 Wl
=Wi, i.e., a fraction of 1

W nodes is expected

to have an average degree of λw for each w ∈ [W ]. A large
variety of graph structures can be realized through this model,
by creating different degree structures using W and {λj}j∈[W ].
A special case is the classical random graph model, which can
be obtained by setting W = 1 and λ1 = pN . In this case, every
vertex has a fixed weight (an average degree of λ1), and an edge
exists between any two vertices with probability λ1

N = p. We
next characterize the minimum expected communication load
for random graphs as a function of the storage load.

Definition 4: Given a storage load r, we define the minimum
expected communication load as,

L∗(r) = inf
M,R

EG[LG(M,R, r)] (21)

where the expectation is taken over all graph realizations.
L∗(r) identifies the trade-off between the storage load and

the expected communication load of the system. The optimal
storage-communication strategy that achieves L∗(r) is an open
problem in general. Hence, we elaborate on our design principles
through asymptotic bounds on (21).

We first present a lower bound on L∗(r) for a given storage
load.
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Fig. 3. Demonstration of the lower bounds µ1 and µ2 from Theorem 2 with
respect to the storage (computation) load for a generalized random graph.

Theorem 1: (Lower Bound) For any computation scheme
in which each worker stores rqN

WK nodes with average degree
(weight) λ

1+
(q−1)W

Q
, . . . , λ qW

Q
for q ∈ [Q],

L∗(r) ≥

N

KW

W∑

i=1

(
1−

Q∏

q=1

qW
Q∏

j=1+
(q−1)W

Q

(
1− λiλj

N
W

∑W
t=1 λt

) N
W (1−rq

K ))
.

(22)

Proof: The proof is provided in Appendix A. �
In the following, we show that the lower bound of (22)

decreases when more storage is allocated to high degree nodes
(compared to low degree nodes), while keeping the total storage
of each worker the same. In other words, it is better to repli-
cate more those nodes with higher degree, as proposed in our
topology-aware graph allocation, since it reduces the minimum
number of messages required by each worker.

Theorem 2: Consider any computation scheme in which each
worker stores rN

WK nodes with degree λi, where i ∈ [W ] (i.e., the
same allocation of redundancy is used for all nodes, regardless
of their degree). Let μ1 be the lower bound from (22) for this
setup. Next, consider another scheme where each worker stores
riN
WK nodes with degree λi, for some r1 ≥ . . . ≥ rW such that

r = 1
W

∑W
i=1 ri (i.e., high degree nodes are replicated more,

while keeping the total number of nodes stored at each worker
the same). Let μ2 be the lower bound from (22) for this second
case. Then, μ2 ≤ μ1.

Proof: Please see Appendix B. �
While Theorem 2 provides some support to our strategy

of linking replication to node degree, it is based on a lower
bound for L∗(r), which suggests that the exact conditions for
which irregular node allocation is strictly better are still an open
question. Fig. 3 provides an illustration of the lower bounds μ1

andμ2 from Theorem 2 with respect to the storage (computation)

load r for a generalized random graph withN = 1000 nodes, de-
gree parametersW = 5 and (λ1, . . . , λW ) = (200, 20, 10, 5, 1),
and K = 5 workers. For μ2, the storage load at each worker is
selected as follows,

r = (r1, . . . , r5) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1, 1, 1, 1, 1) for r = 1
(5, 2, 1, 1, 1) for r = 2
(5, 3, 3, 3, 1) for r = 3
(5, 4, 4, 4, 3) for r = 4
(5, 5, 5, 5, 5) for r = 5.

(23)

We observe in Fig. 3 that the lower bound for the communication
load of topology-aware coding is up to 48% lower than that of
topology-independent coding.

Remark 5: r is a system parameter to be determined by the
system designer, by taking into account the graph structure and
memory size of each worker. We have found in our experiments
that the following strategy, which is motivated by Theorem 2,
provides a good methodology for selecting r for graphs with
irregular degree structures. Initially, set r = (r1, . . . , rQ) =
(r, . . . , r) where r is determined by the memory size of the
workers, then gradually reduce the last term and increase the
first term by equal amounts, i.e., set rQ − κ and r1 + κ for some
κ ∈ N so that 1 ≤ rQ − κ and r1 + κ ≤ K.

Next, we provide an upper bound onL∗(r) for the generalized
random graph model by using TACC.

Theorem 3: (Upper Bound) For topology-aware coded graph
processing with aggregation, the communication load for the
generalized random graph model is bounded from above by,

L∗(r) ≤
Q∑

q=1

K

rqsq

(
K − 1

rq

)
⎛

⎜⎝ln(rq) +

W∑

m=1

N

WK

× ln

⎛

⎜⎝

qW
Q∏

l=1+
(q−1)W

Q

(
1− λmλl

N
W

∑W
t=1 λt

) N

W(Krq)

+ esq

⎛

⎜⎝1−

qW
Q∏

l=1+
(q−1)W

Q

(
1− λmλl

N
W

∑W
t=1 λt

) N

W(Krq)

⎞

⎟⎠

⎞

⎟⎠

⎞

⎟⎠ ,

(24)

for any s1, . . . , sQ > 0 and Q such that W
Q ∈ Z.

Proof: The proof is provided in Appendix C. �
We note that the two key aspects of TACC, namely topology-

aware subgraph allocation and coded aggregation can be applied
independently from one another. As such, one can obtain the
expected communication load specifically for the coded aggre-
gation setup by settingQ = 1 in Theorems 3 and 1. In particular,
by lettingQ = 1 and r1 = r, we obtain a topology-independent
subgraph allocation model where each node is replicated at an
equal number of workers, independent of its degree pattern. This
special case is related to the coded computing framework of [18],
the difference being the coded aggregation phase. Specifically,
we construct the coded messages over the aggregated interme-
diate values, instead of the intermediate values themselves as
in [18]. Formally, the upper and lower bounds on the expected
communication load for coded aggregation is given as follows.
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Corollary 1: For the generalized random graph model, the
communication load for coded aggregation satisfies,

L∗(r) ≤ K

rs

(
K − 1

r

)(
ln(r) +

W∑

m=1

N

WK

× ln

⎛

⎝
W∏

l=1

(
1− λmλl

N
W

∑W
t=1 λt

) N

W(Kr )

+ es

⎛

⎝1−
W∏

l=1

(
1− λmλl

N
W

∑W
t=1 λt

) N

W(Kr )

⎞

⎠

⎞

⎠

⎞

⎠

for any s > 0. (25)

Corollary 2: For any computation scheme in which each
worker stores rN

WK nodes with average degree (weight)
λ1, . . . , λW , the communication load satisfies,

L∗(r) ≥ N

KW

W∑

i=1

(
1−

W∏

j=1

(
1− λiλj

N
W

∑W
t=1 λt

) N
W (1− r

K ))
.

(26)

B. Erdös-Rényi Graph Model

We now specialize our bounds from Corollary 1 and 2 to
the Erdös-Rényi random graph with edge probability p, such
that each edge occurs with a fixed probability 0 < p < 1. By
setting W = 1 and λ1 = pN in (25), we obtain the following
upper bound for the Erdös-Rényi random graph with coded
aggregation,

L∗(r) ≤ min
s>0

K

rs

(
K − 1

r

)(
ln(r) +

N

K

× ln

(
(1− p)

N

(Kr ) + es
(
1− (1− p)

N

(Kr )

)))

(27)

≤ K

r

(
K − 1

r

)
+
N

r

(
K − 1

r

)

×

⎛

⎝ ln

(
r − (r − 1)(1− p)

N

(Kr )

)

ln r

⎞

⎠ (28)

where (28) follows from setting s = ln(r) in (27). As N →∞,

we observe that (1− p)
N

(Kr ) → 0 for any p > 0 and as a result,
(28) reduces to,

L∗(r) ≤ N

r

(
K − 1

r

)
. (29)

We next consider the lower bound from Corollary 2 for the
Erdös-Rényi random graph with edge probability p. By setting
W = 1 and λ1 = pN in (22), for this case we obtain,

L∗(r) ≥ N

K

(
1− (1− p)N(1− r

K )
)
. (30)

In the following, we compare the expected communication load
for an Erdös-Rényi random graph with edge probability p for the
three setups, namely, our coded aggregation strategy from (29),
the uncoded transmission strategy from [7], and coding without

aggregation from [18]. For the Erdös-Rényi graph, the expected
communication load for uncoded transmission from [7] is,

L∗uncoded(r) = N2p
(
1− r

K

)
(31)

which follows from the fact that each worker stores Nr
K nodes,

and needs to process the output values for N
K nodes. For each

node to be processed, an average number of p(N − Nr
K ) inter-

mediate values are needed from other workers, each intermediate
value corresponding to an edge between the node to be processed
by the worker and nodes mapped by the remaining workers.
As a result, a total number of K N

K p(N −
Nr
K ) = N2p(1− r

K )
messages are needed by all K workers. On the other hand, the
communication load for coded computing without aggregation
is, from [18],3

L∗no-agg(r) =
N2p

r

(
1− r

K

)
. (32)

When compared with (29), it can be observed that the communi-
cation load for both uncoded transmission and coded computing
without aggregation scales with respect to N2, whereas our
aggregation strategy reduces this to a factor ofN . Also, the com-
munication load for uncoded transmission and coded computing
without aggregation scales linearly with respect to p, hence
for dense graphs the communication load grows linearly with
respect to the edge probability. On the other hand, as N →∞,
the communication load for coded aggregation does not scale
with respect to the edge probability p. Therefore, the benefits of
aggregation becomes more significant as the graph size becomes
larger and the graph connectivity becomes denser, making coded
aggregation a viable setup for large-scale graph processing.

C. Stochastic Block Model

We next specialize our bound to the K-block stochastic block
model. To do so, we consider a graph ofN nodes that consists of
K equal-sized clusters where the probability of an edge between
any two nodes is 0 < p < 1 if the nodes belong to the same
cluster and 0 < q < 1 if the nodes belong to different clusters,
where q < p. We initially partition the graph across K workers
such that each worker is assigned to a distinct block, then apply
our coded aggregation technique.

For this graph model, the expected degree is the same for
all nodes, since a node is connected to each node within the
same cluster with probability p and each node from different
clusters with probability q, and the cluster sizes are equal. Due
to this homogeneity in the degree structures of the nodes, we use
a single group in our algorithm by selecting Q = 1. Then, the
computation load for the K-block stochastic block model can be
bounded by,

L∗(r)

≤ K

r

(
K−1
r

)
+
N

r

(
K−1
r

)(
ln

(
r−(r−1)(1−q)

N

(Kr )
)

ln r

)

(33)

3We note that [18] reports the normalized communication load where (32) is
divided by N2.
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where the proof follows along the lines of Appendix C by
settingQ = 1 and calculating the expectation by using the given
initial partitioning strategy and edge probabilities. Note that the
difference between (33) and the Erdös-Rényi bound from (28)
is that the communication load for the K-block stochastic block
model depends on the inter-cluster edge probability q.

On the other hand, the communication load for the K-block
stochastic block model with uncoded transmission is,

L∗uncoded(r) = N2q
(
1− r

K

)
. (34)

Lastly, we consider the communication load for coding without
aggregation from [18]. We first note that the stochastic block
model considered in [18] is a 2-block stochastic model, as
opposed to the K-block stochastic model considered in this work.
For the 2-block stochastic model with equal sized blocks, the
communication load from [18] is given by,

L∗no-agg(r) =
N2(p+ q)

2r

(
1− r

K

)
, (35)

where the dependency of the bound on p is due to the fact
that in the node allocation strategy employed by [18], part of
the nodes allocated to each worker comes from the first block
and the remaining part comes from the second block. Hence, a
worker may require information about a given node both from
the neighbors within the same block as well as neighbors from
different blocks.

By comparing (33) with (34) and (35), we observe that for the
stochastic block model, the communication load for coding with
aggregation from (33) scales linearly with respect to the number
of nodes N whereas for the two baselines from (34) and (35)
this scaling is quadratic, i.e., with respect to N2. Moreover, as
observed from (33), for our coding with aggregation strategy, the
dependency of the communication load on the edge probabilities
decreases as N →∞.

D. Random Bipartite Graph Model

Finally, we specialize our bound to the random bipartite graph
model. To do so, we consider a bipartite graph with N nodes
consisting of two sets of nodes of size N

2 . The probability that
an edge exists between two nodes belonging to different sets is
0 < p < 1, whereas no edge exists between the nodes belonging
to the same set.

In this setup, for the initial partitioning of the nodes to the
workers, we adopt the following strategy. We divide each set
into K parts, and assign each worker a distinct part from each
set. As a result, each worker will receive a total number of
N
K nodes, N

2K nodes from the first set and N
2K nodes from

the second set. The intuition behind this strategy is that in
a random bipartite graph, edges only occur across the nodes
belonging to different sets. Therefore, storing nodes that belong
to different sets at the local memory of the workers will reduce
the number of edges across the workers, compared to storing
nodes from a single set. Then, we apply our coded aggregation
strategy.

Note that in this setup also, the expected degree is the same
for every node, therefore, the degree structure is homogeneous
across the nodes. Accordingly, we again use a single group in
our algorithm by selecting Q = 1. Then, the expected commu-
nication load for the random bipartite graph model with coded
aggregation can be bounded as,

L∗(r)

≤ K

r

(
K−1
r

)
+
N

r

(
K−1
r

)(
ln

(
r − (r − 1)(1− p)

N

2(Kr )
)

ln r

)

(36)

where the proof again follows along the lines of Appendix C by
setting Q = 1 and using the given graph allocation strategy and
edge probability.

In contrast, the expected communication load for the random
bipartite graph model by using uncoded transmission from [7]
is,

L∗uncoded(r) =
N2

2
p
(
1− r

K

)
, (37)

whereas the expected communication load by using coding
without aggregation from [18] is,

L∗no-agg(r) =
N2p

2r

(
1− 2r

K

)
. (38)

By comparing (36) with (37) and (38), we observe that for the
random bipartite graph also, the communication load for coding
with aggregation scales linearly with respect to the number of
nodes N , whereas for the two benchmarks from (37) and (38),
this scaling is quadratic. Moreover, asN →∞, the dependency
of the communication load to the edge probability decreases,
but with a slower rate than the Erdös-Rényi graph. The intuition
behind this is that, as N grows, the probability that a node is
connected to at least one other node grows at a faster rate in an
Erdös-Rényi graph than a random bipartite graph with the same
parameter p. In the former, each node can be connected to any
of the N − 1 other nodes with the same probability, whereas in
the latter, each node can be connected to N

2 other nodes. Due
to aggregation, our communication load depends on whether or
not a node has neighbors belonging to a different worker, rather
than the number of neighbors. In the Erdös-Rényi graph, this
information converges more quickly as N grows, since overall
each node will have a higher probability of being connected,
than the random bipartite graph.

E. Numerical Evaluations

In the remainder of this section, we illustrate the
communication-computation trade-off of our coded graph pro-
cessing framework for various random graph structures.

1) Erdös-Rényi Graphs: Initially, we investigate the benefits
of aggregation in reducing the communication load, by setting
Q = 1 and considering an Erdös-Rényi graph with edge prob-
ability p. Then, we compare the communication load for coded
aggregation from (29) with uncoded transmission from (31) and
coded computing without aggregation from (32). Fig. 4a and 4b
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Fig. 4. Communication-computation trade-off for Erdös-Rényi graph with
(a) p = 0.01, (b) p = 0.1, respectively.

show the communication load for an Erdös-Rényi graph with
N = 1000 nodes and K = 5 workers. Fig. 4a compares the
communication load when p = 0.01, with an average degree
of 10 for each node. Fig. 4b compares the communication load
when p = 0.1, with an average degree of 100 for each node.

Fig. 4a and 4b show that aggregation can have a great impact
in reducing the communication load, moreover, the benefits of
aggregation increases as the graph becomes denser. In particular,
we observe from Fig. 4b that even when the storage load is 1,
which represents the case when there is no overlap between the
subgraphs stored at different workers, aggregation itself reduces
the communication load by 95% compared to the other schemes.
When the storage load is increased to 4, coded aggregation
reduces the communication load by 96% with respect to coding
without aggregation, and 99%with respect to uncoded transmis-
sion.

2) Barabási-Albert Graphs: We next demonstrate the ben-
efits of topology-aware coded computing, by considering a
Barabási-Albert random graph. Unlike the Erdös-Rényi random
graph where the average degree of each node is equal, real-world
networks often exhibit highly asymmetric degree structures.

Fig. 5. Communication-computation trade-off for the Barabási-Albert graph.

The degree distribution of many real-world graphs, such as the
World Wide Web, follow a power-law, in which the fraction of
nodes in the graph with degree k scales with respect to k−γ for
some parameter γ. These graphs are also known as scale-free
networks.

Barabási-Albert graph is a random graph proposed to model
the behavior of such scale-free networks [46]. To do so, it starts
with m seed nodes, and iteratively adds a new node and k links
from the new node to the existing nodes, where the probability
that the new node will connect to an existing node is proportional
to the existing node’s degree. Therefore, higher degree nodes
are more likely to link to new nodes, which is also known as
the preferential attachment model. In our setup, we consider a
Barabási-Albert graph with N = 1000 nodes and m = k = 2.

We consider a distributed system with K = 5 workers, and
simulate the following three scenarios. The first one is coded
computing without aggregation from [18]. The second one is
topology-independent coded aggregation, obtained by setting
Q = 1. The third scenario is topology-aware coded computing
with aggregation, where we let Q = 5. We then compare the
communication load for the three setups, by keeping the memory
size of each worker the same, that is, each worker can store the
same number of nodes in all three scenarios. To do so, we denote
storage load for the first two scenarios as r ∈ [K], and select the
storage load r = (r1, . . . , rQ) for the third scenario as in (23)
so that (14) is satisfied. As a result, the average storage load is
the same for all three scenarios.

Fig. 5 shows the communication-computation trade-off for
the three setups. As expected, for r = 1, i.e., when there is
no overlap between the subgraphs stored at different work-
ers, performance of topology-independent and topology-aware
coded aggregation schemes are the same, and both are better
than coding without aggregation by 36%. In this case, the
communication load for topology-independent coding without
aggregation is very large compared to the remaining two se-
tups. As we increase the storage load, topology-aware coding
consistently outperforms the topology-independent setup. For
r = 4, topology-aware coding provides up to 44% improvement
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Fig. 6. Communication-computation trade-off for generalized random graph.

over topology-independent coding with aggregation, whereas
the gain of topology-independent coding with aggregation over
topology-independent coding without aggregation is 47%. As
such, topology-aware coding with aggregation leads up to
70% improvement over topology-independent coding without
aggregation. Finally, coding with aggregation consistently out-
performs coding without aggregation.

3) Generalized Random Graphs: Lastly, we investigate the
performance of topology-aware coded computing on a gen-
eralized random graph. To do so, we consider a graph with
N = 10000 nodes. For the node weights, we let W = 10,

(λ1, . . . , λW ) = (100, 4, 4, 4, 4, 2, 2, 2, 2, 1), (39)

and assign a weight to each node uniformly at random as indi-
cated in (20). Edges are constructed according to Definition 3.
Accordingly, we expect10%of the nodes to have a degree of 100,
40% of the nodes to have a degree of 4, 40% to have a degree
of 2, and 10% to have a degree of 1. As such, the generated
graph has a highly irregular degree structure. We consider a
distributed system with K = 5 workers and simulate the three
scenarios described in Section IV-2. For the topology-aware
coded aggregation scenario, we choose the same parameters
from (23).

Fig. 6 demonstrates the communication load for the three se-
tups versus storage load. When r = 1, performance of topology-
independent and topology-aware coded aggregation schemes are
equal, and better than the coding scheme without aggregation
by 81%. As storage load is increased, topology-aware coding
consistently outperforms the topology-independent scenario,
leading to up to 61% improvement when r = 4. Compared to
coding without aggregation, both setups consistently perform
better, where topology-aware coded aggregation leads up to
a 96% improvement when r = 4. Lastly, we show that there
exists scenarios for which topology-aware subgraph allocation
is strictly better than one that does not take into account the
graph topology.

Corollary 3: Coded graph processing with topology-aware
graph allocation (Q > 1) can strictly outperform coding with
topology-independent graph allocation (Q = 1).

Proof: We prove this result by demonstrating a scenario for
which the lower bound for the topology-independent subgraph
allocation (Q = 1) is strictly greater than the upper bound for a
degree-aware subgraph allocation (Q > 1). To do so, we again
consider the generalized random graph with N = 10000 nodes
with weights assigned randomly from (39). We first consider a
scenario with Q = 1 and r = 4. For this scenario, the lower
bound from (26) on the communication load indicates that
L∗(r) ≥ 913. Next, we consider a scenario with Q = 5 and
r = (5, 4, 4, 4, 3). For this scenario, we have from (24) the fol-
lowing upper bound on the communication load L̃∗(r) ≤ 865.
Lastly, from (14), we have that the average storage load is
equal (r = 1

5

∑5
j=1 rj = 4) for both scenarios. Therefore, the

topology-aware coding strategy (Q = 5) is strictly better than
the topology-independent coding strategy (Q = 1). �

V. PERFORMANCE ON REAL-WORLD NETWORKS

This section demonstrates the performance of our coded graph
processing framework on various real-world systems.

Google Web Graph Implementation: We first investigate the
performance of the topology-aware coded computing frame-
work (TACC) on a real-world scale-free network, and demon-
strate the effectiveness of topology-aware coded computing over
the topology-independent frameworks. An important real-world
example of a scale-free network is a web graph, which represents
the connectivity structure between webpages in the World Wide
Web. In this graph, nodes represent webpages and edges denote
the hyperlinks between webpages. Web graphs are utilized for
various graph computations such as the PageRank algorithm
for determining the ranking of webpages in web search. In our
evaluations, we consider the web graph released by Google as
part of a programming contest in 2002, which is available in [24].
The graph has 875,713 nodes and 5,105,039 directed edges.
Average node degree is 5.57, hence the graph is relatively sparse.

For the initial partitioning of the graph in order to create
the sets R = (R1, . . . ,RK), we utilize the METIS graph par-
titioning tool from [15], [42]. The motivation behind using a
structured graph partitioning tool instead of random partitioning
is to reduce the initial cut size, i.e., the number of edges whose
endpoints are stored at different workers, and obtain a smaller
boundary than random partitioning. Next, we consider the three
scenarios from Section IV-3 corresponding to: coding with-
out aggregation, topology-independent coding with aggregation
(Q = 1), and topology-aware coding with aggregation (Q = 5).
For the last scenario, the storage load is defined as in (23).

We provide the comparison of the communication load for
the three schemes in Fig. 7. As observed from Fig. 7a, aggre-
gation can lead to an improvement of 57% over the coding
strategy without aggregation, whereas topology-aware coding
with aggregation can lead up to an 82% improvement. Hence,
aggregation can be very useful in reducing the communication
cost for sparse graphs with irregular degree structures, which
complements our results from Section IV-1. In Fig. 7b, we
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Fig. 7. Demonstrating the gain of the topology-aware coded computing
(TACC) algorithm over (i) topology-independent coding with aggregation and
(ii) coding without aggregation, in reducing the communication load for running
PageRank on the Google web graph dataset consisting of 875,713 nodes and
5,105,039 edges.

compare the communication load for topology-independent and
topology-aware coding schemes, both with aggregation, and find
that topology-aware subgraph allocation can lead up to 57%
improvement over the topology-independent setup.

Amazon EC2 Cloud Implementation: We next consider a
distributed implementation of the PageRank algorithm from
Section 1 on the Amazon EC2 cloud computing platform. A
distributed system with 12 workers is constructed using the
StarCluster open source cluster-computing toolkit [47]. Com-
munication between the workers is implemented by using the
MPI4Pymessage passing interface on Python [48]. All work-
ers are initialized using the instance type m4.large and with a
maximum bandwidth of 100 Mbps.

An important feature of cloud environments is that network
conditions can become highly variable, on which the user has
no control. In fact, cloud network architectures allow jobs from

TABLE I
BREAKDOWN OF THE TOTAL EXECUTION TIME FOR PAGERANK

IMPLEMENTATION ON THE AMAZON EC2 CLOUD

many users to share the same resources, such as compute ma-
chines and network traffic. One implication of this on our coding
framework is that we have no control over the scheduling of
the coded multicast instances, as well as the overhead that is
brought by creating them. This could have a significant impact
on the shuffle time of our coded computing scheme, since our
coded aggregation scheme requires

(
K
r+1

)
multicast groups to be

created for a storage load of r. As a result, even though the total
number of messages that is transmitted between the workers is
reduced when r is increased, the cost associated with creating
more multicast instances may in turn negate the gain obtained
from reduced communication load. To address this, we adopt
in our cloud experiments the task allocation scheme proposed
in [49], which aims at reducing the number of communication
instances that needs to be created in the coded multicasting setup.
In particular, this setup requires qr−1(q − 1) multicast groups
instead of

(
K
r+1

)
, where q = K

r .
We then implement our coded aggregation framework on

an Erdös-Rényi random graph with N = 207,360 nodes and
edge probability p = 0.0001, with an average node degree of
20.7, and computation load r = 4. Since the degree structure
of an Erdös-Rényi graph is uniform across all nodes, it has a
regular graph topology, hence we consider a single group by
settingQ = 1 in our algorithm. Table I demonstrates the overall
execution time of our algorithm (TACC) as well as the time spent
in individual map, shuffle, reduce phases, compared to uncoded
transmission [7] and coded transmission without aggregation
([Prakash’18]) from [18]. It can be observed from Table I that
TACC decreases the overall execution time by 46% compared to
uncoded transmission and 41% compared to coded transmission
without aggregation.

Finally, we note that iterative algorithms have an additional
cost of communicating back the updated values of processed
nodes, i.e., R, back to the workers who are responsible for
mapping them. In our framework, this is done via multicasting
the nodes that are reduced by each worker to the corresponding
r workers who need the updated values for the next round. In
Table I, this additional time cost is included in the reduce time.
As also observed in our experiments, this cost is typically smaller
than the communication cost during the shuffle phase, as long
as r is relatively small compared to the total number of workers
K and the average node degree.

VI. CONCLUSION

We have proposed a topology-aware coding framework
(TACC) to address the communication bottleneck in distributed
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graph processing. TACC leverages the graph topology for stor-
age allocation, in that higher degree nodes are stored at a larger
fraction of workers. It then creates redundancy between the
parts of the graph allocated to different workers and aggregates
the intermediate computations to enable coded multicasting
opportunities. We analyze the performance gain of TACC both
theoretically and experimentally. Our results demonstrate that
TACC can achieve a significant speedup over the existing graph
processing frameworks.

This work is an initial step towards taking into account the
graph topology in coded computing, but the optimal solution
for the general problem is still open as the solution space is
highly complex. For instance, while creating redundant storage
for nodes assigned to one worker, say Worker 1, we partition
its assigned nodes into batches and make each batch redundant
by assigning it also to other workers. Then, the assignment of
a specific batch can be made by taking into account how well
connected nodes in the batch are to the nodes already assigned
to workers to which this batch will be assigned. For instance, if
for a given batch we have a choice of assigning it to Worker 2
or Worker 3, then, we would assign the batch to Worker 2 if the
nodes already stored at Worker 2 are more tightly connected to
the nodes in the batch, than the nodes stored at Worker 3, and
vice versa. This could in turn reduce the communication load
further. We plan to investigate this direction in our future work.

APPENDIX A
PROOF OF THEOREM 3

Consider the expected number of messages that needs to be
sent to worker k from the other workers. Since Worker k knows
the nodes in subgraph Mk and processes the outputs for the
nodes in Rk, from (20), as N →∞, we expect |Rk |

W = N
KW

nodes in Rk to admit a weight λi for i ∈ [K]. Next, we define
the following random variable,

Av =

{
1 if ∃(u, v) ∈ E , u ∈ V\Mk

0 otherwise
(40)

for each node v ∈ Rk. That is, Av = 1 if there exists an edge
from a node not mapped by Worker k to node v ∈ Rk. Hence,
Worker k needs to receive at least

∑
v∈Rk

Av distinct messages
from the remaining workers. Otherwise, Worker k will not be
able to distinguish the messages aimed for some of the nodes in
v ∈ Rk and will not be able to process them.

The total number of messages sent from all workers is at least
as large as the number of messages that needs to be sent from
[K]\{k} to Worker k. Therefore,

L∗(r)

≥ E[
∑

v∈Rk

Av] (41)

=
∑

v∈Rk

W∑

i=1

1

W
E[Av|wv = λi] (42)

=
∑

v∈Rk

W∑

i=1

1

W
P (Av = 1|wv = λi) (43)

=
∑

v∈Rk

W∑

i=1

1

W
(1− P (Av = 0|wv = λi)) (44)

=
∑

v∈Rk

W∑

i=1

1

W

(
1−

∏

u∈V\Mk

P ((u, v) /∈ E|wv = λi)

)
(45)

≥ N

KW

W∑

i=1

(
1−

Q∏

q=1

qW
Q∏

j=1+
(q−1)W

Q

×
(
1− λiλj

N
W

∑W
t=1 λt

) N
W (1− rq

K ))
(46)

where (46) is from the fact that, as N →∞, each worker stores
Nrq
WK nodes with weight λ

1+
(q−1)W

Q
, . . . , λ qW

Q
, whereas the total

number of nodes with weight λj , j ∈ [W ], is N
W .

APPENDIX B

For the first scenario, we obtain from (22) that,

μ1 =
N

KW

W∑

i=1

(
1−

W∏

j=1

(
1− λiλj

N
W

∑W
t=1 λt

) N
W (1− r

K ) )

=
N

K
− N

KW

W∑

i=1

∏W
j=1

(
1− λiλj

N
W

∑W
t=1 λt

) N
W

∏W
j=1

(
1− λiλj

N
W

∑W
t=1 λt

) Nr
WK

(47)

by setting Q =W in (22). Similarly, for the second scenario,
we use (22) to find that,

μ2 =
N

K
− N

KW

W∑

i=1

∏W
j=1

(
1− λiλj

N
W

∑W
t=1 λt

) N
W

∏W
j=1

(
1− λiλj

N
W

∑W
t=1 λt

)Nrj
WK

. (48)

From the denominator of (47), we then find that,

W∏

j=1

(
1− λiλj

N
W

∑W
t=1 λt

) Nr
WK

=

W∏

j=1

(
1− λiλj

N
W

∑W
t=1 λt

) N
WK ( 1

W

∑W
k=1 rk)

=

(
1− λiλ1

N
W

∑W
t=1 λt

) N
WK .

r1
W

. . .

(
1− λiλ1

N
W

∑W
t=1 λt

) N
WK .

rW
W

. . .

(
1− λiλW

N
W

∑W
t=1 λt

) N
WK .

r1
W

. . .

(
1− λiλW

N
W

∑W
t=1 λt

) N
WK .

rW
W

≥
(
1− λiλ1

N
W

∑W
t=1 λt

) N
WK .

r1
W

. . .

(
1− λiλW

N
W

∑W
t=1 λt

) N
WK .

rW
W
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. . .

(
1− λiλ1

N
W

∑W
t=1 λt

) N
WK .

r1
W

. . .

(
1− λiλW

N
W

∑W
t=1 λt

) N
WK .

rW
W

(49)

=

W∏

j=1

(
1− λiλj

N
W

∑W
t=1 λt

)Nrj
WK

(50)

Equation (49) follows from the fact that,

(
1− λiλj

N
W

∑W
t=1 λt

) N
WK .

rk
W

(
1− λiλk

N
W

∑W
t=1 λt

) N
WK .

rj
W

≥
(
1− λiλj

N
W

∑W
t=1 λt

) N
WK .

rj
W

(
1− λiλk

N
W

∑W
t=1 λt

) N
WK .

rk
W

(51)

for any k, j ∈ [W ], k �= j. To observe this, without loss of
generality, assume that k ≤ j and let βj � λiλj

N
W

∑W
t=1 λt

and βk �
λiλk

N
W

∑W
t=1 λt

. By definition, βk ≥ βj and rk ≥ rj , hence,

(1− βj)
N

WK .
rk
W (1− βk)

N
WK .

rj
W

= (1− βj)
N

WK .
rj
W (1− βk)

N
WK .

rk
W

(
1− βj
1− βk

) N
WK .

(rk−rj)
W

(52)

≥ (1− βj)
N

WK .
rj
W (1− βk)

N
WK .

rk
W . (53)

Equation (50) is equal to the denominator of (48). Since the
remaining terms are equal in both (47) and (48), it then follows
from (50) that μ1 ≥ μ2.

APPENDIX C
PROOF OF THEOREM 3

We prove this result by analyzing the expected communica-
tion load of the achievable scheme from Section III for gen-
eralized random graphs. We first note that coded multicasting
is performed within each group q ∈ [Q] independently. Within
group q, Worker k ∈ [K] is a member of

(
K−1
rq

)
subsets of size

rq + 1, and multicasts a coded message for each one of them.
Due to the symmetry in subgraph allocation, coding scheme,
and the weight assignment for the random graph, the expected
number of messages sent from each worker is equal. Then, one
can find the expected communication load of the distributed
system to be,

Q∑

q=1

K

(
K − 1

rq

)
E[Lq], (54)

whereE[Lq] is the expected communication load of each worker
for group q. In the following, we boundE[Lq] asN →∞. Con-
sider a group q ∈ [Q]. LetS ⊆ [K] be a subset of workers of size
rq + 1. Without loss of generality, let these rq + 1 workers be
S = {1, 2, . . . , rq, rq + 1}. Consider the coded message formed

by Worker rq + 1. Define a binary random variable Ykj ,

Ykj =

{
1 if ∃(i, j) ∈ E where i ∈Mq

S\{k}
0 otherwise

(55)

for j ∈ Rk and k ∈ [rq], where Mq
S\{k} =

⋂
k′∈S\{k}M

q
k′ .

Then, the number of aggregated messages to be sent by Worker
rq + 1 and needed by Worker k ∈ [rq] is,

Yk =
1

rq

∑

j∈Rk

Ykj . (56)

From the subgraph allocation phase in Algorithm 1, we observe
that Rk ∩Mq

S\{k} = ∅, hence the nodes reduced by Worker k
(nodes for which Worker k computes the output values for)
are disjoint from the nodes mapped exclusively by the subset
of workers S\{k}. Then, given the node weights, the edges
between the map nodes inMq

S\{k} and reduce nodes in Rk are
independent. Thus, random variables Ykj are independent for all
j ∈ Rk when conditioned on node weightsW1, . . . ,WN . From
(56), the total number of messages multicasted from Worker
rq + 1 to workers in [rq] is,

Lq = max
k=1,...,rq

Yk. (57)

Our asymptotic analysis utilizes the notion of strong typicality
from information theory.

Definition 5 (Strong Typicality, [50]): Consider the sequence
of random variables (W1, . . . ,WN ) drawn i.i.d from the dis-
tribution in (20). Furthermore, let w = (w1, . . . , wN ) denote a
realization of (W1, . . . ,WN ). Define T N

ε as the set of sequences
w that satisfy,

W∑

t=1

∣∣∣∣
|{i : wi = λt}|

N
− p(λt)

∣∣∣∣ < ε (58)

where |{i : wi = λt}| is the number of occurrences of λt in
w. Then, T N

ε is called a strongly typical set, and sequences
w that satisfy (58) are called strongly ε-typical sequences.
From the Law of Large Numbers and strong AEP (Asymptotic
Equipartition Property), it follows that,

P{(W1, . . . ,WN ) ∈ T N
ε } > 1− ε (59)

as N →∞ and ε→ 0.
Then, for a given sq > 0, we can bound the expected com-

munication load of Worker rq + 1 as:

esqrqE[Lq] (60)

≤ E[esqrqLq ] (61)

= E[esqrq maxk=1,...,rq Yk ] (62)

≤ E
[ rq∑

k=1

esqrqYk

]
(63)

=

rq∑

k=1

E
[
esq

∑
j∈Rk

Ykj

]
(64)

=

rq∑

k=1

E

[ ∏

j∈Rk

esqYkj

]
(65)
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=

rq∑

k=1

E

[
E

[ ∏

j∈Rk

esqYkj |W1, . . . ,WN

]]
(66)

=

rq∑

k=1

E

[ ∏

j∈Rk

E[esqYkj |W1, . . . ,WN ]
]

(67)

=

rq∑

k=1

E

[ ∏

j∈Rk

(P (Ykj = 0|W1, . . . ,WN )

+ esqP (Ykj = 1|W1, . . . ,WN ))

]
(68)

=

rq∑

k=1

E

⎡

⎣
∏

j∈Rk

⎛

⎝
∏

i∈Mq
S\{k}

(
1− WiWj∑N

t=1Wt

)

+ esq

⎛

⎝ 1−
∏

i∈Mq
S\{k}

(
1− WiWj∑N

t=1Wt

)⎞

⎠

⎞

⎠

⎤

⎦ (69)

=

rq∑

k=1

∑

w∈T N
ε

p(w)× E

⎡

⎣
∏

j∈Rk

⎛

⎝
∏

i∈Mq
S\{k}

(
1− wiwj∑N

t=1 wt

)

+ esq

⎛

⎝ 1−
∏

i∈Mq
S\{k}

(
1− wiwj∑N

t=1 wt

)⎞

⎠

⎞

⎠

⎤

⎦

+

rq∑

k=1

∑

w/∈T N
ε

p(w)× E

⎡

⎣
∏

j∈Rk

⎛

⎝
∏

i∈Mq
S\{k}

(
1− wiwj∑N

t=1 wt

)

+ esq

⎛

⎝ 1−
∏

i∈Mq
S\{k}

(
1− wiwj∑N

t=1 wt

)⎞

⎠

⎞

⎠

⎤

⎦ (70)

<

rq∑

k=1

∑

w∈T N
ε

p(w)× E

⎡

⎣
∏

j∈Rk

⎛

⎝
∏

i∈Mq
S\{k}

(
1− wiwj∑N

t=1 wt

)

+ esq

⎛

⎝ 1−
∏

i∈Mq
S\{k}

(
1− wiwj∑N

t=1 wt

)⎞

⎠

⎞

⎠

⎤

⎦

+ ε rq max
w/∈T N

ε

E

⎡

⎣
∏

j∈Rk

⎛
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(
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=

rq∑

k=1

∑

w∈T N
ε

p(w)× E

⎡

⎣
∏

j∈Rk

⎛

⎝
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(
1− wiwj∑N
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⎛

⎝ 1−
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(
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)⎞

⎠

⎞

⎠

⎤

⎦ (72)

as N →∞ and ε→ 0. Equation (61) follows from Jensen’s
inequality, (66) is from the law of iterated expectation; the outer
expectation defined over the node weights and random subgraph
partitioning whereas the inner expectation is defined over the
edge probabilities. Equation (67) holds since random variables

Ykj are independent when conditioned on the node weights,
equation (69) follows from (55) and Definition 3. Equation
(70) follows from the law of iterated expectation, in which the
inner expectation is defined over the random subgraph partitions,
where each worker is assigned to N

K nodes uniformly at random.
Next, we define,

nRk
w (m) = |{j ∈ Rk : wj = λm}|, m ∈ [W ], (73)

n
Mq
S\{k}

w (m) = |{j ∈Mq
S\{k} : wj = λm}|, m ∈ [W ], (74)

as the number of occurrences of weight λm in Rk, and in
Mq
S\{k}, respectively. It then follows from (72)–(74) that,

rq∑
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=
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(78)

where (76) is due to the random weight assignment for the
generalized random graph described in (20) and the typicality
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argument from (59), asN →∞, out of N nodes in the graph, a
fraction of 1

W nodes have weight λm, m ∈ [W ]. During the
subgraph allocation phase, Worker k is assigned to |Rk| =
N
K nodes. From the random partitioning setup described in
Section III, N

WK nodes withinRk will have weight (and average
degree) λm. The nodes in Rk are sorted according to their
degrees and divided into Q groups, in which group q has N

QK

nodes. As W
Q ∈ Z, group q consists of the nodes with degree λl

for l = 1 + (q−1)W
Q , . . . , qWQ .

For each worker, the N
QK nodes in group q are divided

randomly into
(
K−1
rq−1

)
parts where each part is stored at a dis-

tinct subset of rq − 1 other workers. Accordingly, each part
has 1

(K−1
rq−1)

N
W
Q QK

= 1

(K−1
rq−1)

N
WK nodes with degree λl for l =

1 + (q−1)W
Q , . . . , qWQ . As a result, each subset of rq workers will

exclusively store rq

(K−1
rq−1)

N
WK = N

W(K
rq)

nodes with degree λl, l =

1 + (q−1)W
Q , . . . , qWQ . Lastly, (76) holds since

∑
w∈T N

ε
p(w)→

1 as N, ε→∞ from (59). By combining (60) with (78) and
taking the logarithm of both sides,

E[Lq] ≤
1

sqrq

(
ln(rq) +

W∑

m=1

N

WK

ln

⎛

⎜⎝

qW
Q∏

l=1+
(q−1)W

Q

(
1− λmλl

N
W

∑W
t=1 λt

) N

W(Krq)

+ esq

⎛

⎜⎝1−

qW
Q∏

l=1+
(q−1)W

Q

(
1− λmλl

N
W

∑W
t=1 λt

) N

W(Krq)

⎞

⎟⎠

⎞

⎟⎠

⎞

⎟⎠ ,

which, along with (54), leads to (24).
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