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Abstract
Nonlocal operators that have appeared in a variety of physical models satisfy identities and
enjoy a range of properties similar to their classical counterparts. In this paper, we obtain
Helmholtz-Hodge type decompositions for two-point vector fields in three components that
have zero nonlocal curls, zero nonlocal divergence, and a third component which is (non-
locally) curl-free and divergence-free. The results obtained incorporate different nonlocal
boundary conditions, thus being applicable in a variety of settings.

Keywords Nonlocal operators · Nonlocal calculus · Helmholtz-Hodge decompositions

Mathematics Subject Classification (2010) 35R09 · 45A05 · 45P05 · 35J05 · 74B99

1 Introduction andMotivation

Important applications in diffusion, elasticity, fracture propagation, image processing, sub-
surface transport, and molecular dynamics have benefited from the introduction of nonlocal
models. Phenomena, materials, and behaviors that are discontinuous in nature have been
ideal candidates for the introduction of this framework which allows solutions with no
smoothness, or even continuity properties. This advantage is counterbalanced by the facts
that the theory of nonlocal calculus is still being developed and that the numerical solution
of these problems can be prohibitively expensive.

In [10], the authors introduce a nonlocal framework with divergence, gradient, and curl
versions of nonlocal operators for which they identify duality relationships via L2 inner

This project was developed during the week-long workshop Women in Mathematics of Materials held
at University of Michigan in May 2018 with support from the Michigan Center for Applied and
Interdisciplinary Mathematics, James Madison University, and the Association for Women in
Mathematics.

� Marta D’Elia
mdelia@sandia.gov

Extended author information available on the last page of the article.

Author's personal copy

http://crossmark.crossref.org/dialog/?doi=10.1007/s42102-020-00035-w&domain=pdf
mailto: mdelia@sandia.gov


Journal of Peridynamics and Nonlocal Modeling

product topology. Integration by parts and nonlocal Poincaré inequality are some of the par-
tial differential equation (PDE)-based techniques that play an important role in the study
of nonlocal operators. In this work, we continue to explore the structure of nonlocal opera-
tors and take additional steps toward building a rigorous framework for nonlocal calculus,
by obtaining Helmholtz-Hodge type decompositions for nonlocal functions. In particular,
we show that functions with two independent arguments (labeled two-point functions) can
be decomposed into three components: a curl-free component, a divergence-free compo-
nent, and a component which is both, curl and divergence free. All operators involved in
this decomposition are nonlocal. Under suitable boundary conditions, the components are
unique in appropriate spaces.

Helmholtz-Hodge decompositions play an important role in many areas; see [4] for a
review of applications and recent literature. In the classical (differential) framework, the
Helmholtz decomposition theorem states that every vector field on R

3 can be decomposed
into divergence-free and curl-free components. A Helmholtz-Hodge (or simply, Hodge)
decomposition usually refers to a three-term decomposition on bounded domains, in which
the vector flow will be the unique sum of divergence-free, curl-free, and a harmonic com-
ponent assuming that the components satisfy appropriate boundary conditions. These three
components would correspond, in the framework of continuum mechanics, to a decompo-
sition of a motion into a rotational component represented by the curl of a function (thus,
divergence free), an expansion or contraction which is the gradient of a potential (hence,
curl free), and a translation component (which is both divergence and curl free). These com-
ponents can be determined from the original vector field, on the entire space, or on bounded
domains, subject to boundary conditions or other constraints.

These decompositions have numerous applications that extend to many fields outside
continuum mechanics. Indeed, as the decompositions rely on duality properties of the
operators, counterparts of Helmholtz-Hodge decompositions have been obtained in other
frameworks. For example, in graph theory, there are discrete versions of the curl and diver-
gence operators, so decompositions along the kernels of these operators have been obtained
[5]. Thus, nonlocal decompositions could be seen as extensions of discrete counterparts,
as well as with classical decompositions (Section 3.3). These connections mirror existing
results that show that the nonlocal theory of peridynamics is an upscaling of molecular
dynamics [24]. In many instances, results from the classical theory can be seen as particular
cases of the nonlocal theory where interaction kernels are taken as derivatives of distribu-
tions [10]; in the samemanner, fractional differential operators are also instances of nonlocal
operators for certain kernel functions [6, 7]. Thus, one may envision the nonlocal realm
as a bridge between classical (differential), discrete (molecular dynamics), and fractional
(anomalous diffusion) frameworks. Moreover, a key advantage of the nonlocal calculus is
its flexibility in modeling, as the operators have the ability to capture different physical
features, depending on the choice of the interaction kernel that may be space (even time)
dependent, symmetric, integrable, or singular, etc. By obtaining Helmholtz-Hodge decom-
positions corresponding to different kernels, we gain flexibility in applications where one
may want to choose operators that depend on material or phenomenon characteristics.

In [20], the authors obtain a nonlocal Helmholtz-Hodge decomposition for vector fields
that are one-point functions using one-point nonlocal gradients and curls, thus aligning
with classical results. Their results are obtained using Fourier analysis for functions in a
periodic setting, a framework which could be more restrictive in applications. Here, the
decompositions obtained hold for two-point functions where the components satisfy a pri-
ori boundary conditions, a setup that is needed in applications. To our knowledge, the

Author's personal copy



Journal of Peridynamics and Nonlocal Modeling

results of this paper are the first nonlocal Helmholtz-Hodge domain decompositions that
hold in three-dimensions with nonhomogeneous boundary conditions. At first glance, the
two-point dependence of functions may seem counterintuitive or cumbersome, given that
most functions in applications assign an output to one individual point. However, a differ-
ent perspective could be provided by the fact that there is no “independent” way to measure
a quantity at a point, that everything is read and measured relative to a point of refer-
ence. Additionally, once a one-point function is given, one can easily transform it into a
two-point function following different approaches (see Section 3.5 for more details on the
implementation of this decomposition).

The significance and contributions of this paper can be summarized as follows:

• The Helmholtz-Hodge type decompositions for two-point vector fields along kernels
of nonlocal operators offer some of the first contributions in this direction for nonlocal
theories. The examples provided here provide a starting point into future theoretical
studies, and in applications, as nonlocal models gain more traction and visibility in
different models.

• The nonlocal decompositions are kernel-dependent, thus providing a versatile frame-
work for applications where interactions between neighboring points could be adjusted.

• The convergence results of Section 3.3 show connections with the classical theory of
differential operators, an aspect that has been investigated in many papers [16–18, 23,
25, 26].

• The proof of existence for potential fields given in Theorem 1 includes also a general-
ization of well-posedness results for nonlocal problems; see Remark 4 in Section 3.4.

The paper is organized as follows. In Section 2, we introduce the nonlocal operators and
their framework for which we will obtain the nonlocal versions of the Helmholtz-Hodge
decompositions. The main results of the paper are presented in Section 3, under two sets
of boundary conditions. In Section 3, we also present an example for a nonlocal decompo-
sition and perform a convergence analysis to the local setting. We conclude the paper with
some connections to existing results for well-posedness of nonlocal problems and a sub-
section on the implementation of decompositions for two-point functions in the nonlocal
setting.

2 Nonlocal Vector Calculus

In this work, due to the presence of curl operators (acting on vectors only), we limit the
analysis to domains in R

n with n = 3. In the analysis of the Helmholtz decomposition, we
use the nonlocal vector calculus (NLVC) introduced in [10] and [19] and applied to nonlocal
diffusion in [8]. This theory is the nonlocal counterpart of the classical calculus for differ-
ential operators and allows one to study nonlocal diffusion problems in a very similar way
as we study PDEs thanks to the formulation of nonlocal equations in a variational setting.
In this work, we do not consider diffusion only, but we utilize additional nonlocal operators,
e.g., the nonlocal curl introduced in [10], to mimic the local Helmholtz decomposition. The
basic concepts of the NLVC and the results relevant to this paper are reported below.

The NLVC is based on a new concept of nonlocal fluxes between two (possibly disjoint)
domains; the derivation of a nonlocal flux strictly follows the local definition and it is based
on a nonlocal Gauss theorem (the interested reader may find the complete analysis in [10]).

Author's personal copy
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We define the following nonlocal divergence operators acting on zero-, first-, and second-
order tensors, respectively:

(
Dα ,0ψ

)
(x) := ∫

R3 (ψ(x, y) + ψ(y, x))α(x, y)dy,(
Dα ,1ψ

)
(x) := ∫

R3 (ψ(x, y) + ψ(y, x)) · α(x, y)dy,(
Dα ,2�

)
(x) := ∫

R3 (�(x, y) + �(y, x))α(x, y)dy,

(1)

where ψ : Rn × R
n → R is a scalar function, ψ : Rn × R

n → R
n is a vector function,

� : Rn ×R
n → R

n ×R
n is a matrix function, and α : Rn ×R

n → R
n is an antisymmetric

function, i.e., α(x, y) = −α(y, x).
The corresponding adjoint operators with respect to the L2(Rn) duality pairing1 are

defined as [10]:
(
D∗

α ,0v
)
(x, y) = (v(y) − v(x)) · α(x, y),

(
D∗

α ,1v
)
(x, y) = (v(y) − v(x))α(x, y),

(
D∗

α ,2v
)
(x, y) = (v(y) − v(x)) ⊗ α(x, y).

(2)

As in the classical calculus, we define nonlocal gradient operators as the negative adjoint of
divergence operators acting on ith-order tensors, i.e.:

Gα ,i = −D∗
α
.
,i

Then, as in the local case, we define the nonlocal diffusion operator Lα acting on a scalar
function u as the composition of divergence and gradient operators, i.e.:

− (Lαu) (x) = Dα ,1

(
D∗

α ,1u
)

(x) = 2
∫

R3
(u(x) − u(y))

(
α · α

)
dy. (3)

Remark 1 For simplicity of notation in the sequel, we will drop the numerical subscripts on
the operators, unless necessary for clarity, and keep only the reference to the kernel.

Given a vector field u, we also define the nonlocal curl operator and its corresponding
adjoint as:

(Cαu) (x) :=
∫

R3
α(x, y) × (u(x, y) + u(y, x)) dy

(
C∗

αw
)
(x, y) := α(x, y) × (w(y) − w(x)) .

(4)

For such operators, by substitution, we have:

Cα

(
C∗

αw
)
(x) = −2

∫

R3
α × [

(w(y) − w(x)) × α
]
dy (5)

or, equivalently:

Cα

(
C∗

αw
)
(x) = 2

∫

R3

(
(α ⊗ α) (w(y) − w(x)) − (w(y) − w(x)) |α|2)dy, (6)

where α is short hand notation of α(x, y). Furthermore, we have the following result:

Cα

(
C∗

αw
)
(x) = Dα ,2(D∗

α ,2w) − Dα ,0(D∗
α ,0w). (7)

Note that, formally, this is the same expression as in the local calculus, i.e., for a vector field
r, ∇×(∇×r) = ∇(∇ ·r)+∇2r, where the latter represents the vector Laplacian. Moreover,

1As an example, for a vector field u and a scalar field v, the adjoint of a nonlocal operator A is defined as
(Au, v)Rn = (u,A∗v)Rn×Rn .
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for any vector function w ∈ L2(�) and scalar function ϕ ∈ L2(�), both zero outside �, it
was proved in [9] that:

Dα

(
C∗

αw
)
(x) = 0 (8)

and
Cα

(
D∗

αϕ
)
(x) = 0. (9)

Note that again both properties have equivalents in the local calculus.
Given an open subset � ⊂ R

n, the corresponding nonlocal boundary is defined as:

� := {y ∈ R
n \ � such that α(x, y) �= 0 for some x ∈ �} (10)

so that � consists of those points outside of � that interact with points in �; see Fig. 1 for
a two-dimensional configuration in which the support of the kernel is a ball of radius δ as
specified in Eq. 15.

For simplicity, we now focus on the divergence definition acting on vectors, namely
Dα ,1, and report important variational results. Corresponding to such a divergence operator,
we define the action of the nonlocal interaction operator Nα(ν) : Rn → R on ν by:

Nα

(
ν
)
(x) := −

∫

�∪�

(
ν(x, y) + ν(y, x)

) · α(x, y) dy for x ∈ �, (11)

and Tα(ν) : Rn → R
3 by

Tα

(
ν
)
(x) :=

∫

�∪�

(
ν(x, y) + ν(y, x)

) × α(x, y) dy, for x ∈ �. (12)

Note the main difference between local and nonlocal: in the former case, the flux out of
a domain is given by a boundary integral whereas in the latter case is given by a volume
integral. With Dα and Nα defined as in Eqs. 1 and 11, respectively, we have the nonlocal
Gauss theorem [10]: ∫

�

Dα(ν) dx =
∫

�

Nα(ν) dx. (13)

Next, let u(x) and v(x) denote scalar functions; then, the divergence theorem above implies
the generalized nonlocal Green’s first identity [10]:

∫

�

vDα(D∗
αu) dx −

∫

�∪�

∫

�∪�

D∗
αv · D∗

αu dydx =
∫

�

vNα(D∗
αu) dx. (14)

Fig. 1 The domain �, the
induced nonlocal boundary �,
and balls of horizons δ centered
at points inside the domain � and
on the boundary ∂�
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In [10], one can find further results for the nonlocal divergence operator Dα , including a
nonlocal Green’s second identity, as well as analogous results for nonlocal gradient and curl
operators. In addition, in the same paper, further connections are made between the nonlocal
operators and the corresponding local operators.

In applications such as mechanics, the nonlocal interactions are limited to a finite range,
usually much smaller than the size of the domain �. Thus, the action of a nonlocal operator
at a point x ∈ �, the support of the kernel α, is limited to a neighborhood surrounding
that point; the standard choice of neighborhood consists in Euclidean balls (balls induced
by the 	2 norm) of radius δ, usually referred to as horizon. More specifically, in this work,
we consider functions α : Rn × R

n → R
n with very mild regularity constraints such that

α(x, y) ∈ L2(Rn × R
n) and that:

{
α(x, y) ≥ 0 y ∈ Bδ(x), x ∈ �,

α(x, y) = 0 elsewhere.
(15)

As an example, the following α is a very simple example of kernels used to describe the
evolution of fractures in peridynamics modeling [28]:

α(x, y) = y − x

|y − x|X (y ∈ Bδ(x)),

where X (·) is an indicator function.
For kernels that satisfy Eq. 15, the associated nonlocal boundary � (see definition in

Eq. 10) could be equivalently defined as:

� = {y ∈ R
n \ � : ∃ x ∈ � s.t. ‖x − y‖2 ≤ δ}.

Nonlocal Boundary Conditions Due to nonlocality, when solving a nonlocal problem,
boundary conditions (i.e., conditions on the solution for x ∈ ∂�) do not guarantee the
uniqueness of the solution, which can only be achieved by providing conditions on the non-
local boundary �. As an illustrative example, we consider the following nonlocal Poisson
problem for the scalar function u:

−Lαu = f x ∈ �,

for some f ∈ L2(�). Uniqueness of u is guaranteed provided the following conditions are
satisfied:

(D) u = v x ∈ �D;
(N) − Nα(D∗

αu) = g x ∈ �N,
(16)

where �D ∪ �N = �, �D ∩ �N = ∅, and v and g are some known functions in appropriate
functional spaces. The cases �D = � and �N = � are also allowed; however, in the latter
case, the additional compatibility condition is required:

∫
�

f dx = ∫
�

g dx; moreover, the
uniqueness of solutions is only up to a constant (as in the classical case). We refer to (D)
and (N) as Dirichlet and Neumann nonlocal boundary conditions, respectively, due to their
resemblance to their local counterparts.

Author's personal copy
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3 Nonlocal Helmholtz Decomposition

3.1 Existence and Uniqueness of the Decomposition

The following theorem is the first nonlocal Helmholtz-Hodge type decomposition that we
present in this paper, in which the potential functions satisfy given nonlocal Dirichlet type
boundary conditions.

Theorem 1 For each two-point vector function u(x, y) ∈ L2(�×�), there exist ϕ ∈ L2(�)

and w ∈ L2(�) such that:

u(x, y) = (Gαϕ) (x, y) + (C∗
αw)(x, y) + h(x, y), x, y ∈ � (17)

where h ∈ Ker(Dα) ∩ Ker(Cα), and provided the Dirichlet set of nonlocal boundary
conditions are satisfied:

ϕ(x) = 0 and w(x) = 0 on �. (18)

Uniqueness of ϕ is guaranteed under (D) boundary conditions. Moreover, the decompo-
sition is orthogonal in L2(� × �).

Remark 2 In the classical Helmholtz-Hodge decomposition, the counterpart of the term h is
a harmonic function, whereas here we have that h ∈ Ker(Dα) ∩ Ker(Cα). In the nonlocal
setting with the operators defined as above, one could not consider Lαh, since h is a two-
point function. On a related note, the harmonicity of h in the classical decomposition is a
consequence of the following results:

curl v = 0 ⇒ v = ∇ψ

and
div w = 0 ⇒ w = curl η

for appropriate functions ψ and η and for domains that are simply connected. However,
those results do not hold in the nonlocal case as functions of the form C∗

αv do not entirely
comprise the null space of the operator Dα (see [10]).

In fact, without additional constraints on� and appropriate boundary conditions, one can
easily find nontrivial residual function h(x, y) ∈ Ker(Dα) ∩ Ker(Cα). For instance, let:

h(x, y) := y − x,

then we can confirm from Eqs. 1 and 4 that Dαh = Cαh = 0.
In addition, under appropriate conditions, classical Helmholtz decompositions reduce to

the sum of only two terms (one curl-free, one divergence-free), so one needs one set of
boundary conditions imposed on either ϕ or w. Here, we have a three-term decomposition,
so the uniqueness is guaranteed by imposing that both potential functions ϕ and w vanish
on the boundary.

Proof We begin by extending the function u by zero:

u(x, y) = 0 whenever x, y ∈ R
3 \ �.

We proceed by showing the existence of ϕ, followed by w, while deriving the conditions
that the term h must satisfy.

Step 1. Find the (gradient) potential ϕ. Let ϕ be the solution to:
(
Lαϕ

)
(x) = (Dαu)(x) in � (19)
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under volume constraint (18), i.e., ϕ = 0 on �. Note that ϕ exists and is unique under this
condition. Finding the solution to Eq. 19 is motivated by the observation that if one were to
have a three-term decomposition as in Eq. 17, then by applyingDα to both sides, we would
obtain:

(Dαu)(x) = (
Dα (Gαϕ)

)
(x) + (

Dα(C∗
αw)

)
(x) + (Dαh)(x)

= (
Dα (Gαϕ)

)
(x) + (Dαh)(x)

= (
Lαϕ

)
(x) + (Dαh)(x),

where Dα(C∗
αw) = 0 in � by Eq. 8 for any field w that is zero outside �. Moreover, as we

will see below h ∈ Ker(Dα).
Step 2. Find the (curl) potential w. Let w be the solution to:

Cα(C∗
αw) = Cαu (20)

with w = 0 on �. The existence and uniqueness of such a solution is proven below.
The reason for choosing w be the solution to Eq. 20 is motivated by applying Cα to both

sides of Eq. 17 to get:

(Cαu)(x) = (
Cα (Gαϕ)

)
(x) + (

Cα(C∗
αw)

)
(x) + (Cαh)(x)

= −(
Cα

(
D∗

αϕ
) )

(x) + (
Cα(C∗

αw)
)
(x) + (Cαh)(x)

= (
Cα(C∗

αw)
)
(x) + (Cαh)(x)

= −2
∫
R3 α × [(

w(y) − w(x)
) × α

]
dy + (Cαh)(x)

= −2
∫
R3

(
w(y) − w(x)

)
(α · α)dy

+2
∫
R3(α ⊗ α)

(
w(y) − w(x)

)
dy + (Cαh)(x),

where we can use the property (9) that Cα

(
Dα

∗ϕ
) = 0 as ϕ = 0 outside �. In Step 3, we

will show that the function h belongs to Ker(Cα), which suggests finding w is equivalent
to the well-posedness for the following equation:

− 2
∫

R3

(
w(y) − w(x)

)|α|2dy + 2
∫

R3
(α ⊗ α)

(
w(y) − w(x)

)
dy = (Cαu)(x), (21)

where u(x, y) : Rn × R
n → R

n is given.
For the existence proof, note first that according to Eq. 6, Eq. 21 is equivalent to Eq. 20.

The corresponding weak solution w then satisfies:

〈Cα(C∗
αw), v〉L2(Rn) = 〈Cαu, v〉L2(Rn), v ∈ Vα, (22)

where Vα is a proper subspace of L2 that will be defined below in Eq. 23.
Note that, by the definition of adjoint, we have that:

〈Cα(C∗
αw), v〉L2(Rn) = 〈C∗

αw, C∗
αv〉L2(Rn×Rn),

and
〈(Cαu), v〉L2(Rn) = 〈u, C∗

α(v)〉L2(Rn×Rn).

Hence, we can first define a bilinear operator B(·, ·) as:
B(w,w) := 〈(C∗

αw), (C∗
αw)〉L2(Rn×Rn).

Note that B(·, ·) is not coercive because KC∗
α

:= Ker
(
C∗

α

)
is not trivial. More specifically,

its rank is equal to the one of KC∗
α

= span{α}. Therefore, we will restrict our function space
to be:

Vα := {v ∈ L2(Rn) and v(x) = 0 for x ∈ R
n \ �}/KC∗

α
. (23)

Then, on this function space Vα , we have the coercivity of B:

B(w,w) = 〈(C∗
αw), (C∗

αw)〉L2(Rn×Rn) ≥ ‖w‖2∗
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with ‖w‖2∗ := B(w,w).
Therefore, the weak form Eq. 22 becomes: find w ∈ Vα , such that:

〈(C∗
αw), (C∗

αv)〉L2(Rn×Rn) = 〈u, (C∗
αv)〉L2(Rn×Rn), ∀v ∈ Vα . (24)

Because for an arbitrary given u ∈ L2(Rn ×R
n), 〈u, (C∗

αv)〉L2(Rn×Rn) defines a bounded
linear functional with respect to any v ∈ Vα , we can apply the Lax-Milgram theorem which
guarantees the existence and uniqueness of the solution to Eq. 24 in Vα and hence to Eq. 20.

Note that the admissible function space stated in the condition of Theorem 1 is bigger
than Vα , which is:

Ṽα := {v ∈ L2(Rn) and v(x) = 0 for x ∈ R
n \ �},

so we are still one step away from the proof of the existence and uniqueness of the solution
to Eq. 20 under the condition of Theorem 1.

The existence of the solution w is straightforward as the Vα ⊂ Ṽα . For the uniqueness,
from Eq. 24, it is sufficient to prove that w̃(x) ≡ 0 for ∀ x ∈ �∪� is the unique solution to:

{
(C∗

αw̃)(x, y) = 0, x ∈ �, y ∈ � ∪ �,

w̃(x) = 0, x ∈ �.

Plugging (4) into above, we have α × (
w̃(y) − w̃(x)

) = 0, so w̃(y) − w̃(x) is parallel to
α(x, y), that is:

w̃(y) − w̃(x) = λ(x, y)α(x, y), ∀x ∈ �, y ∈ � ∪ �

where λ(x, y) is a scalar-valued function. Next, we employ w̃(y) ≡ 0 for all y ∈ � to get

−w̃(x) = λ(x, y)α(x, y) y ∈ �, and x ∈ �.

Now, we recall the properties of α given in Eq. 15, so we must require λ ≡ 0 and hence
w̃(x) ≡ 0 for all x ∈ �.

Step 3. Find h. Define:

h(x, y) = u(x, y) − (Gαϕ) (x, y) − (C∗
αw)(x, y). (25)

Then, h satisfies:
Dαh = Dαu − Lαϕ − DαC∗

αw = 0,

and
Cαh = Cαu − CαGαϕ − CαC∗

αw = 0.

Thus h ∈ Ker(Dα) ∩ Ker(Cα).
Step 4. Orthogonality.We will next show the mutual orthogonality of the three compo-

nents, Gαϕ = −D∗
αϕ, h, and C∗

αw. By nonlocal integration by parts and using the boundary
conditions (18), we have:

∫

[�∪�]2
h · D∗

α(ϕ)dydx = −
∫

�

ϕDα(h)dx +
∫

�

ϕNα(h)dx = 0,

∫

[�∪�]2
C∗

α(w) · h dydx = −
∫

�

w · Cαh dx +
∫

�

w · Tαh dx = 0.

Similar computations also show:
∫

�∪�

∫

�∪�

Gαϕ · C∗
α(w)dydx = 0.
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Remark 3 Here we add a discussion regarding the existence of solutions for nonlocal sys-
tems involving the operators Cα and C∗

α , as they appeared in Step 2 of the proof for Theorem
1 above. Suppose in general that α be an antisymmetric kernel α ∈ L2[(Rn)×(Rn)]with the
interaction collar � defined by Eq. 10 and Aα : L2(�) → L2(�) is a positive or negative
semidefinite symmetric linear operator such that ker(Aα) ⊂ ker(C∗

α). Then, the system:

Aαw = v

has (at least) a solution if v = Cαf, for some vector field f ∈ L2(�). Indeed, this statement
can be simply proved by the fact that:

Rng(Aα)⊥ = Rng(A∗
α)⊥ = ker(Aα) ⊂ ker(C∗

α) = Rng(Cα)⊥.

where Rng denotes the range of a linear operator, ⊥ denotes orthocomplementation, and
where the second equality is proven in [10]. This implies that Rng(Aα) ⊃ Rng(Cα), which
guarantees the existence of solution w.

In the next theorem, we prove the existence of a decomposition, provided conditions on
the nonlocal normal or tangential component of u hold.

Theorem 2 For each two-point vector function u(x, y) ∈ L2(� × �), there exist unique
ϕ ∈ L2(�) and w ∈ L2(�) such that:

u(x, y) = (Gαϕ) (x, y) + (C∗
αw)(x, y) + h(x, y), (26)

where h ∈ Ker(Dα) ∩ Ker(Cα), −NαGαϕ = Nαu and TαC∗
αw = Tαu. Moreover, the

decomposition is orthogonal and unique.

Proof The existence of ϕ and w can be proved using similar arguments as in Theorem 1.
Let p = Gα(ϕ(x)) and r = C∗

α(w(x)); by nonlocal integration by parts, we have:
∫

�∪�

∫

�∪�

(r + h) · p dydx = −
∫

�∪�

∫

�∪�

(C∗
α(w) + h) · D∗

α(ϕ)dydx

= −
∫

�

ϕDα(C∗
α(w) + h)dx +

∫

�

ϕNα(C∗
α(w) + h)dx

= 0,

∫

�∪�

∫

�∪�

r · (p + h) dydx =
∫

�∪�

∫

�∪�

C∗
α(w) · (−D∗

α(ϕ) + h)dydx

=
∫

�

w · Cα(−D∗
α(ϕ) + h)dx −

∫

�

w · Tα(−D∗
α(ϕ) + h)dx

= 0.

To show the uniqueness of this decomposition, we assume:

u(x, y) = Gαϕ1(x) + C∗
αw1(x) + h1(x, y)

= Gαϕ2(x) + C∗
αw2(x) + h2(x, y),

then taking a dot product with (Gαϕ1(x) − Gαϕ2(x)) and integrating over � ∪ � yields:
∫
�∪�

∫
�∪�

(Gαϕ1(x) − Gαϕ2(x)) · (Gαϕ1(x) − Gαϕ2(x))

+(Gαϕ1(x) − Gαϕ2(x)) · (C∗
αw1(x) + h1(x, y) − C∗

αw2(x) − h2(x, y))dydx = 0.

Author's personal copy



Journal of Peridynamics and Nonlocal Modeling

By orthogonality and nonlocal integration by parts:
∫

�∪�

∫

�∪�

(Gαϕ1(x) − Gαϕ2(x))

·(C∗
αw1(x) + h1(x, y) − C∗

αw2(x) − h2(x, y))dydx

= −
∫

�∪�

∫

�∪�

Gαϕ1(x) · (C∗
αw2(x) + h2(x, y))dydx

−
∫

�∪�

∫

�∪�

Gαϕ2(x) · (C∗
αw1(x) + h1(x, y))dydx

=
∫

�

ϕ1Dα(C∗
α(w2) + h2)dx −

∫

�

ϕ1Nα(C∗
α(w2) + h2)dx

+
∫

�

ϕ2Dα(C∗
α(w1) + h1)dx −

∫

�

ϕ2Nα(C∗
α(w1) + h1)dx = 0.

Therefore,
∫

�∪�

∫

�∪�

|Gαϕ1(x) − Gαϕ2(x)|2dydx = 0 and Gαϕ1(x) = Gαϕ2(x) a.e.. Sim-

ilarly, one can show that C∗
αw1(x) = C∗

αw2(x) a.e. The above two equalities then yield
h1(x, y) = h2(x, y) a.e.

3.2 Example of Nonlocal Helmholtz Decomposition of a Field u

In this section, we provide an example of decomposition; we focus on functions that live on
the planeP = {x ∈ � ⊂ R

3 : x3 = 0}. The two-point vector function u : �×� → R
3, the

one-point scalar function ϕ : � → R, and the one-point vector function w : � → R
2 ⊂ R

3

(that is, the range of w could be embedded into R
3). Hence, according to the definitions of

nonlocal operators (2) and (4), we have:

(Gαϕ)(x, y) : � × � → R
3 and (C∗

αw) : � × � →
⎛

⎝
0
0
R

⎞

⎠ .

These test functions of ϕ and w are chosen to be:

ϕ(x) := x2
1 and w :=

(
0
x2
2

)
, (27)

and the nonlocal kernel α(x, y) is chosen to be:

α(x, y) = 1

δ3/2

y − x

|y − x|X (y ∈ Bδ(x)) = 1

δ3/2|y − x|

⎛

⎝
y1 − x1
y2 − x2

0

⎞

⎠X (y ∈ Bδ(x)),

where Bδ(x) denotes a disk on the plane.
Consequently, for Gαϕ we get:

(Gαϕ)(x, y) = −1

δ3/2

y − x

|y − x|
(
y2
1 − x2

1

)
= 1

δ3/2 |y − x|

⎛

⎝
−(x2

1 − y2
1 )(x1 − y1)

−(x2
1 − y2

1 )(x2 − y2)

0

⎞

⎠ .

For C∗
αw, it gives:

(C∗
αw)(x, y) = 1

δ3/2|y − x|

⎛

⎝
0
0

(y1 − x1)(y
2
2 − x2

2 )

⎞

⎠ .
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The proposed u(x, y) = Gαϕ + C∗
αw is equal to:

u(x, y) = 1

δ3/2|y − x|

⎛

⎝
−(x2

1 − y2
1 )(x1 − y1)

−(x2
1 − y2

1 )(x2 − y2)

(y1 − x1)(y
2
2 − x2

2 )

⎞

⎠ . (28)

Now for given u in Eq. 28, we will follow the proof of Theorem 1 to solve for the pair ϕ

and w defined in Eq. 27.

1. Find ϕ. The corresponding nonlocal equation is:
⎧
⎨

⎩
(Lαϕ)(x) = 2

δ3

∫

Bδ(x)

(x2
1 − y2

1 ) dy, in �,

volumetric Dirichlet B.C. for ϕ,

where dy is restricted on the plane R2.
2. Find w. The corresponding nonlocal equation is:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

− 2
δ3

∫

Bδ(x)

(w(y) − w(x)) dy + 2
δ3

∫

Bδ(x)

y − x

|y − x| ⊗ y − x

|y − x|dy

= 2
δ3

⎛

⎜⎜
⎝

∫

Bδ(x)

1

|y − x|2 (y1 − x1)(y2 − x2)(y
2
2 − x2

2 )dy
∫

Bδ(x)

− 1

|y − x|2 (y1 − x1)
2(y2

2 − x2
2)dy

⎞

⎟⎟
⎠ , in R

2,

volumetric Dirichlet B.C. for w,

where dy is again restricted on the plane R2.

3.3 Convergence to the Local Limit

In this section, we study the limit of the operators involved in the decomposition as the
extent of nonlocal interactions vanishes. To this end, we consider kernels with support on a
ball or radius δ, called horizon or interaction radius, and we study the convergence behavior
as δ → 0. For simplicity and clarity in the exposition, we consider an integrable constant
kernel γ = α · α = |α|2, such that:

α(x, y) = y − x

|y − x|X (y ∈ Bδ(x)). (29)

We study the limiting behavior of the operators in Eqs. 19 and 22, i.e., Lα and Cα(Cα
∗)

respectively. While the limit of the nonlocal Laplacian Lα has been widely studied [23], no
results have been proved on the limit of Cα(Cα

∗); thus, we proceed by analyzing the integral
in Eq. 6. First, we note that the second term is the vector Laplacian operator, for which we
already know that for some scaling kδ:

kδLαw(x) = 
w(x) + O(δ2).

More specifically, for w = (w1, w2, w3), the first component of the vector Laplacian (the
other two are obtained in the same way) is given by:

−Lαw1(x) = −4π

15
δ5(w1,x1x1 + w1,x2x2 + w1,x3x3) + O(δ7),

so
15

4πδ5
Lαw1(x) = 
w1(x) + O(δ2).
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Thus, we analyze the other term in Eq. 6, i.e.,
∫

Rn

α ⊗ α(w(y) − w(x)) dy. We expand the

integrand: for any vector v ∈ R
3, we have:

α ⊗ αv =
⎡

⎢
⎣

α2
1v1 + α1α2v2 + α1α3v3

α2α1v1 + α2
2v2 + α2α3v3

α3α1v1 + α3α2v2 + α2
3v3

⎤

⎥
⎦ .

Due to symmetry, we only study the first component; we have:

2
∫

Rn

[
α2
1(w1(y) − w1(x)) + α1α2(w2(y) − w2(x)) + α1α3(w3(y) − w3(x))

]
dy

= I + II + III .

We analyze each term separately. Due to the compact support assumption on α, we have:

I = 2
∫

Bδ(x)

(y1 − x1)
2

|y − x|2 (w1(y) − w1(x))dy

= 2
∫

Bδ(x)

h21

|h|2 (w1(x + h) − w1(x))dh

= 2
∫

Bδ(x)

h21

|h|2
(∇w1(x) · h + 1

2
hT ∇2w1(x) + 1

6
∇3w1(x)[h,h,h] + O(δ4)

)
dh.

It can be shown that, due to symmetry, the odd order derivative terms have no contribution,
in fact, their corresponding integral values are 0. We analyze the term with the Hessian:

2
∫

Bδ(x)

h21

|h|2
1

2
hT ∇2w1(x)h dh

=
∫

Bδ(x)

h21

|h|2 (h21w1,x1x1 + 2h1h2w1,x1x2 + 2h1h3w1,x1x3

+ h22w1,x2x2 + 2h2h3w1,x2x3 + h23w1,x3x3) dh

= A + B + C + D + E + F .

We treat each term separately. It can be shown that B = C = E = 0; furthermore,

A = 4π

25
δ5w1,x1x1 , D = 4π

75
δ5w1,x2x2 , F = 4π

75
δ5w1,x3x3 .

Applying a similar procedure to II and III , we have the following:

I + II + III

= 4π

25
δ5w1,x1x1 +

4π

75
δ5w1,x2x2 + 4π

75
δ5w1,x3x3 + 8π

75
δ5w2,x1xy + 8π

75
δ5w3,x1x3 + O(δ7)

= 4π

75
δ5
w1 + 8π

75
δ5∇(∇ · w) + O(δ7).
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In summary, the first component of Cα(Cα
∗w)(x) is given by:

(
Cα(Cα

∗w)
)
1 = 8π

75
δ5

[(∇(∇ · w) − 
w1
) − 
w1

]
+ O(δ7)

= 8π

75
δ5

[
∇ × (∇ × w) − 
w1

]
+ O(δ7).

Note that this is not consistent with the first component of the local operator; thus, we
conclude that:

κ Cα(Cα
∗w) → ∇ × (∇ × w) − 
w,

where κ = 75

8πδ5
and the convergence rate is ofO(δ2).

In conclusion, the convergence of the scaled nonlocal operator κ Cα(Cα
∗w) to its classical

counterpart ∇ × (∇ × w) holds only on the space of harmonic functions w.

3.4 Connections to Other Results in the Literature

In [23], the well-posedness of the linearized peridynamics equilibrium system:

−
∫

Bδ(x)∩�

C(y − x) (w(y) − w(x))dy = b(x), (30)

is established for δ > 0, where w(x) denotes a displacement field, and where b(x) is a
given loading force density function and C(ξ) is the micromodulus tensor defined by:

C(ξ) = 2
ρ(|ξ |)
|ξ2| ξ ⊗ ξ + 2F0(|ξ |)I. (31)

The functions ρ and F0 are given radial functions and their properties determine the well-
posedness of Eq. 30. We mention the works of [23] and others (see for example [2, 9, 13–15,
19, 29]) for well-posedness theory in the case where F0 ≡ 0, although [27] argues that
the condition F0 ≡ 0 is too restrictive for equations of motion for bond-based materials.
Moreover, Eq. 30 defines a nonlocal boundary value problem with Dirichlet-type volumetric
boundary conditions and approaches the Navier equations of elasticity with Poisson ration
1/4 as δ → 0 (see [9, 14]). Well-posedness is studied in the function space:

S(�) :=
⎧
⎨

⎩
w ∈ L2(� : Rd) :

∫

�×�

ρ(|y − x|)
∣∣
∣∣

y − x

|y − x| · (w(y) − w(x))

∣∣
∣∣

2

dydx < ∞
⎫
⎬

⎭
.

Whenver ρ is singular, S(�) is equivalent to a fractional Sobolev space, a proper subspace
of L2(�) (see [10] and references therein).

We can reformulate (21) to (30) by selecting appropriate α. In particular, we are
interested in the prototype kernels:

α = y − x

|y − x|1+β X (y ∈ Bδ(x)),

where β = β(d) > 0. By letting ξ = y − x, the formulations (21) and (30) agree and a
simple calculation finds:

ρ(|ξ |) = 1

|ξ |β = F0(|ξ |). (32)
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For reference, the simple calculation is included below. Consider the tensor:

α ⊗ α − α · αI.

Letting ξ = y − x, we have:

α ⊗ α − α · αI = y − x

|y − x|1+β ⊗ y − x

|y − x|1+β − (y − x) · (y − x)

|y − x|2(1+β)
I

= 1

|ξ |2(1+β)
ξ ⊗ ξ + ξ · ξ

|ξ |2(1+β)
I

= 1

|ξ |2 |ξ |−βξ ⊗ ξ + |ξ |−β
I

= 1

|ξ |2 ρ(|ξ |)ξ ⊗ ξ + F0(|ξ |)I = 1

2
C(ξ).

Remark 4 The identity (32) implies that the results in [23, see Thms 4.2 & 4.5] cannot be
used to obtain unique solutions to Eq. 21 for a given u. That is, the results of [23] apply in
two scenarios. The first scenario2 requires F0 ∈ L1

loc(R
d) while |ξ |2ρ(ξ) ∈ L1

loc(R
d). This

would require β < d +2, while simultaneously having β < d . In the Sobolev scale, we take
β = d + 2s, for s ∈ (0, 1); hence, this scenario is not fruitful. The second requires F0 to
have zero mean value and for ρ ∈ L1

loc(R
d) and does not apply to the work presented here.

Therefore, the results from Theorems 1 and 2 lift previous restrictions mentioned in [27].

3.5 Implementation of Results in Applications

In this paper, we produced the Helmholtz decomposition for two-point functions u(x, y).
To motivate the applicability of the results, we first offer some comments regarding the
implementation.

First, the input of a function could be seen as a two-variable argument in which one of the
points being fixed, as a point is identified by being referenced to another one (usually, taken
to be the origin). Thus, f(x) is really f(x, 0); so, our results could be seen as decompositions
for functions evaluated at x, when y is the reference point, which would be generalizations
of results in the conventional setting where we only track the variable x with y assumed to
be the origin.

A possibly more interesting argument in favor of studying two-point functions (espe-
cially in nonlocal settings) is that starting from a one-point function v(z) (usually provided),
one can easily generate a two-point function u(x, y) to which the decomposition results
would apply, by simply taking:

u(x, y) := 1

2
(v(x) + v(y)) ,

u(x, y) := v(x − y),

or
u(x, y) := v(x)ψ(x − y),

2Note that the assumption |ξ |2ρ(ξ) ∈ L1
loc(R

d ) is a simplification of the requirement that

lim
δ→0

δ2∫

Bδ(0)
|ξ |2ρ(ξ)dξ

= 0.
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where ψ is a given scalar function that possibly measures the interaction between x and y.
The choices here are infinite; however, the context of the application, physical or mathe-
matical considerations could be invoked to choose a suitable candidate. In fact, for a single
given one-point function, one may desire to obtain a set of decompositions for different two-
point functions generated by the initial one, each of these two-point functions capturing a
different type of interaction or behavior.

We conclude with some comments regarding the importance and applicability of nonlo-
cal calculus. The introduction of nonlocal operators that follow a consistent set of properties
and rules is important in theoretical problems, as well as in numerical simulations. For
theoretical results, duality and “integration by parts” results are important for a variety of
estimates that yield well-posedness, asymptotic behavior, and properties of solutions, in
a similar way in which these theorems are obtained in classical (differential) framework.
Cancellations of terms that result from identifying the kernels of operators and their decom-
positions are critical in obtaining theoretical results, as well as in numerical applications.
The applications of classical Helmholtz-Hodge decompositions offer us a roadmap in this
direction, as spaces of functions can be decomposed in curl-free and divergence-free com-
ponents leading to a variety of methods and implementations in graph theory, imaging, and
fluid dynamics [3, 4, 21, 22]. There have already been several nonlocal models for fluid
dynamics which involve the newly developed nonlocal calculus [11, 12], for which solutions
with low regularity are allowed. A natural step forward is finding suitable decompositions
of vector flows which would enable further theoretical and numerical developments.
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