NOTES ON MATRIX FACTORIZATIONS AND KNOT HOMOLOGY

A. OBLOMKOV

ABSTRACT. These are the notes of the lectures delivered by the author at CIME in June
2018. The main purpose of the notes is to provide an overview of the techniques used in the
construction of the triply graded link homology. The homology is space of global sections
of a particular sheaf on the Hilbert scheme of points on the plane. Our construction relies
on existence on the natural push-forward functor for the equivariant matrix factorizations,
we explain the subtleties on the construction in these notes. We also outline a proof of
the Markov moves for our homology as well as some explicit localization formulas for knot
homology of a large class of links.

1. INTRODUCTION

The discovery of the knot homology [KhoOO] of the links in the three-sphere, motivated
search for the homological invariants of the three-manifolds. Heegard-Floer homology were
discovered soon after Khovanov’s seminal work, this homology categorifies the simplest case
of WRT invariants (the invariants at the fourth root of unity). More general WRT invariants
are beyond of the reach of currently available technique. Thus it is very important to reveal
as much structure of the Khovanov homology as it is possible.

The mathematical construction of WRT invariants relies on special properties JW projec-
tors at the root of unity, thus it is natural to search for the analogues of the projectors in the
knot homology theory. If the algebraic variety is endowed with the action of the torus with
the zero-dimensional locus, the algebraic geometry offer a natural decomposition of category
of the coherent sheaves into the mutually orthogonal pieces [HL19], hence we have a natural
analog of the JW projectors. In the paper [OR18d] we constructed a map from the braid
group to the category of coherent sheaves on the free Hilbert scheme of points on the plane
such that that Markov moves properties hold for the vector space of the global sections of the
sheaf. Thus we have geometric candidate for JW projectors for such knot homology.

The quest for the geometric interpretation of JW projectors was the main motivation for
the author of the notes to develop the connection between sheaves on the Hilbert scheme
of points and knot homology. The localization type formulas were first encountered by the
author in the joint work with Jake Rasmussen and Vivek Shende [ORS18| where the homology
of the torus knots were connected with the topology of the Hilbert schemes of points on the
homogeneous plane singularities (see also [GORS14]). However, back in 2012 it was a total
mystery to the author how one would expand the relation in [ORS1§|, [GORS14] beyond the
torus knots.

The connection was demystified by Lev Rozansky who was armed with the physics intu-
ition as well as very deep understanding of already existing knot homology theories. As it
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turned out the searched after knot homology has a natural interpretation within the frame-
work of the Kapustin-Saulina-Rozansky topological quantum field theory for the cotangent
bundles to the Lie algebras as targets [OR18a]. A purely mathematical theory underlying
the physical predictions is laid out in the series of our joint papers [OR18e],[OR18¢c],[OR17],
[OR18Db],[OR18d|. To provide an introduction to the technique of these paper is the main
goal of this note.

1.1. Main result. Let us state a consequence of the results from the papers that requires
the minimal amount of new notations. We need some notations, though. Throughout the
paper we use notation Dger(X ) for the derived category of the two-periodic G-equivariant
complexes of coherent sheaves on X, where G is a group acting on X. For us particularly
important case of the pair X, G is Hilb,(C?),Ts. = C* x C* with scaling action of Ty. on
C2. The dual B to the universal quotient bundle BY, BY|; = C[z,y]/I will be used in our
construction of the knot homology.

We also use notation Bt,, for the braid group on n strands. For an element 8 € Bt, we
can form a link in the three-sphere L(3) by closing the braid in the most natural way.

Theorem 1.1.1. [OR18d| There is a constructive procedure that assigns to a braid 3 € B,
an object Sg € DY (Hilb, (C?)) such that

(1) Sgpr = Sp ®@det(B) where FT is the full twist on n strands

(2) The triply graded vector space HHH(S) := H*(Sg ® A*B) is an isotopy invariant of
the closure L(3).

(3) The character of representation of the anti-diagonal torus C} < Ts. on the spaces
H*(S5 ® A'B) is the HOMFLYPT polynomial:

(1.1) > a'xq(Ch, H*(S3 ® A'B)) = HOMFLYPT(L(B)).

The constructive procedure in the statement of theorem relies on the theory of matrix
factorizations and in this note we try to present a gentle introduction into the aspects of the
theory of matrix factorizations that are necessary for our theory. The author of the notes
learned theory of matrix factorizations from discussions with Lev Rozansky, as result the
exposition here is quite biased.

The first construction of the triply-graded categorification of the HOMFLYPT invariant
appeared in the seminal work of Mikhail Khovanov and Lev Rozansky [KRO0S§]. It is natural to
conjecture that the homology discussed in these notes coincide with the Khovanov-Rozansky
homology.

1.2. Outline. After defining and motivating the category of matrix factorizations in section
we spend some time discussing the most common type of matrix factorizations, Koszul
matrix factorizations in section The Koszul matrix factorizations are in many regards
are analogous to the complete intersection rings and in this section we make this analogy
more precise by providing a method for constructing a matrix factorization from a complete
intersection (see lemma .

Next we discuss Knorrer periodicity in section which is the most basic equivalence
relation between the categories of matrix factorizations. After that we explain how one
would perform push-forward and pull-back between the categories of matrix factorizations,
see section Finally, in the section we introduce the equivariant matrix factorizations,
in particular we explain the difference between the strongly and weakly equivariant matrix
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factorizations, later we only work with the weakly equivariant matrix factorizations since the
weak equivariance allows us to define the equivariant push-forward.

In the section [3] we explain the key point of our construction, the homomorphism from
the braid group Br, to the category of matrix factorizations. First in the section [3.1] we
introduce our main space X with a potential W and define a convolution algebra structure
* on the category MFqp, «p2(X, W), here B ¢ GL, is a subgroup of upper-triangular ma-
trices. There is a slightly smaller space X with potential W such that Knorrer periodicity
identifies MFqy,, » g2 (X, W) with MF g2 (X, W) and it intertwines the convolution product *
with the convolution product *, we provide details in the section After setting nota-
tions for the ordinary and affine braid groups in section we state main properties of the
homomorphisms:

®: B, —» MF g2 (XL, W), @Y/ . B2 MF g2 (X, W),

the pull-back along js : X*t — X intertwines these homomorphisms. We postpone the details
of the construction of homomorphisms ®, ®%/f till section

In section [ we explain how one can use the homomorphism ® to construct the triply-
graded homology. The free Hilbert scheme FHilb/™® consists of the B-conjugacy classes
FHilb/"e¢ — fﬁﬁaffﬁe /B pairs of matrices with cyclic vector such that the monomials of the

— free

matrices applied to the vector span C". There is an embedding of the B-cover FHilb,,  of

the free Hilbert scheme into the stable version of our space F—Iiﬁaflree — X%t and we define
the homology group:

H'(8) = H*((2(8) ® A'B)"),
where B is the tautological vector bundle over the free Hilbert scheme. It is shown in [OR18e]
that the graded dimension total sum

HHH(8) = ®:H' (),

is a triply graded knot invariant of the closure L(3). We explain in the section why this
invariant specializes to the HOMFLYPT invariant after we forget about one of the gradings.
Here H(3) is H***(3) with b = b(8) being some specific function of 3.

The free Hilbert scheme FHilb/™® := I::H\iﬁ)iree/B is smooth and it contains the usual
flag Hilbert scheme FHilb,, ¢ FHilbﬁee which is very singular and not even a local complete
intersection. The relation of our homology with the honest flag Hilbert scheme is the following:

Sg = je(®(B))" € DI (FHilbS™¢),  supp (H(Sp)) < FHilb,,

where H(Sg) is the sheaf of FHilb/{™*® which is the homology of the two-periodic complex Sg.
The most non-trivial part of the statement from [OR18e| is the fact that the homology
HHH(3) do not change under the Markov move that decreases the number of strands in the
braid. In the section [7] we give a sketch of a proof the Markov move invariance, we rely in this
section on the material of section [5| where the details of the construction of the braid group
action are given.
In the section [f] we do a simplest computation in the convolution algebra of the category

of matrix factorizations in the case n = 2. We show that in MF g2 (X", W) we have an
isomorphism

(1.2) Co x Co ~ q*Co @ g°C,
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which is the geometric counter-part of the fact that the square of the non-trivial Soergel
bimodule for n = 2 is equal to a double of itself [Soe01].
Finally, in the section [§ we define the categorical Chern functor:
CHj!

oc

: MFqr, «p2 (X5, W) — ng:(Hilbn(CZ)).

We also discuss the properties of the conjugate functor HC;!, (see [ORISf] for the original

loc

construction )which is monoidal. The sheaf Sg in the theorem is given by:
Sp = CHio(®(B))-

The advantage of the sheaf Sg over Sg is that it is a Ty.-equivariant periodic complex of
sheaves on the smooth manifold Hilbn((C2) thus we can hope to use Tg.-localization technique
for computation of the knot homology. There are some technical issues with using the local-
ization method directly as we discuss in We also explain how these technical issue could
be circumvented and in particular how one can apply this technique to compute the homology
of the sufficiently positive elements of Jucy-Murphy algebra. This formula was conjectured
in [GRNTI6].

1.3. Other results. We also would like to mention that many relevant aspects of matrix
factorizations are not covered in these notes. The reader could consult papers the original
papers of Orlov for the connections with mirror symmetry [Orl04] and paper [Dyc11] for some
further discussion of the foundations of the theory of matrix factorizations and of course the
seminal paper of Khovanov and Rozansky [KRO8| where the first construction of a triply
graded homology of the links was proposed. The constructions in these notes are motivated
by the physical theory of Kapustin, Saulina, Rozansky [KRS09], the reader is encouraged
to read wonderful, basically purely mathematical paper [KR10] where the role of matrix
factorizations in the theory is explained.

Let us also mention that there is a slightly different perspective on the geometric inter-
pretation of the knot homology due to Gorsky, Negut, Hogencamp and Rasmussen [GRN16],
[GH17]. Their approach takes the theory of Soergel bimodules and the corresponding link
homology construction [KRO§| as a starting point of theory, rather than the categories of
matrix factorizations discussed in these notes. Finally, let us mention the recent work of
Hogencamp and Elias on categorical diagonalization [EH16],[EH17a],[EH17b] which provides
a categorical setting for the localozation in the category of coherent sheaves.

These notes by no means were intended as a comprehensive survey of the theory of matrix
factorization or of the theory of knot homology. It is a merely is a slightly extended version
of the three lectures that the author delivered at 2018 CIME. Thus the author asks for an
apology from the colleagues whose contributions to the fields are not covered in the notes.

Acknowledgments: First of all I would like to thank my coathor and friend Lev Rozansky
for teaching everything that is in these notes. All results in these notes are contained in our
joint papers. 1 also would like to thank Andrei Negut and Tina Kanstrup for discussion
related to the content of the notes. I am very grateful to an anonymous referee for many
great suggestion on improving the first draft of the notes. I am very greatful to CIME
foundation for opportunity to teach the course at the Summer school. The participants of the
course provided valuable feed-back on the material. I was also partially supported by NSF
and Simons foundation.
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2. MATRIX FACTORIZATIONS

In this section we remind some basic facts about matrix factorizations. There are many
excellent exposition on matrix factorizations [Eis80],[Orl04],[Dycl1] and we choose not to
concentrate on usual matrix factorizations, instead we aim to define equivariant matrix fac-
torizations and subtleties that arise in attempt to define such. We also discuss Koszul matrix
factorizations and the (equivariant) push-forward functor from [ORI8e].

2.1. Motivation and examples. Given an affine variety Z and a function F' on it we define
[Eis80] the homotopy category MF(Z, F') of matrix factorizations whose objects are complexes
of projective R = C[Z]-modules M°, M' M = M°@® M"' equipped with the differential

D = (D°, D' € Homp(M°, M") @ Hompg(M?!, M?)

such that D? = F. Thus MF(Z, F) is a triangulated category as explained in subsection 3.1
of [Orl04]. We first discuss the objects of this category, then discuss various properties of the
morphism spaces.

It is convenient to think about a matrix factorization (M°@ M?!, D) as two-periodic curved
complex:

RECANG VA NECANG VA RECANG VA BECANG S R AN ) CJ )

Let us look at several basic examples of matrix factorizations and discuss briefly a motivation
for the definition of the matrix factorizations by Eisenbud [Eis80].

Example 2.1.1. Z =C, R = C[z] and F = 2°. The two-periodic complex
S RERERERE

is an example of an object in MF(C, z°). Here and everywhere below we underline to indicate
zeroth homological degree.

Example 2.1.2. Z=C? R =Clz,y

|, F' = xy. The two-periodic complex
.. 5RLRS5RLRS L

is an example of an object in MF(C2, zy).

The last example has the following geometric interpretation. A module over a quotient
ring @ = C[z,y]/(xy), in general, does not have a finite free resolution. In particular, M =
Clz] = Q/(y) is a module over ) with an infinite free resolution:

DeMEQEQELQE....

This resolution has a two-periodic (half-infinite) tail which is a reduction of the matrix fac-
torization from the example As explained in [Eis80] this phenomenon is more general.

We felt obliged to mention these results on matrix factorizations to honor the origins of
the subjects. For further development of Eisenbud theory the reader is encouraged to look at
[Eis80] as well as [Orl04],[Orl09],[OrI11] where the connection with B-model theory is devel-
oped. However, the hypersurfaces defined by the potentials from [OR18€e] do not have a clear
geometric interpretation and it is unclear to us how to make use of Eisenbud’s theory in our
case. Instead, more elementary homological aspect of the matrix factorizations is important
to us. Roughly stated, the very important observation is that all important homological in-
formation about the category of matrix factorizations is contained in a neighborhood of the
critical locus. We explain more rigorous statement below.
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It is a good place to define morphisms in the category of matrix factorizations. Suppose
we have two objects F1 = (My, Dy), Fa = (Ma, Dy) € MF(Z, F') then we define:

Hom(Fi, F2) := {¥ € Hompg(M;, M3)|V o Dy = Dy o U}.
Since the modules M; are Zs-graded we have a decomposition
Hom (M, Ms) = ®iez, Hom' (M, My)

where Hom' (M, My) < Hom' (M, My) := Hompg(MY, M3) @ Hompg(M{, ML),

We say that an element ¥ € @0(f1,f2) is homotopic to zero: ¥ ~ 0 if there is h €
Hom! (M, M) such that ¥ = h o Dy + Dy o h. Finally, we define the space of morphisms as
a set of equvalence classes with respect to the homotopy equivalence:

Hom(Fy, Fa) := mo(fl,fz)/ ~

Now that we defined the objects and morphisms between the objects we can state Orlov’s
theorem

Theorem 2.1.3. [Orl04] MF(Z, F) has a structure of the triangulated category.

To complete our discussion of the homological properties of category of matrix factorizations
with respect to their critical locus let us observe that an element f € R naturally gives an
element of Hom(F,F). For simplicity let us also assume that Z < C™. Then we have a
well-defined ideal I..;: € R generated by STZ 1=1,...,m and x; are coordinates on C™.

Proposition 2.1.4. For any F € MF(Z,F) and f € I.rit we have:
Hom’(F,F) > f ~ 0.

Proof. 1f it is enough to show the statement for f = g—i. Thus the statement follows since:
oF 0D oD
= D+ D—,
and ZTZ provides the needed homotopy. ]

The last proposition implies that category of matrix factorizations is model for the coherent
sheaves on possibly singular critical locus of the potential £. When the potential is linear in
by some set of variables than there is an equivalence between with the DG category of the
critical locus (see section for more discussion). Another manifestation of this principle is
the shrinking lemma, see lemma below.

2.2. Koszul matrix factorizations. The matrix factorizations from examples and
are examples of so called Koszul matrix factorizations which we discuss in this subsection.
Suppose we have a presentation of the potential as sum F' = " | a;b;. Then we define Koszul

-

matrix factorization K|[a,b] € MF(Z, F) as

- 0
K a = A. D D= ne; i
[@,b] := (A*V, D), EZ a;0 +b&9i

where V' = {(#1,...,0,). The examples are K[22, 23] and K[z, y], respectively.
The Koszul matrix factorizations are tensor products of the simplest Koszul matrix factor-

izations. Indeed, given two matrix factorizations F; € MF(Z, F}), F2 € MF(Z, F») the tensor

product F; ® Fo € MF(Z, F} + F) is the matrix factorization (M; ® M2, D1 ® 1 + 1 ® Ds).

=

Thus we have K[d,b] = ®"_,K[a;, b;].
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An object of the category of matrix factorizations with the zero potential is a two-periodic
complex of coherent sheaves. We denote by DP"(Z) the derived category of the two-
periodic complexes of coherent sheaves. Given two matrix factorizations F; € MF(Z, F),
Fy € MF(Z, —F) their tensor product is an element of DP*"(Z) and proposition [2.1.4] implies:

Corollary 2.2.1. For F; € MF(Z,F), F» € MF(Z,—F) homology of the two-periodic com-
plex F1 ® Fo are supported on the zero locus of 1.t

Now let us discuss a method for constructing interesting Koszul matrix factorizations. Let
us first recall some basic properties of the usual Koszul complexes. The sequence fi, ..., fm €
R is called regular if f; is not a zero-divisor in the quotient R/(f1,..., fi—1) for i =1,...,n.
It is known that the regularity does not depend on the order of the elements. There is an
equ_iyalent way to define regularity with the help of Koszul complexes. The Koszul complex
of f is:

—

K[f] = (A.V7D)a D= Zfzaz

Proposition 2.2.2. The sequence (f1,..., fm) is reqgular if and only if:

—

H(K[f) =0, i>0, , HK(f)=R/(fr, -, fm)-

Given a finite complex of (C,,d) of free R-modules we denote by [Cls]per the two-periodic
folding of the complex. It is an element of MF(Z,0). Suppose F' € (fi,..., fm) and the
sequence f is regular. Then the lemma below shows that there is an essentially unique way to
deform the complex [K[f]]per to an element of MF(Z, F'). We outline a proof of the lemma

to demonstrate the key deformation theory technique that is used in many constructions of
[OR18€].

Lemma 2.2.3. Suppose F € (fi,...,fm) and the sequence f 1s reqular. Then the Koszul
complex
= dyf dg d,
Co =K[f] ={Co— C; — ... <= Cp}
could be completed with the opposite differentials d; : Co — Cey2i—1, @ > 0 such that
(Co,dt +d7) e MF(Z, F).

Proof. We will construct the differentials d; iteratively. Since the sequence is regular we have
a homotopy equivalence:

(2.1) (Ce,d™) ~Q=R/(f1,.-., fm)-
Let us also introduce notation for the graded pieces of the space of homomorphisms:
Hom'(C., C,) = @;Hom(Cj, C—_i ;).

The element F' is an endomorphism of (C,,d") and because of it is homotopic to zero
by the lemma assumptions. Thus there is a homotopy h(~1) € Hom~!(C,, C,) such that
F=hWodt +d*ohW. Let us set DU = d* + h(b),

The differential D) is the first order approximation for our desired extension. It is not
differential of a matrix factorization if n > 1 since:

(D2 = F + (D)2,
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However the correction term (h(1))? is actually an element of Homgf(C., C.), that is it com-
mutes with the differential d*:

dt o hW o™ = PRV — pM o gt o BV = FAY 4 BV o pW o gt — pWF = pW o B o g+,

Thus again by (2.1)) there is a homotopy h®) € Hom™3(C,, C,) such that h(Y) = d; o h(® +
h®) od, . We define the next approximation to the needed differential D®) = d+ + h(1) 4+ ),
Again D®) is not a differential of a matrix factorization if n > 3:

(DD +rON2 = F+(hM)24+ DM orB) 1 hG o DM 4 (KON2 = F+AMon®) 4 hWopB) 4 (R(3))2,

The correction term belongs to Hom~"3(C,,C,) and the degree four piece of this term is
W o 3 + h®) o BV Let us check that A1) o A®) + AB) o ) € Hom;f‘(C., C.):

dt o hM o p®) = Fp® — M o gt o B = ppG) — (A1)3 — ) o BB) o gt
d* o h® o b = B o B 6 B — 5B o gt o BV = (RWY3 — BB p — BB 6 BV o gt

By the same argument as before homomorphism 2! o A3 + () o K1) is homotopic to zero
and let denote by h®) e Hom™®(C,,C,). The next approximation for our differential is
D®) = a*t + M + pB) 4 p6) and

(DO)Y2 — F e Hom="%(C,, C,).

Similar method could be applied to show that correction term of degree six is homotopic to
zero and thus we have the next order correction. Clearly, this iterative procedure terminates
since our complex is of finite length. More formal proof of the lemma is given in lemma 2.1
in [OR18¢]. O

Remark 2.2.4. The only assumption on the complex (C,,d") that we used is that
(2.2) Hom3{(C., Cy) ~ 0.

Thus we can strengthen our lemma a little bit by replacing regularity Koszul complex by the

condition (2.2))

It is natural to ask how canonical is the matrix factorization (Cs,d" + d~) constructed in
the previous lemma. Clearly, our method relies on a existence of various homotopies which
are not unique. However, one can show that outcome of the iterative procedure in the proof
is unique up to an isomorphism. We invite reader to try to apply the iterative method of
the previous lemma to show lemma below, a formal proof could be found in lemma 3.7 in

[OR18¢€].

Lemma 2.2.5. Let (C,o,d") be a complex of free modules with non-trivial terms in degrees
from 0 to 1 = 0 such that Hom;f(C., C.) ~ 0. Suppose we have two matriz factorizations

F=(Cuo,d" +d7),F=(C.,d" +d) e MF(Z, F),

where d™ = Y- d;, d- = Yis0d; s di_,di_ e Hom~%7Y(C,,C,) and F ~ 0 as endomorphism
of (Cu,d"). Then there is ¥ =1+, ¥;, ¥; € Hom *(C,, C,) such that

Vo(dt+d)oU ™ =dt +d .

Because of the previous lemma we will use notation K¥(f,..., f,,) € MF(Z,F) for a
matrix factorization from the lemma 2.2.3
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2.3. Knorrer periodicity. The critical locus of the potential F' = xy is a point x =y = 0
so according to our principle we expect that the category of matrix factorizations with the
potential zy is equivalent to the category of matrix factorizations on the point. It is indeed
the case and the equivalence is known under the name Knorrer periodicity and we explain
the details below.

Let us denote the Koszul matrix factorization K[z, y] € MF(C?,zy) by K. Then there is
an exact functor between triangulated categories:

® : MF(pt,0) — MF(C? zy), (M,D)— (M ®Clz,y],D) ®K.
The functor in the inverse direction is the restriction functor:
W MF(C2, 2y) — MF(pt,0), (M, D) = (Ml,—0, Dlu—o).
These functors are mutually inverse. Indeed, to show that ¥ o & = 1 we observe that

K|z—o0 = [C[y] < C[y]] which is a sky-scarper at y = 0. We leave it as an exercise to a reader
to show ® o ¥ = 1.
More generally, if Z = 25 x C3 , and Fy € C[Z] then there is a functor: ® : MF(Zy, Fp) —

MF(Z, Fy + zy) given by tensoring with the Koszul complex K[z, y].
Theorem 2.3.1. [Orl04] The functor ® is an equivalence of triangulated categories.

2.4. Functoriality. Now we will use previously developed technique to define the push-
forward functor for matrix factorizations. First we discuss a construction of the push-forward
for embedding map: j: Zy < Z where Z = Spec (S) and Zy = Spec (R), R = S/I.

Theorem 2.4.1. [OR18¢| Suppose we have F € S, Fy = j*(F) and I = (f1,..., fm) where
fi form a reqular sequence. Then there is well-defined functor of triangulated categories:

Jx : MF (29, Fy) > MF(Z, F)

Given an element F = (M, D) € MF(Zy, Fy) let us explain the construction of the element
j«(F) = F € MF(Z, F). Since M = R" for some n we can lift it to the module M = S" as
well as the differential to a Zo-graded endomorphism De Homg(S™, S™), 5| z, = D. Since f;
form a regular sequence we can form Koszul complex K(fi,..., fm) = (A°C"® S, dg) which
is a resolution of S-module R. The technique similar to the method of lemma yields

Lemma 2.4.2. [ORI8e| There are d;; : M@A'C" ®S,1—j€l+ Zxy such that
F=(AC"®S,dg + D +d”) e MF(Z, F)
and the element F is unique up to isomorphism.

To complete proof of the theorem [2.4.1| we need to show that the construction of j* extends
to the spaces of the morphisms between the objects and to the space of homotopies between
the morpshism, it is shown in lemma 3.7 of [OR18¢] and we refer interested reader there for
the technical details.

Unlike push-forward the pull-back functor is rather elementary. Suppose we have f : Z —
Zp a morphism of affine varieties and F' = f*(Fp), Fy € C[Zp]. Since pull-back of a free
module is free, we have a well-defined functor:

£*  MF(Z0, Fy) — MF(Z, F).

Finally, let us remark that the above defined pull-back and push-forward functors satisfy
the base change relation for commuting squares of maps.
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2.5. Equivariant matrix factorizations. Matrix factorization is a natural object attached
to a function on the affine manifold. However limiting yourself to only affine manifold is
frustrating, so one would like to develop a theory of matrix factorizations on quasi-projective
manifolds. There are some proposals in the literature for such theory, see for example [PV11].

In our work J[OR18e] we chose an approach that is probably more limited than the one from
[PV11] but has an advantage of being computation friendly. So in [OR18e] to explore matrix
factorizations on the manifolds that are group quotients of the affine manifolds, we develop
theory of equivariant matrix factorizations. In this section we motivate our definitions and
outline the ingredients of the construction from [OR18e].

Suppose the affine manifold Z has an action of an algebraic group H and F e C[Z]H.
Then one can say the matrix factorization F = (M, D) € MF(Z, F) is strongly G-equivariant
if M is endowed with H-representation structure and the differential D is H-equivariant. Let
us denote the set of strongly equivariant matrix factorizations by MF$"(Z, F). By requiring
the morphism between the objects and the homotopies between the morphisms to be H-
equivariant we can provide MF$/"(Z, F) with the structure of the triangulated category.

However, the notion of strong equivariance turns out to be too restrictive. Indeed, one
of the key tools in our arsenal is the extension lemma together with the push-forward
functor. So we would like to have analog of lemma [2.2.3] in the equivariant setting, for the
H-equivariant ideal I = (fy,..., fiy) with f; forming a regular sequence. Unfortunately, the
proof of the lemma fails in the strongly equivariant setting because we can not guarantee that
the homotopies in the iterative construction of proof are equivariant. If H is reductive, we can
save the proof by averaging along the maximal compact subgroup of H. But for non-reductive
group we need a weaker notion of equivariance that relies on the Chevalley-Eilenberg complex
explained below.

Let b be the Lie algebra of H. Chevalley-Eilenberg complex CEy is the complex (V,(h),d)
with V,,(h) = U(h) ®c APh and differential d.. = di + dp where:

P
U@z A ATp) = 2(—1)’+1uxi®3:1 A NI A A T,
i=1

dg(u®w1/\--'Axp):Z(—l)iﬂu@[xi,xj]/\:):1A---/\jci/\---/\i"j/\---/\wp,
1<J
Let us denote by A the standard map h — h ® h defined by 2 — 2 ® 1 + 1 ® 2. Suppose
A

V and W are modules over the Lie algebra h then we use notation VQW for the h-module
which is isomorphic to V ® W as a vector space, the h-module structure being defined by A.
A

Respectively, for a given h-equivariant matrix factorization F = (M, D) we denote by CE,®F
A
the h-equivariant matrix factorization (CEy®F,D + dc.). The h-equivariant structure on

A
CEy®JF originates from the left action of U(h) that commutes with right action on U(h) used
in the construction of CEy.
A slight modification of the standard fact that CEy is the resolution of the trivial module

A
implies that CE;®M is a free resolution of the h-module M.
Now we about to define a new category whose objects we refer to as weakly equivariant
matriz factorizations. The objects of this category MF(Z, W) are triples:

F=(M,D,0), (M,D)eMF(Z,W)
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where M = M°@M" and M’ = C[Z]®V", V' € Mody, 0 € @;>;Homgz](A'h @ M, ATh @ M)
and D is an odd endomorphism D € Homgz](M, M) such that

D?*=F, D), =F, Di=D+de+0,

where the total differential Dy, is an endomorphism of CEhCﬁ)M , that commutes with the
U (h)-action.

Note that we do not impose the equivariance condition on the differential D in our definition
of matrix factorizations. On the other hand, if F = (M, D) € MF*"(Z,F) is a matrix
factorization with D that commutes with h-action on M then (M, D,0) e MFy(Z, F).

There is a forgetful map for the objects of the categories Ob(MF(Z, F')) — Ob(MF(Z, F)
that forgets about the correction differentials:

F =(M,D,d) — F*:= (M, D).

Given two h-equivariant matrix factorizations F = (M,D,d) and F = (M,D,0) the
space of morphisms Hom(F, F) consists of homotopy equivalence classes of elements ¥ €

A A -
HomC[Z](CEh@)M, CE,®M) such that ¥ o Do = Dy 0¥ and ¥ commutes with U(h)-action
A ~
on CE;®M. Two maps ¥, V' € Hom(F, F) are homotopy equivalent if there is

A AL
h € Homgpz1(CEy®@M, CEy®M)

such that ¥ — ¥’ = D;ps 0 h — h o Dypy and h commutes with U (h)-action on CEh(%M.
Given two h-equivariant matrix factorizations F = (M,D,d) € MFy(Z,F) and F =
(M, D,0) € MFy(Z,F) we define F ® F € MFy(Z,F + F) as the equivariant matrix fac-
torization (M @ M, D + D,d + 0).
We define an embedding-related push-forward in the case when the subvariety 2 < Zis
the common zero of an ideal I = (fi, ..., f,) such that the functions f; € C[Z] form a regular
sequence. We assume that the Lie algebra h acts on Z and [ is h-invariant. In section 3

of [OR18e] we use technique similar to the proof of lemma to show that there is a
well-defined functor:

Js: MFy (20, W|z,) — MFy(Z, W),

for any h-invariant element W e C[Z]".

For our construction of the convolution algebras we also need to define the equivariant
push-forward along a projection. Suppose Z = X x Y, both Z and X have h-action and the
projection 7 : Z — X is h-equivariant. Then for any b invariant element w € C[X]" there is
a functor m,: MFy(Z, 7*(w)) — MFy (X, w) which simply forgets the action of C[)].

Finally, let us discuss the quotient map. The complex CEy is a resolution of the trivial
h-module by free modules. Thus the correct derived version of taking h-invariant part of the
matrix factorization F = (M, D, d) € MFy(Z, W), W € C[Z]" is

CEy(F) := (CEy(M),D + dee + 0) € MF(Z/H, W),
where Z/H := Spec(C[Z]") and use the general definition for an h-module V:

A
CEh (V) = Homb (CEh, CE()®V)
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3. BRAID GROUPS AND MATRIX FACTORIZATIONS

In this section we explain a construction for an action of the finite and affine braid groups
on the particular categories of the matrix factorizations from [OR18¢|. First we explain a
construction for the convolution algebra on our categories of matrix factorizations. Then we
explain a categorization of the homomorphism from the affine braid group to the finite braid
group from [OR18¢].

3.1. Convolution product. Let us first motivate the definition of the space that host our
categories of matrix factorizations. Somewhat abusing notations we introduce space VX =
gl,, x GL, x n where n stands for the Lie algebra of strictly upper-triangular matrices. We
omit the sub-index since the size of the matrices is clear from the context, we also use G and
g for GL,, and gl,, in this situation.

The space v/ X has the action of the group of upper-triangular matrices B and G:

(h,b) - (X,9,Y) = (Adp(X), hygb, Adb_ly)? <h7b> €eG x B.

The flag variety Fl is a quotient G/B since every full flag can be moved into the standard
flag by G-action and B is the stabilizer group of the standard flag . The group B acts on the
tangent space to Fl at the point of standard flag and as B-module the tangent space is equal
n. Thus the B-quotient of v/X is naturally isomorphic to the cotangent bundle to the flag
variety:

VX /B = g x T*Fl
Thus G-action on /X induces the G-action on g x T*F1.

The space T*F1 is symplectic and the G-action respects preserves the symplectic form.
Thus there is moment map u : T*F1 — g*. The trace identifies g with g* and we can think
of the moment map as g-linear B-invariant function:

VX ->C, uX,g,Y)=Tr(XAd,Y).

Now we can define our main space where the convolution algebra dwells. The space VX
has B-invariant projection to the first factor and our main space is the fibered product:

X:z\/?xg\/fzngxnxGxn.

The space X has a action of G x B? that is induced from the G x B action on vX,
respectively the projections pi, po on two copies of /X are G x B2-equivariant. The group B
is a semi-direct product B = T x U of the torus T and the group of upper-triangular matrices
U.

We define our main category to be:

MF,, := MFg, g2 (X, W), W =p}(n) — p5(n),

where we require the weak U?-equivariance and strong G x T?-equivariance in our category.
The strong G x T?-equivariance implies that all differentials in the complexes are G x T?2-
invariant. We can combine strong G x T?-equivariance with the weak U?-equivariance since
the Chevalley-Eilenberg complex for U? is G x T?-invariant.

There is an action of Ty, = C* x C* = C¥ x C¥ on the space VX and the induced action
on X:

()‘7/1’) : (X797Y> = (AQ : ng7 )‘_2M2Y)'

The potential W is not Ts.-invariant, it weight 2 with respect to the torus C;. We require
the differentials in a curved complex from MF,, to have weight 1 with respect to C; and it
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has weight 0 with respect to C}. To simplify notations we do not use any extra indices to
indicate such T.-equivariance. We also use notation

ot F

for the matrix factorization F with the k-twisted C}-action and [-twisted Cf-action.

Since the space X has B?-action we can also twist a matrix factorization F by a repre-
sentation of this group. Given a characters y; and y, of the left and right factor in B?, the
twisted matrix factorization is denoted by

f<Xl7 Xr>-

To define convolution product in category MF,, we introduce the convolution space X.op,
which is a fibered product:

Xconzzx/?xg\/}xg\/yzgx((}xn)?

There are three G x B3-equivariant maps 712, w3, m13 and the convolution product is defined
by the predictable formula:

F %G = mi3u(CEyo (o (F) @ 55(6)) 7).

Since the projections m;; are smooth we can apply base change formula and the standard
argument, that could be found in [CG97]. One derives with the use of the base change that
thus defined product is associative.

3.2. Knorrer reduction. We can apply the Knorrer periodicity discussed in section to
reduce the size of our working space X'. Indeed, the pair of space and potential:

X=bxGxn, W(X,gY)="Tr(XAdy(Y))
is B%-equivariant with respect to the action:
(b1, b2) - (X,9,Y) = (Ady, X, bighs, Ad,'Y).

Thus we can define the category of weakly U?-equivariant and strongly T2-equivariant matrix
factorizations:

MF,, := MF g2 (X, W).
To illustrate some of our methods we provide a proof for the equivalence in
Proposition 3.2.1. There is an equivalence of categories:

U : MF,, — MF,,.

Proof. First we observe that the group G acts freely on the space X hence we can take quotient
by this group. The quotient can be implemented with help of the map:

X i) Xo =gXxnX G x n, q(XaghYl?gQaYQ) = (Adg_llXayivgfnga}/Q)-

The potential W°(X,Y1,g,Y2) = Tr(X (Y1 — AdyY2)) is the pull-back Wy = ¢*(W) and the
pull-back provides an equivalence ¢* : MF,, ~ MF g2 (X%, Wj).
To complete our proof we fix notations for the truncation of a square matrix X:

X=X,+X__, Xien, X' €b.
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The potential W° can be written as a sum of W and a quadratic term and thus we can apply
the Knorrer periodicity:

Tr(X (Y — AdyYs)) = Tr((Xy + X_ ) (Vi — Ad,Ys)) = —Tr(X, (Ad,Ya))+
Tr(X__ (V1 — AdyY2)) = —Tr(X; (Ad,Y2)) + Tr(X__ (V1 — AdyYa) ).

The entries of the matrices X__, Y7 —(AdyY2)+ are the coordinates in the direction transversal
to the subspace X with coordinates X, g, Y2 and the Knorrer periodicity allows us to remove
the quadratic term in the last formula. ]

It is explained in [ORI8¢] that the category MF,, has a monoidal structure * such that
that the functor ¥ sends it to the monoidal structure x.

3.3. Braid groups. The affine braid group ‘Btﬁf fis the group of braids whose strands
may also wrap around a ‘flag pole’. The group is generated by the standard generators o;,
i1=1,...,n—1 and a braid A,, that wraps the last stand of the braid around the flag pole:

IR = =-d= 11T

The defining relations for this generators are

On—1-Ap-0on_1-4y :An'an—l'An'Un—h
oi A =A0An- 05, i<n-—1,
0;+0iy1° 0 =041 0; 01, t=1,...,n—2

0; 045 =050y, |i—j‘>1.

The mutually commuting Bernstein-Lusztig (BL) elements A; € Bt%// are defined as fol-
lows:

Ai =0 Un—QUn—lAnan—lon—Q 0y = Cﬂ—T_T_T_TJ I I .
¢ & b 4

[

The finite braid group Bt,, is the subgroup of the affine braid group with the generators
oi, i =1,...,n— 1. Other words, we do not allow the braids to go around the pole.

There is a natural homomorphism fgt: %tﬁf F — B, geometrically it is defined by remov-
ing the flag pole. In particular we have:

~

fgf(An) = 1, fgf(AZ) = 5Z‘, 7= 1, N 1.

The inclusion discussed above sy, @ Br, — Bt/ is a section of the flag forgetting map:
ftg ¢} Zfln =1.
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3.4. Braid action. In this section we outline a construction of the homomorphisms from
the (affine) braid group to our convolution algebras of matrix factorizations. For a geometric
counter-part of the map g we need to introduce stable versions of our categories of matrix
factorizations.

Let us define the stable locus X*"* < X x V to be set of quadruples (X, g, Y, v) that satisfy
a open condition:

(3.1) C{Ad, ' X) 4, Y v =V.
There is a natural projection 7y : X xV — X and there is an open embedding map
Jst : Xt — X where X$ = 7y, (X**!). This map induces the pull-back map:
J% NP, — ME = MF g (2, 7).

It is shown in [ORI8e, Lemma 13.3] that the category MF,, has a natural structure of convo-
lution algebra. The main results of the papers [OR18e], [OR18¢c| play the crucial role in the
construction of the knot invariant in the next section.

Theorem 3.4.1. There are homomorphisms of algebras:
o : B, — (MF,%), . Bt/ — (MF,, *).
Moreover, the pull-back j%, is the homomorphism of the convolution algebras and
j% 0 @) = & o fgt.

The fact that the pull-back morphism is an algebra homomorphism relies on the following
shrinking lemma, for a proof see lemma 12.3 in [OR18¢].

Lemma 3.4.2. Suppose X is a quasi-affine variety and F = (M,D) € MF*(X, W), W €
C[X]. The elements of C[X] act on MF(X, W) by multiplication. Let us assume that the
elements of the ideal I = (f1,..., fm) < C[X] act by zero-homotopic endomorphisms on F
and Z' < X is the zero locus of I. Let Z < X be a subvariety defined by J = (g1,...,9n)
such that Z n Z' = §. Then F is homotopic to F|x\z as matriz factorization over C[X].

Essentially the lemma says that we can shrink our ambient space to any open neighborhood
of the critical locus of the potential and such operation does not change the corresponding
category of matrix factorizations.

Let us also remark that there is another construction for the affine braid group action on
the similar category of matrix factorizations in [AK15b] but the precise relation between our
construction and result of this paper is known to the author.

4. KNOT INVARIANTS

4.1. Geometric trace operator. Let b,, n, be Lie algebras of the group of upper, respec-
tively strictly-upper triangular n x n matrices. The free nested Hilbert scheme FHilbfLree isa

B x C*-quotient of the sublocus ]ﬁﬁfbiree c b, x n, x V, of the cyclic triples
FIID. = {(X, Y, 0)|C(X, Y0 = Vi),

here V,, = C™. The usual nested Hilbert scheme FHilb,, is the subvariety of FHilbffee, it is
defined by the condition that X,Y commute.

Remark 4.1.1. There is a bit of confusion in the notations, what we denote here by FHilb,,
is denoted in [OR18¢] by Hilb, ,, and by FHilb, (C) in [GRN16].
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The torus Ts. = C* x C* acts on FHilbﬁ“e by scaling the matrices. We denote by
Dy (FHilb/"*¢) a derived category of the two-periodic complexes of the Ty.-equivariant quasi-

coherent sheaves on FHilb{"®. Let us also denote by BY the descent of the trivial vector
bundle V,, on F/‘H\iﬁ)iree to the quotient FHilb{;’"ee. Respectively, B stands for the dual of BY.
Below we construct for every 8 € Bt,, an element
S € DY (FHilb] )
such that space of hyper-cohomology of the complex:
H*(Sg) := H(Ss ® A*B)
defines an isotopy invariant.
Theorem 4.1.2. [OR18e€] For any 8 € Br,, the doubly graded space
Hk(,B) — H(k+writh(,8)fn71)/2(85)

is an isotopy invariant of the braid closure L(f).

The variety F—H\ﬂ/bime embeds inside X via a map j. : (X, Y,v) — (X,e,Y,v). The diagonal
copy B = Ba — B2 respects the embedding j. and since j*(W) = 0, we obtain a functor:
jE: MF g (X, W) = MF,, — MFp, (FHib, ,0).
Respectively, we get a geometric version of ”closure of the braid” map:
L : MF 2 (X™, W) = MF,, — Db (FHilbJ"*).

The main result of [ORI18¢| could be restated in more geometric term via geometric trace
map:
Tr: Br, — DI (FHIbY ),  Tr(8) := @pL(®(8) ® A"B).

The above mentioned complex Sg is the complex L(®(/)). The differentials in the complex
Sg are of degree ¢ thus the differentials are invariant with respect to the anti-diagonal torus
T,. Hence the forgetful functor x : Dg‘::(FHilbf ree) — Dgir(FHilbf "¢} could be composed
with K-theory functor K : D%iT(FHilbf ree) — K, (FHilb/™¢). The composite functor K o x
is closely related to decategorification and the classical Ocneanu-Jones trace, we discuss the
Ocneaunu-Jones trace Tr?” and related theorem of Markov in the next subsection.

Theorem 4.1.3. [ORI8¢] The composition H o Tr : Bv, — Dy (pt) categorifies the Jones-
Oceanu trace:

Tr%7 () = dim, 4 K o x o Ho Tr(8),

where the q-grading comes Ty-action and a-grading is from the exterior powers of B

4.2. OJ trace and Markov theorem. As we discussed before every link L in R? is isotopic
to the closure of a braid L = L(8), f € Br,. On the other hand it is clear that such a
presentation is not unique. Markov theorem describes the non-uniqueness explicitly and thus
provides an algebraic description of the set £ of the isotopy equivalence classes of the links.

Theorem 4.2.1. The closure operation L identifies the set £ of isotopy class of links in S>
and the set of equivalence classes:

U B,/ ~

n
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where the equivalence relation is generated by the elementary equivalences:
(4.1) a-B~pB-a «fecBr,
(4.2) Brpr1da-0t ~a, «aeBr,.

If we have homomorphism Tr from the braid group to some field F' that respects the
relations then the value Tr(8) € F is an isotopy invariant of the closure L(8). In
practice it is hard to classify such homomorphisms, however the great discovery of Ocneanu
and Jones is that one can classify such homomorphisms if we pass to a quotient H, of the
braid group.

The Hecke algebra H,, is generated by g;, ¢ = 1,...,n — 1 modulo relations:

9i9i+19i = 9i+19i9i+1, t=1,...,n—2,

gi_giilzq_q_la 1=1,...,n—1.

There is a natural algebra homomorphism 7 : Bt,, — H,,, 0; — g;. It is shown in [Jon8&7]
that there is a unique homomorphism Tr%’ : | J, H, — Q(a,q) that satisfies relations (4.2)
and normalizing relation
a—a!

™97 (1) = T

q9—q
The corresponding invariant is Tr?”/(3) € Q(a, ¢) is also known as HOMFLYPT invariant,
HOMFLYPT(5).

Thus the formula (1.1)) from the introduction and theorem state that there is a
specialization of the graded dimension of HHH(S) that becomes a HOMFLYPT invariant.
Let us recall that the space HHH(S) up to some elementary grading shift is equal:

H*(®(8) ® A°B)P.

This space naturally has four gradings: #, e and Ts.-grading. However, only three of these
gradings are invariant with respect to the Markov moves: #* is not preserved by the moves.
The first grading is e, we call it a-grading, since it is responsible for the a-variable in the
HOMFLYPT polynomial specializations. The other two gradings come from Ti.-action:

deg(Xij) = ¢°, deg(Vij) = ¢t 7.
To specialize to the HOMFLYPT polynomial we need to set ¢t = —1 or more geometrically,
we need to restrict torus Ts.-action on the space HHH(3) to the action of the anti-diagonal

torus, we denote the specialized category by Wit’a. To be more precise, the category MFs¢

is a category of matrix factorizations on X with the potential W which are B2-weakly
equivariant, G x T2 x T,-strongly equivariant.
As we mentioned before this torus is special because under this specialization the differen-

tials in the curved complexes from MF;? become torus invariant, hence there is a well-defined
functor:

K: MF® — Ky, (MFSh).
This K-theory functor turns the homotopy equivalence (6.1)) into the relation:
[C+] = a7 ([C)] — [Cal—x1, —XD)D)-

Thus the combination of the relations (1.2)) and (6.3)), (6.4) imply the quadratic relation in
the Hecke algebra.
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The Markov move relations hold for the invariant HHH(S) and in the section |7| we
discuss the main idea of our proof of the Markov moves for HHH. We need some details of
the braid group action construction for the Markov move argument, therefore we outline the
construction in the next section.

5. GEOMETRIC REALIZATION OF THE AFFINE BRAID GROUP

5.1. Induction functors. The standard parabolic subgroup Py has Lie algebra generated
by b and Ejy1,, @ # k. Let us define space X (Py) := b x P, x n and let us also use notation
X(GL,) for X(GL,,). There is a natural embedding iy, : X(P;) — X and a natural projection
P+ X(Py) — X(GLy) x X(GLy,_g). The space X(GLy) x X(GL,_g) is equipped with a
B,% X Bgfk—invariant potential W(l) + Wm which is a sum of pull-backs of the potentials W
along the projection on the first and the second factors. Moreover, we have:
(5.1) W) =g + W)

Since the embedding i), satisfies the conditions for existence of the push-forward and the
relation ([5.1) between the potentials holds, we can define the induction functor:

Rk = U Oﬁ;: : MFB}% (?(GLk),W) X MFBifk (?(GLn_k),W) — MFB% (?(GLn),W)

Similarly we define space ?fr(Pk) c bx P, xn xV as an open subset defined by the
stability condition (3.1)). The last space has a natural projection map

P X pr(Pr) = X(GLg) x X g (GLy—)
and the embedding iy, : ?fT(Pk) — yfr(GLn) and we can define the induction functor:
indy, := iy © Py : MF g2 (X (GLg), W) x MFg2 (X (GLn—g), W) — MF g2 (X 4 (GLy), W)

It is shown in section 6 (proposition 6.2) of [OR18€] that the functor indy is the homomor-
phism of the convolution algebras:

ind (F1 X Fo)*indy (G1 X1 G2) = indy (F1*Ga X Fo*xGo).

To define the non-reduced version of the induction functors one needs to introduce the space
X°(GL,) = g x GL,, x n x n which is the slice to GL,,-action on the space X'. In particular,
the potential W on this slice becomes:

W(X,g,Yl, YQ) = TI'(X(Yl - Adg(Yg)))

Similarly to the case of the reduced space, one can define the space X°(Py) :=gx Py xnxn
to be the locus of and the corresponding maps iy : X°(Py) — X°(GLy), pr : X°(Px) —
X°(GLg) x X°(GL;—). Thus we get a version of the induction functor for non-reduced
spaces:

indy, = i © pf : MF pa(X(GLg), W) x MFp2 (X(GLy ), W) — MF s (X(GLy,), W)

It is shown in proposition 6.1 of [OR18¢| that the Knorrer functor is compatible with the
induction functor:

indk o (<I>k X (I)n—k:) = <I>n o indk.
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5.2. Generators of the finite braid group action. Let us define B2-equivariant embed-
ding i : X(B,) — X, X(B) := bx B xn. The pull-back of W along the map i vanishes and the
embedding i satisfies the conditions for existence of the push-forward i, : MF g2 (X (B,),0) —
MF 52 (X(GL,),W). We denote by C[X(B,)] € MFg2(X(B,),0) the matrix factorization
with zero differential that is concentrated only in even homological degree. As it is shown in

proposition 7.1 of [OR18e| the push-forward
1, := ix(C[X(Bn)])

is the unit in the convolution algebra. Similarly, 1,, := ®(1,,) is also a unit in non-reduced
case.

Let us first discuss the case of the braids on two strands. The key to construction of the
braid group action in [OR18e] is the following factorization in the case n = 2:

W(X,g,Y) = y12(2911711 + g21712)g21/ det,
where det = det(g) and
g1 gi2 i1 T2 0 yi2
_ . X = . Y =
g [921 922] [ 0 3622] [0 0 }
Thus we can define the following strongly equivariant Koszul matrix factorization:
Cy = (C[X]® A0y, D) € MF55 (X, W),

0

0+ (911(5611 — T99) + 9219312> 29’

gi2¥y12
det

where A{f) is the exterior algebra with one generator.

This matrix factorization corresponds to the positive elementary braid on two strands.
Using the induction functor we can extend the previous definition to the case of the arbitrary
number of strands. For that we introduce an insertion functor:

Indy i1 : MFBg (X(GLg), W) — MF g2 (X(GLy), W)

D=

Indj j41(F) 1= indps1 (indp—1 (Lp—1 X F) x Lpppp1),
and similarly we define non-reduced insertion functor
Indy k41 : MFBS(X(GQ), W) — MF g2 (X(Grn), W).
Thus we define the generators of the braid group as follows:
C™ = Tndg g1 (indy_1(Cy)), € = Indy i (indp_1 (C)).

The section 11 of JOR18¢| is devoted to the proof of the braid relations between these
elements:

éik+1) ;és_k) ;é—s_k—i— 1) _ é_(;,_k) ;éik+1) ;és_k) 7

C(fﬂ) . C(f) N C(+k+1) _ C(f) N C(+k+1) N C(f)-

Let us now discuss the inversion of the elementary braid. In view of inductive definition of
the braid group action, it is sufficient to understand the inversion in the case n = 2.
Thus we define:
C_:= C+<—X1, X2> € MFB2 (X(GLQ), W),
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where X1, X2 are the standard generators of the character group of C* x C* =T < Bsy. The
definition of C_ is similar. It could be shown that the definition of C_ is actually symmetric
with respect to the left-right twisting:

C_= C+<X27 _X1>
Theorem 5.2.1. We have:
(5.2) Cy*xC_=1s.

6. SAMPLE COMPUTATION

In this section we would like to show an example of the convolution algebra computations.
But before I would expand a little bit our discussion of the basic matrix factorizations in the
case of n = 2.

6.1. Basic matrix factorizations of rank 2. We have shown in the previous section that
the potential W is a product of three factors and we used this fact to define the matrix
factorization C,. However, it is clear that there are two more natural matrix factorizations
for this potential:

C_” = (C[?] ® A6, D”,0,0), = (C[?] ® A(6), D,,0,0) € MF g2 (?, W),

921 .0 921 - o .
Dy = 220+ yadog. Do = ool +yrosg,  Fo = gulen - .
1= qeg’ T Y1270, Jot 700 + Y1275, To gri(r1i — x22) + 921712
One of the matrix factorizations is actually a cone of the morphism between the other two:
— ¢ _ _
(6.1) [C) = Col—x1, —x1)] ~ qt - C+

with map ¢ defined by
71 Rixa, —x1) —— Rlx2, —x1)

y12i011921 ylﬁlgmi“o
T

R ————— R0, —x1),
where R = C[X]. This relation is crucial for our discussion of the connection with the
Oceanus-Jones traces

6.2. Details on the convolution product. The convolution product inside the category
MF g2 (X, W) is a bit tricky to define and we refer reader to our paper [ORI18¢] where the
convolution product is constructed and used for the computations for n = 3. On the other
hand the space X is bigger than the space X’ but the construction of the convolution is more
straightforward. The space X° := X/GL,, = g xnx GL, xn is intermediate between these two
spaces and we choose to work with this slightly bigger space to make our exposition simpler.

The space X° and the relevant potential W° appeared already in the proof of the propo-
sition Let us spell out the definition of the convolution structure for the elements
F,GeMFp2(X°, W°):

F x G = w5, (CE(m3 (F) @ 733(G))),

where we used the convolution space X2, := g x nx GL, x nx GL,, x n and the B3-equivariant
maps are

1a(X, Y1, 912, Y2, 923, Y3) = (X, Y1, 912, Y2), mo3(X, Y1, 012, Y2, 923, Y3) = (Adg,, X, Y2, g23, ¥3),
m13(X, Y1, 912, Yo, 923, V3) = (X, Y1, 912953, Y3).
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To write the versions C|, C, C+ of the matrix factorizations from above we need more precise
notations for the Koszul matrix factorizations. We use the matrix notation

ap b O

am bm Om

for the matrix factorization from MF (X, F') with the differential D = >}, a;6; + bia%i acting
on C[X]® A*[0].
Let us also fix coordinates on the space X° =g x b x G x b:

| @o +tr/2 x1 |10y _|air a2
X = [ r_1 —xo + tl“/2 » Yi= 0 0 9= as1 a9 |’
where tr = trX. We also denote by 61,82 the generators of Lie (U?), U? ¢ B2. We also only

indicate non-trivial actions of §;, that is if no action of J; is given then this action is trivial.
With this conventions we have the matrix factorization of the identity braid has the form

2
T_1 Y1 —yeai; 61
C) = - , 01601 = —2y2a116-.
I [yzxo a1 92] 101 Y20a1102

The blob matrix factorization has the form

2
r_1  y1—year, 6 /
Co = - , 0101 = —2as1a110
[amwo I Hé] 161 2101165

or equivalently
Ce = 9 -1 .5 o 07 = 01 + a2,0,, 6100 =0
—ajyr_1 + a2y y2 04|’ 2272 1

The matrix factorization of the positive intersection is

2
r_1 y1—y20i; O

6.2 Ci=|"- , 0101 = —2aq16s.

(6.2) + [mo 917 92} 161 ai162

6.3. Computation. Now we are ready to do our sample computation.

Proposition 6.3.1. In the convolution algebra of MFqy,  p2(X, W) we have:
Ce€0,x1) * Ca{0, x1) = Colx1, X1) D CalX25 X1)-

Proof. Let us fix some more notation for the coordinates on the spaces that appear in our
constructions. For the group elements elements in the product X, = gxnxGLaxnxGLaxn
we use notations a, b and for the non-zero elements of upper-triangular matrices in the product
we use y1,¥2,y3. We also add prime to the conjugate of X: X’ = Ad,X.

Thus the matrix factorization C” = 775 (Cs) ® 755 (Cs) is the following Koszul matrix fac-

torization:

r—1 Y1 — yza% 61

2x0a +x1a21) Y2 92
¢ — | a1 (2z0an . 6101 = —2a110s, 903 = —2b1104.
e Yo — ysb2, O3 101 1102 203 1104

ba1 (2z(b11 + 2 b21) Y3 04
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By making suitable linear change of 6, — 601 + 2a116,65 — 65 and 03 — 03 + b1104,04 — 04
we can make the first simplification of this matrix factorization:

r_q y1 0
o — —a}w_q + a21m(/2$0a11 + r1a21) Z2 22 , 5,0, = 0
—b}yaly + 521(_2236511 + @1b21) yz Gi
We use the third row to remove yo from the other rows:
r_1 y1 th
o — —a} 1 + a21(02330a11 + z1091) ;2 zg ’ 6, = 05 — O,

—b3 2’y + bor (2z(b11 + Thba1)  ys 04

Since 03 is B? invariant element, we can now remove the third row altogether and work over
the ring R = C[Xcoonv]/(QQ)'
We can also use the relation

—b%lw'_l + 521(2w6b11 + x’lbm) = —C%lx_1 + C21 (2.%’0011 + 1‘1621)
to arrive to
T_1 y1 th
Co*xCo = —a%lx_l + ag (2.%'00,11 + x1a21> 0 Hé

2
—Ci1T—1 T C21 (2:1‘0011 + 1‘1021) Y3 04

Doing couple more simple row transformations, that change the basis in the space {01, 6}, 0,
we arrive to a simplified presentation of Cq * C,:

xT_q Y1 — C%lyi’) 9/1
C" = | ao1(2xpa11 + x1a21) 0 05
021(2560011 + ZE1021) Y3 921

Now let us notice that the top and the bottom lines of the last Koszul complex are do-
invariant and together they form a Koszul matrix factorization 713" (Ce). On the other hand
the middle line has only one non-trivial differential and to complete the proof we need to
compute the Chevalley-Eilenberg homology

Hii, (n,R" ER RN f = —ag1(2x0a11 + T1a21),

where R’ = R” ® C[GL2] with last copy of GLg has coordinates c¢;;.
The space Spec (R”) has coordinates a,y1,y2,z and the Lie algebra n only acts on the
entries of the matrix a:
doajp = —ai1, O2a; =0.
The differential in complex for Hy;, is exactly 2 hence
Ho(n7 R”) = C[yla Y2,T,a11,0a21, detil]v Hl(na R”) = (C[ylv Y2,T,Q, detil]/(alla CL21),
where det = det a. Now we can extract the torus invariant part:
(H*(n, R") @ x1)™ = (H(n, R") @ x1)™* = (a11, az1)-

Finally, let us observe that the function f is quadratic on @ hence its induced action action
on (H*(n, R") ® x1)"s¢ is trivial and the statement follows.
O
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Now let us derive the formula from the above computation. For that let us recall the
stable locus X! is union of two open subsets: U, = {y # 0}, U, = {(Ad;lX)m # 0}. On
the open set U, the matrix factorization C, contracts since y is one of the differentials of the
curved complexes. Thus we can safely restrict our attention to the open locus U, but on this
locus (Ad;lX )12 # 0. Since the weights of Ty, x B? on this non-vanishing elements are:

WGight((Ad;lX)lg) =q?-{0,—x1 + x2), weight(det(a)) = (x1 + X2, X1 + X2
we can trade the Borel action weight for q x1-shifts for g-shifts:

(6.3) Colx' + x1.X") = &®CoalX' — x2, X" — 2x2),

(6.4) Colxs X+ x1) = a7 %ClX X" + x2)-

Finally, we refer to the theorem that implies that the pull-back j¥ turns the shifts (x2,0)
and (0, x2) to the trivial B2-equivariant shift.

7. MARKOV RELATIONS

The first Markov relation is equivalent to HHH being a trace, that is we need to show
that the functor HHH is constant on the conjugacy classes inside Bt,. In fact one can show
stronger statement. Before we state the this stronger statement let us discuss the connection
with usual flag Hilbert schemes.

7.1. Sheaves on the flag Hilbert scheme. The usual flag Hilbert scheme FHilb, is a

free

1n defined by the commutativity constraint on X,Y"

[X,Y] =0.

subvariety of Hilb

It turns out that the support of the homology of the complex Sg is contained in Hilbfn.
Hence the sheaf homology of the complex is the sheaf

Sg = 83 @ S5 := H*(FHilb) ™™, Sp)
on Hilby ,, and we immediately have the following:
Theorem 7.1.1. There is a spectral sequence with Fo term being
(H*(FHilb,,, Ss ® A*B), d)
d : H*(FHilb,,, S3**"" @ A*B) — H*!(FHilby ,, S5/ " @ A*B),
that converges to HF(3).

The theorem follows almost immediately from the main theorem [£.1.2] and the proposi-
tion [2.1.4, Moreover the sheaf Sg is actually is a conjugacy invariant:

Theorem 7.1.2. [OR18e€] For any «, 8 € Br, we have:
Sa-g = Sg.a-

The argument could be found in the cited paper, here we illustrate the idea by showing
that

(71) Saiajak =~ Schrkcri~
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Indeed, let us introduce the space X3 < gl,, x (GL, x n,)? defined by the constraint requiring
the cyclic product of the group elements to be one. There is a natural B-action and B3-
equivariant projections :

pri - X3 - g[n X Ny, pri(X7glaH7927}/évg3a}/é) = (X,Y;)

Respectively, we also have projections m7,, 793, m3; : X3 — XA° and

Sowrson = Pr1#(C)y  Soyonos = Pras(C), € = CEw(n53(CY) @ w35 (CY) @ w51 (C™))

On the critical locus of Wff H(WO) we have Y; = Ady,Y;41 hence on the critical locus the
conjugation by ¢; intertwines the projections pr; and prs the isomorphism follows.

In the argument above we ignore the stability conditions but can check that the shrink-
ing lemma implies that the argument above works even after we impose the stability
conditions.

7.2. Second Markov move. The second Markov relation is more subtle and a proof of this
relation is arguably the most valuable result of [OR18e]. To convey the main idea of the proof
we explain why it holds for the braids on two strands. In this case we need to compare the
homology of the closure of 0{51 with the homology of unknot, so let us first do the most trivial
case of the braids on one strands since L(11), 1; € Br; is manifestly the unknot.

Indeed, for n = 1 we have X; = C x C* x 0 and Je embeds Fﬁﬁ){me = C x 1 x0 inside Xj.
The group By = C* acts trivially on FHilb;  and thus FHilb; = C and S, = j*(Oy, ) = Oc
and B; is the trivial bundle. We conclude then:

1

dimg; H°(11) = dimg, H'(1;) = 1
—q

5"

ree

Now let us explore the geometry of the free Hilbert scheme FHilb; ™. Let us fix coordinates

—~— free
on the space FHilb, < bxnxV:

T 72 10y _|n
S e T A B

Since we have the stability condition C{X,Y v = C? and both X,Y are upper-triangular,
we must have vy # 0. Thus after conjugating by the appropriate upper-triangular matrix we
could assume that vy = 1,1 = 0, let us denote this vector by vY. It is also elementary to see
that

C(X, YW = C? if and only if 215y # 0.

Also the stabilizer of v¥ is C* that scales x12,y and preserves x11, Z22. Hence we have shown:
FHilb]™* = P! x C2,

the projection p on C? is given by the coordinates 11, z92.

Let us contrast the geometry of FHilbgree with the geometry of FHilby. The discussion in
this paragraph is not used in the proof below and is just an illustration of difficulties of the
geometry of the flag Hilbert scheme. The condition [X, Y] = 0 is equivalent to the constraint:

y(x11 — x22) = 0.

Hence the fibers of the projection p : FHilby — C? are points outside of the diagonal z1; = 292
and the fibers are projective lines P! over the diagonal.



NOTES ON MATRIX FACTORIZATIONS AND KNOT HOMOLOGY 25

Next let us recall that the matrix factorization for the simple positive crossing is C; =
|Z,yg21|. Since Z|g—1 = (z11 — z22), the pull-back j.(Cy+) is the Koszul complex that is
homotopy equivalent to the structure sheaf of P! x C. Finally, the tautological vector bundle
is a sum of the line bundles BY = O @ O(—1), hence:

H%(01) = H*(Opixc) = Clani],  H'(o1) = H*(BY) = H*(Op1 ¢ ® Op1 (1)) = Clani],
H?(0) = H*(det(B)) = H*(Opi x¢c(—1)) = 0.
By our construction the matrix factorization for the negative crossing is differs by a line
bundle twist from the one for positive crossing. In particular, we have j.(C_) = Op1iyc(—1)
and can compute the homology:
Ho7") = H*(Opi (1)) =0, H?*(07!) = H*(det(B)®O(~1)) = H*(Op1 c(—2)) = Cla1],
H'(oy!) = H*(B¥ ® O(-1)) = H*(Op1 xc(~1) ® Op1 o (~2)) = Clzn1],

Thus we have shown H”*(o) = H*(1;) and H**1(c71) = H*(1;) as we expected.

Respectively, we can use nested nature of the scheme FHilb,, to define the intermediate
map:

7 : FHilb,™* — C x FHilb/",
where the first component of the map 7 is 17 and the second component is just forgetting
of the first rows and rows of the matrices X,Y and the first component of the vector v. Let
us also fix notation for the line bundles on FHilb{"**: we denote by O(—1) the line bundle
induced from the twisted trivial bundle O ® xj. It is quite elementary to show

Proposition 7.2.1. The fibers of the map 7 are projective spaces P"~! and
(1) By/m*(Bp—1) = Op(-1).
(2) On(_l)‘ﬂ'*l(z) = O]P’"*l(_l)‘

We can combine the last proposition with the observation that the total homology H*(P"~! O(—1))
vanish if [ € (1,n — 1) and is one-dimensional for [ = 0, n:

Corollary 7.2.2. For any n we have:
o m.(A*B,) = A*B, 4
o T(On(m)®A*B,) =0 if me [-n+2,—1].
o T.(On(—n+1)®A*B,) = A*1B,_1[n]

The geometric version of the Markov move is the following
Theorem 7.2.3. For any 8 € Bv,_1 we have
HY(8-01) = H(8), H'(8-o1) = H''().

Sketch of a proof. The main technical component of the proof is the careful analysis of the
matrix factorizations Cg.,+1 € MF (&, W). It is shown in [OR18e] that this curved complex
C_g.gi has form:

(7.2) C < CRV < C' A%V « C' @AV « C' @AV «
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where C’' = 7*(Cs), V = C" 2, the dotted arrows are the differentials of the Koszul complex
for the ideal I = (g13, ..., 91n) Where g;; are the coordinates on the group inside the product
X, = by x GL;, x n,. Thus after the pull-back j* the dotted arrows of the curved complex
vanish and we only left with the arrows going from the left to right.

Now we would like to compute 7. (jg (C. o_lil) ® A*B,,) and here we can apply the previous

corollary. Thus if € = 1 then only the left extreme term of j¥ of the complex ([7.2)) survive the
push-forward . Since the non-trivial arrows of j¥ of all are the solid arrows which are
going the left to the right, the contraction of the m,-acyclic terms do not lead to appearance
of new correction arrows thus conclude that

Ty (.7: (C_ﬁ-ol) ® Aan) = ]: (Cﬁ ® Aan_l).

If ¢ = —1 then only the right extreme term of j* of the complex (7.2)) survive the push-
forward m,. Hence the similar argument as before implies:

4 (2 (Cppt) @ A*By) = 52 (Cs @ A By,

8. CHERN FUNCTOR AND LOCALIZATION

The theorem [7.1.1{ provides a theoretical method for constructing a sheaf on the flag Hilbert
scheme that contains all the information about the knot homology of the closure of the braid
L(B). However, it is hard to use this method for actually computing knot homology.

The first complication comes from the fact that the space FHilb, is very singular and
working with this space requires extra level of care and technicalities [GRN16]. We will
explain how one can circumvent this complication with the Chern functor from the next
subsection.

The second complication comes from possible non-vanishing of the differential d in the
theorem, one would like to avoid the spectral sequence that do not degenerate at the second
step. The differential vanishes automatically if for example Sgdd vanishes, this kind of property
is probably related to the parity property in [EH17al for Soergel bimodel model of the knot
homology. Again the Chern functor helps with finding braids that have the parity property,
as we explain in the end of the section.

8.1. Chern functor. In the paper [OR18d| we construct a pair of functors which we call a
Chern functor and a co-Chern functor:

CH!

loc

TN

(8.1) MEFS! Dy (Hilby,)

~N_

Hcst

loc

where Hilb,, is the Hilbert scheme of n points on C2, while Dgz:(Hilbn) is the derived category
of two-periodic Ty.~equivariant complexes on the Hilbert scheme. In the same paper we prove

Theorem 8.1.1. [OR18d] For every n we have
e The functors CHS' . and HCS! . are adjoint.

loc loc

e The functor HCE. is monoidal.

e The image of HC}:, commutes with the elements ®(B), B € Br,,.
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As a manifestation of the categorified Riemann-Roch formula, we obtain a new interpreta-
tion for the triply-graded homology:

Theorem 8.1.2. [OR18d] For any [ € Br,, we have:
HHH(B) = Hom(O, CH:.(®(8)) ® A*B).

loc

Let us outline the construction of the Chern functor in the next subsection.

8.2. The Chern CH. First we will construct the functor between the categories MF and
MFp, where the last category is defined as a stable version of the category of equivariant
matrix factorizations:

MFp, := MFg(€,Wny), € =gxGxg, Wn(Z,9,X)="Tr(X(Z—-Ady2)),

the group GL,, acting on components of ¢ by conjugation. The stable version of the category
is defined as category of matrix factorizations on the slightly enlarged space:

¢t € xV, (Zg X,v)e€™"iff gv=.
Both stable and unstable versions of the categories fit into the diagram:

CH*
/\
MF* MF},. |
\_/

HC*

where o can be either st or 7.

To lighten the exposition we explain only the construction for the functors CH and HC,
the stable version is an easy modification of the construction, see [OR18d]. We need two
auxiliary spaces in order to define the Chern functor:

ngH:ngxngxn, Zen=gxGxgxGxb
The action of G x B on these spaces is
(k) - (Z,9, X, h,Y) = (Ady(Z), Adg(g), Adg(X), khb, Ady (V)
and the invariant potential is
Wen(Z.g, X, h,Y) = Te(X (Adga(Y) — Ady(Y))).

The spaces € and 2~ are endowed with the standard G x B2-equivariant structure, the action
of B? on € is trivial. The following maps

o Zon — €, fa: 2% - 2 50 2% - Zen
WDr(Zagathvy) = (Z797X)7 fA(ZagvXa ha Y) = (ngha Y7 ha Y)

are fully equivariant if we restrict the B?-equivariant structure on 2" to the B-equivariant
structure via the diagonal embedding A : B — B2. Note that j° is the inclusion map.
The kernel of the Fourier-Mukai transform is the Koszul matrix factorization

Kepg :=[X — Adgle, AdRY — Z] e MF(Zcn, mh,(Wor) — FA(W)).
and we define the Chern functor:

(82) CH(C) := e+ (CEa(Ken ® (53 0 FA(C)").
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We also define the co-Chern functor HC as the adjoint functor that goes in the opposite
direction: HC: MFp, — MF. Thus, the functor HC is the composition of adjoints of all the
functors that appear in the formula .

The product Zcy x B has a B x B-equivariant structure: for (p,g) € Zcn x B we define

(h1,h2) - (p,g) = (b1 - p, haghy ")
Then the following map is B?-equivariant:
fa: 284 x B— 2 x B,
fA(ngva h7Y7 b) = (Xagh7Y7 hbaAde b)

The map fa is a composition of the projection along the first factor of Z¢y and the embedding
inside 2" x B. The embedding is defined by the formula

AdpyY: = Yo,
so it is a regular embedding. Thus since
i (Kon @ Ty (D)) € MF gy g2 (Zom x B, FA(W)),

where 7p; : Zc X B — € is a natural extension of map mp, by the projection along B, we
have a well-defined matrix factorization fas 0% (Kcu®7h (D)) € MF g, g2 (2" x B, w5 (W),
where 7p is the projection along the last factor. Now we can define:

(8.3) HC(D) ‘= T Bx (]EA* o jo* (KCH ® WEr(D)))'

8.3. Linear Koszul duality. We need to relate the category MFg, and the category DJ:" (Hilb).
This relation is a particular example of the linear Koszul duality. Let us discuss the linear
Koszul duality in general.

Derived algebraic geometry is explained in many places, here we explain it in the most
elementary setting sufficient for our needs.

Initial data for an affine derived complete intersection is a collection of elements f1,..., fi, €
C[X]. It determines the differential graded algebra

Zm 0
i=1 K

where 6; from a basis of U = C™.

More generally, given a dg algebra R such that H(R) = Oz we say that Spec(R) is a dg
scheme with underlying scheme Z. Respectively, we define dg category of coherent sheaves
on Spec(R) as

_ {bounded complexes of finitely generated R dg modules}

Coh(Spec(R)) {quasi-isomorphisms}

Consider a potential on X x U:
m
W = 2 fZ (JJ)ZZ',
i=1
where z; is a basis of U* dual to the basis 6;. For the Koszul matrix factorization:

MF(X x U,W)>B = (R®C[U],Dg), Dp= 2 zi0; + f1£
i=1 i
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and for a (M, Djys) dg module over R, the tensor product
KSZU(M) = M®C[X]®A*(U) B
is an object of MF(X x U, W) with the differential D = D)y ® 1 + 1 ® Dp. The map KSZy
extends to a functor between triangulated categories:
KSZy: Coh(Spec (R)) — MF(X x U, W).

The functor in the other direction is based on the dual matrix factorization:
m

ME(X x U, ~W) 3 B* = (R®C[U), Df), D=~ i + finr
i=1 i

KSZ{;: MF(X x U,W) — Coh(Spec (R)), KSZ{;(F) := Homg (F Qc[xxv] B*, R).
Theorem 8.3.1. The compositions of the functors:
KSZy o KSZf;, KSZf; o KSZy
are autoequivalences of the corresponding categories.

Proof of this theorem could be found in [Isil3], [AKI5al] or one can consult [OR18d] for a
more streamlined argument.

8.4. Linearization. We would like to apply the Koszul duality in our situation. The com-
plication in our case is that we want to eliminate the group factor in the space ! but the
group is not a linear space. Thus we have to restrict ourselves to the neighborhood of the
identity and linearize the potential in this neighborhood and as we explain below it could be
done with localization.

A coordinate substitution Y = Ug™

Wi (X, U, 9) = To(X[U, g]) = Wie(X,Ug ™, g).
Thus we introduce linearized categories:
m].)r = MF¢qg (f.7wlin)v

where €* is obtained from %* by taking the closure of G inside g.
Since jg: €* — ¢* is an open embedding, the pull-back functor jf is a localization functor
and we denote

! on our main variety ¥ makes the potential tri-linear:

loc®: MF}), — METD),
for this functor.
Proposition 8.4.1. [ORI8d] The functors loc®® are isomorphisms.
Since the potential W is linear as a function of g € g and the scaling torus Ts. does not act
on g, we obtain a pair of mutually inverse functors:

KSZ;“

/\
MF?}, Coh®

KSZg

here Coh® is the two-periodic derived category DP¢"(Hilb) and Coh is the DG category of
the commuting variety.
The functors that we wanted to construct are defined by the composing the functors:
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CHjS, := CH* o (loc™*) ™! 0 KSZ¥ : MF* — DP*(Hilb,,(C?)).

The localization functor does not seem to be invertible in the case of e = ¢, however
a construction of the functor in the opposite direction does not require invertibility of the
localization:

HC},. := HC® oloc® 0 KSZ;: Coh® — MF*.

8.5. Localization formulas. The advantage of this new interpretation is that the Hilbert
scheme is smooth, unlike the flag Hilbert scheme which is a homological support of Ext(®(5), ®(1)).
So the complexes on Hilb are more manageable than their flag counter-part. In support of
this expectation, we apply the Chern functor to the Jusys-Murphy (JM) subgroup inside Bt,,
together with the parity property and prove an explicit localization formula for the sufficiently
positive elements of the JM subgroup.

Recall that the JM subgroup is generated by the elements

2
5,' =0i0i4+1-.-0p_1-.-04+105.

It is not hard to see that these elements mutually commute and that the full twist from the
introduction is the product:

n—1
FT = H 5;.
=1

It is expected that CH}'. applied to the matrix factorization corresponding to the suffi-
ciently positive element of JM algebra is a sheaf supported in one homological degree, we
state the precise conjecture below. Modulo this geometric conjecture we have a (conditional
on the conjecture) formula for the corresponding homology of the links.

Theorem* 8.6. For any n there are N, M > 0 such that for a vector b € Z"1 with Qi1 —a; >
N,az > M the (q,t,a)-character of the homology of the closure of the braid [ [,_, 8b is given
by the formula

dlmaQTHHHH ZH Ha'z I1 CZZ

I<i<jsn

where ((x) = %, Q = ¢, T = t?/q*>. The last sum is over all standard Young
tableauz with z = Q¥OTV® o/ 1" are co-arm and co-leg of the square the standard tableau

with the square with the label i.

The proof has two components. The first component is concerned with actual computation
of the matrix factorization ®(][;_, 5?1'). This computation is an easy consequence of our
construction of ®/7:

Theorem 8.6.1. [OR18c| For any i =1,...,n we have
e (A;) = 2 (1)(xs, 0).

In particular, we show in [ORI8c] that the pull-back j% sends ®*/f(1){y;, 0 to the trivial
line bundle. Since 0; = fgt(4A;) we conclude the following
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Corollary 8.6.2. For any 5 € Bt,, and b;, M € Z we have
Hab B)<b, 0,

CH]OC( (6 : FTM)) CH]OC( (5)) ® det(B)®M
where FT =[], &; is the full-twist braid.

Thus we can apply the first formula from the corollary and get an explicit Koszul matrix
factorization describing the desired curved complex:

o([ [o¥) = €<, 0).
=2

It is much harder though to compute Chern functor CH(C||<5, 0)). It is expected [GRN16]
that CH(C)) is a celebrated Procesi vector bundle and finding an explicit description for this
vector bundle is notoriously hard [Hai02]. So at the moment we do not have an explicit
statement for CH(CH<5, 0)) but we believe the following weaker conjecture could be proved by
inductive argument from the work of Haiman.

Conjecture 8.6.3. [OR18f] There is N > 0 such that for any a such that a;+1 —a; > N the
two periodic complex CHIOC(C”<EL’, 0)) is homotopy equivalent to the sheaf concentrated in even
homological degree.

On the other hand det(B) is an ample line bundle on Hilb,,(C?) and hence the assumptions
of the theorem and corollary [8.6.2 imply that CHISCEC(CH<Z))> is homotopy equivalent to
the sheaf with no higher homology. The differential in the complex C has T, degree t,

respectively by t-twisting even component of C; we obtain the curved complex Cﬁ'” with T-

invariant differential. From the discussion above we have:

H*(CH}, (€)@, 0)) = H"(CH(C[*(@, 0))) = x(CH,(Cf*(@, 0))) = x(85°(@, 0)),

where S{" is the version of S; with t—tw1sted even component. There is well-defined image
K(C)) of the complex inside of the Ts.-equivariant K-theory. Thus the Euler characteristics

of the LHS of last formula can be computed within K7, (FHilb/"¢) and here we can use the
analog Negut’s theorem for the push-forward along the fibers of the projection

Proposition 8.6.4. For any rational function r(L,) with coefficients rational functions of
L;, 1 <n, the K-theory push-forward is given by

r(2) , dz
T (r(Lr)) = J(l—z‘l) HC (Ei/z)7
where the contour of integration separates the set Poles(r(z)) | J{0, 0} from the poles of the

rest of the integrant.

The K-theory class of the complex CHS® ( ﬁ”) is [ [1<icjen(1—qtLi/L}). Hence we can ap-

ply the formula from the previous proposition iterative to obtain the iterated residue integral
formula for the desired link invariant'

+az zidzy  dz,
f JH - I1 C(Z)Z”'Z‘

1<i<j<n J
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The final step of the proof is a delicate analysis of the iterated residue that was done in the
work of Negut [Negl5] in the context of K-theory of the flag Hilbert scheme.

[AK15a]
[AK15b]

[CGIT7]
[Dycl1]

[EH16]
[EH17a]
[EH17b)]
[Eis80]
[GH17]
[GORS14]
[GRN16]
[Hai02]

[HL19]
[Isi13]

[Jon&7]
[KhoO0]
[KROS]

[KR10]

[KRS09]

[Negl5]

[OR17]

[OR183]
[OR18b)
[OR18c]
[OR18d]
[OR18¢]

[OR18f]
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