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ABSTRACT 

In the search for chemically stable two-dimensional (2D) materials with high in-plane 
mobility, proper bandgap, and compatibility with vapor-based fabrication, van der Waals 
semiconductor SiP has become a potential candidate as a robust variation of black 
phosphorous. While bulk SiP crystals were synthesized in the 1970s, the vapor-based 
synthesis of SiP nanostructures or thin films is still absent. We here report the first chemical 
vapor growth of SiP nanostructures on SiO2/Si substrate. SiP islands with lateral size up to 20 
μm and showing well-defined Raman signals were grown on SiO2/Si substrate or on SiP-
containing concentric rings.  The presence of SiP phase is confirmed by XRD. The formation 
of rings and islands is explained by a multiple coffee ring growth model where a dynamic 
fluctuation of droplet growth front induces the topography of concentric ring surfaces. This 
new growth method might shed light on the controlled growth of group IV-III high-mobility 
2D semiconductors.   

INTRODUCTION 

Two dimensional (2D) materials with high in-plane charge carrier mobility, 
proper bandgap, sufficient chemical stability, and compatibility with vapor-based 
fabrication methods are highly desired in the semiconductor community. Graphene has 
high room-temperature mobility > 10000 cm2/V•s but zero bandgap [1]. Transition metal 
dichalcogenides (TMDCs) have bandgap 1.0 eV~1.9 eV while carrier mobility is 
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EXPERIMENTAL DETAILS 

Back to the 1970s, I2, Br2, or Cl2 were used as transport agent in CVT of bulk 
SiP2, SiAs or GeAs [9, 12, 13]. Typically, following reactions proceed: 
2SiAs(s)+7I2⇌2SiI4(g)+2AsI3(g) or GeAs(s)+2I2(g)⇌GeI4(g)+As(s). The species were 
transported between a hot end around 1100~1200 °C and a cold end around 600 °C over 
a few days [12].  As shown in figure 1(b), the Si-P binary system is featured by two 
eutectic transitions near 1100 °C, while the P-rich region shows a much lower transition 
temperature ~600 °C [11]. We also notice that the CVT reaction between SiP2 and I2 will 
further facilitate the transport process [9]. Therefore, with the aid of excess P and I2 in 
the vapor phase, the precipitation temperature of Si-P compounds (hereafter referred to 
as SiPx) could be lowered significantly so that vapor-based growth of SiPx could 
probably be achieved in a conventional chemical vapor deposition (CVD). We therefore 
resorted to a transport-agent-assisted CVD to deposit SiP on SiO2/Si substrates in a 
horizontal tube furnace. As sketched in figure 1(c), SiPx powder was prepared by ball 
milling Si and red-P and used as starting precursors and loaded in a heating zone center; 
I2 were placed in the upper stream area while SiO2/Si substrates were placed to the 
downstream area. In a typical growth cycle, high-purity Ar was flown at a rate of 100 
sccm through the whole growth process and the pressure inside the tube was maintained 
at ~200 Torr. The zone center was ramped to 1100°C within 3 h and dwelled at 1100 °C 
overnight, after which the furnace was cooled down naturally to room temperature. The 
positions of I2 and SiO2/Si were chosen, such that I2 were heated to ~100 °C to sustain a 
constant supply of I2 vapor, while substrate temperature was around 800 °C to enhance 
SiP crystallinity. 

RESULTS 

The morphologies of as-grown SiP structures (whose phase was identified later) 
are shown in figure 2. Based on the optical image in figure 2(a), SiP were formed as 
colonies of concentric rings with the largest radius ~80 μm. The homogeneous blue/green 
color (partially induced by the purple background of SiO2/Si substrate) of ring structures 
and the lack of defocus in optical image indicate that the height variation over these 
colonies is small. As the colonies expand and touch each other, polyhedron domains 
were formed. In addition to rings, brown islands with lateral size ~2 μm were formed 
atop of rings or near the domain boundaries where rings were absent.  

The AFM image of a typical colony is shown in figure 2(b). The height of the 
colony ranged between 700~800 nm, whose small variation is consistent with optical 
images. The width of individual rings increased from <1 μm to ~5 μm deviating away 
from the ring center. Between neighboring rings, a groove is formed, whose depth is 
<5% of the height of the rings. We also noticed that the top surfaces of rings are 
fluctuating. Compared to the layer-by-layer growth of 2D materials where a locally 
smooth, groove-free terrace structure is formed, the locally rough concentric rings 
separated by grooves observed in SiP is rather distinctive.  

Figure 2(c)(d)(e) show the SEM images of SiP rings. The densely arranged 
rings shown in figure 2(e) were taken near the ring center. The grooves and local height 
deviation were clearly observed.  For the sake of analysis, we hereafter refer to the four 
kinds of morphologies as off-center rings, central rings, on-ring islands, off-ring islands, 
figure 2(c).  
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some tiny peaks between 100~200 cm-1 were observed from on-ring islands or off-ring 
islands. Indexation of Raman modes of SiP is still unknown at present  [14]. The 
shoulder-like peak starting from 225 cm-1 was attributed to SiO2/Si. In contrast, rather 
weak Raman signals were observed from both kinds of rings. Therefore, the crystallinity 
of different SiP structures may be ranked as on-ring islands>off-ring islands>off-center 
rings>central rings. It should be noted that the low-crystallinity structures might not 
contribute to XRD signal much.  

DISCUSSIONS 

The growth process of SiP and how it further influences the crystallinity of 
different structures can be explained with a multiple coffee ring growth model. The 
multiple coffee ring structure has been observed in the evaporation of colloidal droplet 
on a flat substrate [15-18]. The fact that the surface curvature of a cap-shaped droplet is 
larger near the periphery than near the center will accelerate the evaporation of liquid 
near droplet periphery (e.g. Gibbs–Thomson Effect) [19]. Based on mass conservation, 
the solution near the droplet center must flow towards the periphery to replenish the 
higher evaporation rate therein [15]. Due to the interaction among capillary flow, surface 
tension, and viscosity, the droplet periphery can be temporarily pinned by tiny features 
on the substrate surface or by the newly precipitated solute at the periphery (i.e. the 
growth front), rendering the eccentric capillary flow more significant [16-18]. 

Near periphery, the height-averaged radial velocity of solution with a distance r 
from the droplet center can be quantified as equation 1 [18], 

 

 (   )  
 

 ( )√ (   )
 ( )  

 
Where D represents the driving force of the flow, R the droplet radius, θ(t) the 

contact angle. The [R(R-r)]-1/2 dependence is due to the aforementioned diverging 
evaporation rate at the droplet surface. When the growth front is pinned, θ(t) keeps 
decreasing due to the steady evaporation of liquid. As a result, u(r,t) in turn increases. 
Therefore, the precipitation rate and the supersaturation of solute keep scaling up with 
time, such that an order-to-disorder transition of the precipitated solute is induced with R 
shrinking.   

However, if the evaporation rate is so high that the radial flow of solution can 
no longer replenish the evaporation, the pinned growth front will have to recede 
centripetally before θ(t) reaches zero [20]. In this way, the reduced R, along with an 
increased θ(t) would allow for a larger u(r,t), so that the evaporation rate can again be 
balanced by the eccentric solution flow. After reaching θmax, the eccentric solution flow 
outweighs the evaporation rate, the formation of rings becomes difficult, and the pinned 
growth front breakdowns again. In this regard, when the overall evaporation is rather 
high (compared to near-room-temperature evaporation of colloidal suspensions etc.), a 
droplet would undergo a dynamic yet repeated  “pin-unpin-pin-unpin…” cycle instead of 
a monotonic exhaustion with only one pinned growth front; and accordingly a colony of 
multiple rings with fluctuating surface topography rather than one single ring is expected.  
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comparable with the droplet height, the surface tension effect becomes rather significant 
such that the evaporation rate at growth front fluctuates more frequently. This qualitative 
picture might explain the smaller intervals between adjacent central rings compared to 
off-center rings, and the lower crystallinity of central rings compare to off-center rings. 
Based on the growth process proposed above, the crystallinity of the four kinds of SiP 
structures can be ranked as on-ring islands > off-ring islands > off-center rings > central 
rings, consistent with the observation of Raman spectroscopy.  

CONCLUSIONS 

The “islands plus rings” nanostructure of two-dimensional vdW semiconductor 
SiP was grown by I2-assisted chemical vapor deposition on SiO2/Si substrates for the first 
time. The presence of SiP phase was confirmed by Raman spectroscopy and XRD. 
Concentric rings with the utmost diameter around 80 μm showed up as closely-
distributed colonies.  With approaching the ring center, the interval between adjacent 
rings decreased from ~5 μm to <1 μm, while the height increased from ~700 nm to ~800 
nm. Some 5~20 μm large islands were formed near the boundaries of neighboring 
colonies of concentric rings, while some <5 μm islands were grown atop of concentric 
rings. The two kinds of islands show strong Raman signals similar to bulk crystals. The 
formation of “multiple coffee rings” compared to the well-known single coffee ring 
growth mode in colloidal systems was explained by a dynamic pin-unpin-pin cycle of the 
droplet growth front. The formation of islands and rings and their different crystallinities 
were explained with multiple coffee ring growth model. Up to our knowledge, this is the 
first demonstration of the vapor-based growth of SiP nanostructures. The innovative 
growth method may shed light on the controlled growth of SiP or similar group IV-III 
compounds, and eventually pave the road for the exploration of new stable, high-
mobility two-dimensional semiconductors.   
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