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Abstract

The problem of synchronization of multiple linear time-invariant systems connected over a network with asynchronous and
intermittently available communication events is studied. To solve this problem, we propose a controller with hybrid dynamics,
namely, the controller utilizes information transmitted to it during discrete communication events and exhibits continuous
dynamics between such events. Due to the additional continuous and discrete dynamics inherent to the interconnected networked
systems and communication structure, we use a hybrid systems framework to model and analyze the closed-loop system. The
problem of synchronization is then recast as a set stabilization problem and, by employing Lyapunov stability tools for hybrid
systems, sufficient conditions for asymptotic stability of the synchronization set are provided. Furthermore, we show that the
property of synchronization is robust to perturbations. Numerical examples illustrating the main results are included.
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1 Introduction
1.1  Motivation

The topic of synchronization or the notion of multi-
ple dynamical systems converging to evolve together
has gained significant traction in recent years due to
the wide range of applications in science and engineer-
ing. Namely, synchronization is seen in spiking neurons
Murthy & Fetz (1996), Phillips & Sanfelice (2014), for-
mation control and flocking maneuvers Fax & Murray
(2004), Olfati-Saber & Murray (2002), distributed sen-
sor networks Olfati-Saber & Shamma (2005), and satel-
lite constellation formation Sarlette et al. (2007), to
name a few. In this paper, we are interested in the
topic of synchronization of continuous-time linear time-
invariant interconnected systems coupled over a general
graph where communication between connected agents
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occurs only at intermittent time instances. We are inter-
ested in designing a distributed hybrid controller that
only employs such impulsive information which drives
the states of the agents in the network to converge to
synchronization. The problem comes with many chal-
lenges due to the interconnection between each agent
being impulsive, which, under the effect of the hybrid
controller, results in a hybrid system. Some of the main
challenges in designing a control algorithm for synchro-
nization in such a setting include:

e Asynchronous and heterogenous communication
events at unknown times: the time instances at which
each agent receives information are not synchronized
and do not necessarily occur periodically. Namely,
each agent may receive information from its neighbors
at different and unknown time instances. Further-
more, the amount of ordinary time elapsed between
successive communication events for each agent may
not be constant or known a priori; for example, one
agent may receive information at a much faster “rate”
than others.

o Instability of nominal dynamics: each of the systems
may not be stable, potentially leading to unbounded
trajectories in each system. In particular, the individ-
ual dynamics of the agents to be synchronized could
be such that their origin is marginally stable or unsta-
ble, in which case the state trajectories of the agents
need to converge to each other while potentially es-
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caping to infinity.

e Perturbations in the dynamics, parameters, and mea-
surements: unknown dynamics in the model make it
difficult to design an algorithm that guarantees exact
synchronization. Synchronization algorithms that are
not robust to perturbations on the transmitted infor-
mation and on the times at which such information ar-
rives could prevent the state trajectories of the agents
to converge to nearby values.

1.2 Related Work

The wide applicability of synchronization in science and
engineering has promoted a rich set of theoretical results
for a variety of classes of dynamical systems using a
diverse tools. The study of convergence and stability of
synchronization come through the use of systems theory
tools such as Lyapunov functions Belykh et al. (2006),
Hui et al. (2007), contraction theory Slotine et al.
(2004), and incremental input-to-state stability Angeli
(2002), Cai et al. (2015). Results for asymptotic syn-
chronization with continuous coupling between agents
exist in both the continuous-time domain and the
discrete-time domain; see, e.g., Scardovi & Sepulchre
(2009), Moreau (2004), Olfati-Saber et al. (2007), where
the latter is a detailed survey of coordination and con-
sensus for integrator dynamics, in both continuous-time
and discrete-time. Likewise, in Scardovi & Sepulchre
(2009), a dynamic control law is shown to guarantee
that the solutions to a closed-loop system of linear time-
invariant systems converges to that of an homogeneous
system with the same dynamics. In Moreau (2004), the
author provides a brief survey on the convergence to
synchronization through Lyapunov and set convexity
analysis. As pointed out therein, a typical approach
to guarantee that the interconnected agents converge
to synchronization is to leverage the properties of the
graph structure inherent in the connection of multiple
agents. Namely, the approach is to use the proper-
ties of the graph Laplacian matrix to show that every
agent converges exponentially to the synchronization
manifold. Typically only convergence is considered for
such systems and stability is usually omitted in defini-
tions of synchronization; see, e.g., Belykh et al. (2006),
Scardovi & Sepulchre (2009), Olfati-Saber et al. (2007).

Synchronization in continuous-time systems where com-
munication coupling occurs at discrete events is an emer-
gent area of study. In Cai et al. (2015), the authors study
a case of synchronization where agents have nonlinear
continuous-time dynamics with continuous coupling and
impulsive perturbations. In Lu et al. (2010), the authors
use Lyapunov-like analysis to derive sufficient conditions
for the synchronization of continuously coupled nonlin-
ear systems with impulsive resets on the difference be-
tween neighboring agents. Similar to impulsive systems,
synchronization in systems where feedback controllers
are designed as state-triggered discrete events appeared
in Liu et al. (2013), Demir & Lunze (2012), Wu et al.
(2016). In Liu et al. (2013), a distributed event-triggered

control strategy was developed to drive the outputs of
the agents in a network to synchronization.

An observer-based event policy was developed in
Demir & Lunze (2012) for a network of linear time-
invariant systems where communication events occur
when the distance between the local state and its esti-
mate is larger than a threshold. Using a sample-and-
hold self-triggered controller policy, a practical syn-
chronization result was established in Persis & Frasca
(2012) for the case of first-order integrator dynamics.
In He et al. (2015), an impulsive control algorithm to
achieve approximate synchronization of multiple con-
nected agents with a leader-follower architecture is
designed. In Liu et al. (2017), a controller to achieve
consensus for multi-agent systems is proposed for the
case when each agent transmits information to their
neighbors continuously. In He et al. (2017), an algo-
rithm for leader-follower consensus under the presence
of delays is designed by appropriately choosing the sam-
pling period and the coupling strength. The algorithms
designed in this paper achieve synchronization (in the
limit) using measurements and communicated informa-
tion, do not rely on a leader-follower architecture, but,
instead, are decentralized, and allow communication
events occurring aperiodically.

To the best of our knowledge, methods for the design
of algorithms that guarantee robust synchronization of
multi-agent systems with information arriving at im-
pulsive, asynchronous time instances are not available.
Namely, many control design methods for synchroniza-
tion make rather strong assumptions on the times when
communication occurs. As we will define explicitly in the
next section, we only require that the times at which
communication occurs are upper and lower bounded by
positive constants. This implies that successive commu-
nication events may occur any time within this interval
of time.

1.8  Problem Formulation

We consider the problem of robustly synchronizing (in
terms of both exponential attractivity and stability)
N > 1 continuous-time agents with linear dynamics
(under nominal conditions) from intermittent measure-
ments of functions of their outputs over a network.
Namely, we consider the following differential equation
modeling the evolution of the state of the i-th agent:

where A € R™ "™ is the nominal system matrix, B €
R™*P is the input matrix, u; is the control input, A; :
R"™ xR>9 — R™ models unknown and possibly heteroge-
neous dynamics, and ¢t > 0 denotes ordinary time. The i-
th agent in the network measures its local information y;
and receives information from its neighbors y; at times
t € {t:}22,. Moreover, at such event times, the output
of each agent is given by

yi = Hri + i (w4,t) (2)



where H is the output matrix and ; is an unknown func-
tion modeling communication noise. The event times ¢,
are independently defined for each agent (as the index
i denotes); the only restriction imposed on communica-
tion times is that they must satisfy

L —tie [T T3] Vse{l,2,...}, t1<T5 (3)

where, for each i € V, the positive scalars T} and T4
satisfy T4 > T} and define the lower and upper bounds
on the communication rate, respectively. Namely, these
parameters (which are known but may be different for
each agent) govern the amount of time allowed to elapse
between consecutive communication events. The param-
eter T4 is often referred to as the mazimum allowable
time interval (MATT).

Motivated by the challenges outlined in Section 1.1,
we propose a distributed hybrid controller capable of
asymptotically synchronizing the state of each agent
over the network, with stability and robustness, by only
exchanging information among neighbors at indepen-
dent communication events t}. In the nominal case, the
algorithm proposed here guarantees global exponen-
tial stability of the set characterizing synchronization,
called the synchronization set, and when projected
to the state space of all agents, the synchronization
set is the set of points z = (z1,x2,...,2n) such that
r1 = x93 = -+ = x. Moreover, in the presence of small
enough general perturbations, the proposed algorithm
guarantees that the stability properties are preserved,
semiglobally and practically. Under the perturbation ef-
fect of measurement noise, we also show that the system
is input-to-state stable (in the hybrid sense).

1.4 Outline of Proposed Solution

The distributed controller has internal state variables
(n; for each ¢ € V) which have hybrid dynamics; i.e.,
the internal states are updated both continuously and,
at times, are impulsively updated. In this way, we assign
the state of the controller, denoted as 7;, to the input
of the i-th system u;, namely, we consider u; = 7;. In
general terms, the continuous dynamics of the controller
state are given by a differential equation of the form

M = fei(Yi, M), (4)

when no new information is available, where y; is the
output of itself. When new information arrives, i.e., when
t € {ts}52,, the internal states are updated according to

N

’]’]j— = Z gikGlcCi (777,7 Nk> Yis yk) (5)
k=1

where V := {1,2,..., N} defines the set of all agents;
gi. models the connection between agents ¢ and k,
namely, g;x = 1 if the k-th agent can share information
to agent ¢ and g;; = 0 otherwise. The map f.; defines

the continuous evolution of the controller state and the
map G’c“i defines the impulsive update law when new
information is collected from each connected agent. Fur-
thermore, as we will show, the hybrid model in Section
3.1 is time invariant and is able to capture all possi-
ble event times {¢%}52, satisfying the constraints (3).
Then, 7n; is injected into the continuous-time dynam-
ics of the i-th agent’s input u; and, at communication
events, updates its internal state impulsively. Due to
the intermittent nature of communication in many en-
gineering disciplines, the dynamic controller defined
in (4) — (5) may have numerous applications, such
as, smart decentralized power systems Blaabjerg et al.
(2006), formation control of aerial vehicles and satellites
Fax & Murray (2004), Olfati-Saber & Murray (2002),
Sarlette et al. (2007), and in distributed sensor networks
Olfati-Saber & Shamma (2005). Following the hybrid
systems framework in Biemond et al. (2012), we model
the continuous dynamics of each agent, the communi-
cation events, and the distributed hybrid controller as a
closed-loop hybrid model in Section 3.1.

As mentioned in Section 1.2, there are numerous ap-
proaches available in the literature to solve such prob-
lems. In particular, in He et al. (2015) and He et al.
(2017), the authors address the problem of quasi-
synchronization for a leader (and its followers) via an
impulsive controller that instantaneously updates the
state x; at events. In this paper, we solve the problem of
synchronization without resetting the state of the sys-
tems. More precisely, we design a continuous-discrete
(namely, hybrid) control strategy that does not require
resetting the state x;, but rather, instantaneously up-
dates a controller variable. This feature might be more
suitable for multi-agent systems where the dynamics of
x; describe the evolution of physical variables of the in-
dividual systems, which typically cannot be impulsively
changed.

1.5 Contributions and Organization

The main contribution of this work lay on the estab-
lishment of sufficient conditions for nominal and robust
synchronization over networks with intermittent infor-
mation availability. In fact, the proposed design con-
ditions guarantee the states of each agent converge to
synchronization with an exponential rate when infor-
mation is only available at, possibly, asynchronous and
non-periodic time instance. Precisely, as shown in Sec-
tion 3.3 through an appropriate choice in coordinates
we utilize Lyapunov arguments for hybrid systems to es-
tablish sufficient conditions that assure global exponen-
tial stability of the synchronization set. An in-depth ro-
bustness analysis and design procedure are presented in
Section 3.5, wherein we establish several key robustness
properties. In part, this is enabled by the proposed hy-
brid controller which is designed to satisfy certain reg-
ularity conditions that, under nominal conditions has
uniform global asymptotic stability of the synchroniza-
tion set, guarantees robustness to small enough pertur-



bations. In Section 3.5.1, we provide results on robust-
ness with respect to perturbations emerging from un-
modeled dynamics, skewed clocks, as well as communi-
cation noise. In Section 3.5.2, results on robustness in the
form of an input-to-state stability (ISS) property with
respect to communication noise is provided, for which
an explicit ISS bound is given.

In Section 4, we provide numerical simulations to illus-
trate our results. We consider the case of asynchronous
update times where the dynamics of the agents have
harmonic oscillator dynamics under different scenarios.
Namely, we consider the case of six such systems on a
ring graph under nominal conditions as well as subjected
to communication noise and packet dropouts. Moreover,
we consider such harmonic dynamics on a large-scale
system (N = 100) representing a small-world network
as in Watts & Strogatz (1998).

This paper extends our preliminary work in our confer-
ence papers Phillips & Sanfelice (2016) about synchro-
nization. In Phillips & Sanfelice (2016), we consider the
case of N-dimensional linear time-invariant systems un-
der general directed graphs where communication events
are synchronously triggered throughout the network. In
Phillips et al. (2016), we consider asynchronous com-
munication for agents with scalar integral dynamics.
This paper not only generalizes these results, but also
provides complete proofs, which were not available in
Phillips & Sanfelice (2016), includes new results (Theo-
rem 3.6, Proposition 3.11 and Theorem 3.13 are new),
and numerous new illustrations via examples in Sec-
tion 4.

2 Notation and Preliminaries on Graph Theory
2.1 Basic Notation

Given a matrix A, the set eig(A) contains all eigen-
values of A and |A] := max{|/\|% © )\ € eig(ATA)}.
Given two vectors u,v € R", |u| := VuTu and nota-
tion [u” vT]T is equivalent to (u,v). Given a function
m : Rsg = R", |m|e := sup;sq |m(t)]. Z>1 denotes
the set of positive integers, i.e., Z>; = {1,2,3,...}.
N denotes the set of natural numbers including zero,
ie, N:={0,1,2,3,...}. Given a symmetric matrix P,
A(P) := max{\ : X € eig(P)} and A(P) := min{\ :
A € eig(P)}. Given matrices A, B with proper dimen-
sions, we define the operator He(A4, B) :== AT B+ BT 4;
A ® B defines the Kronecker product; diag(4, B) de-
notes a 2 X 2 block matrix with A and B being the di-
agonal entries; and A x B defines the Khatri-Rao prod-
uct between A and B. Given N € Z>1, Iy € RNVXN
defines the identity matrix and 1y is the vector of NV
ones. A function 8 : R>g x R>g — R>¢ is a class-
KL function, also written 8 € KL, if it is nondecreas-
ing in its first argument, nonincreasing in its second
argument, lim, .o+ B(r,s) = 0 for each s € R>, and
lim,_,o0 B(r,s) = 0 for each r € R>g. Given s € R, |s]
denotes the largest integer that is smaller than or equal
to s. The graph of a set-valued mapping G : R®» — R"”
is defined as gph G = {(z,y) : x € R",y € G(x)}.

2.2 Preliminaries on Graph Theory

A directed graph (digraph) is defined as ' = (V, €, G).
The set of nodes of the digraph are indexed by the ele-
ments of V = {1,2,..., N}, and the edges are the pairs
in the set &€ C V x V. Each edge directly links two
nodes, i.e., an edge from i to k, denoted by (i, k), im-
plies that agent 7 can receive information from agent k.
The adjacency matrix of the digraph I' is denoted by
G € RV*N where its (i, k)-th entry g;; is equal to one
if (i, k) € € and zero otherwise. A digraph is undirected
if gix = g for all i,k € V. Without loss of generality,
we assume that g; = 0 for all ¢ € V. The in-degree and
out-degree of agent i are defined by di" = Zivzl gir and
dovt = Eszl gki- The in-degree matrix D is the diagonal
matrix with entries D;; = di™ for all i € V. The Lapla-
cian matrix of the graph T, denoted by £ € RN*V g
defined as £ = D — G. The set of indices correspond-
ing to the neighbors that can send information to the
i-th agent is denoted by N(i) := {k € V : (i,k) € £}.
A directed graph is said to be strongly connected if and
only if any two distinct nodes of the graph can be con-
nected via a path that traverses the directed edges of
the digraph. It is considered undirected if communica-
tion between every distinct node is bidirectional, namely,
for each edge (i,k) in the edge set &, the edge (k,1) is
also in the edge set. Let the digraph be strongly con-
nected and A\; < Ay < --- < Ay be the eigenvalues of
L.' Then, A; = 0 is a simple eigenvalue of £ associ-
ated with the eigenvector 1; L is positive semi-definite
and, therefore, there exists an orthonormal matrix ¥ €
RNXN guch that VLU = diag(Ai, A2,..., n). The
digraph is undirected if and only if the Laplacian is
symmetric. Inspired by Liu et al. (2012) if the Lapla-
cian is symmetric then we have the following proper-
ties. We define U = (19,13, ...,9n) € RVXN=1 with
v; = (Yi1, iz, ..., %in) being the orthonormal eigen-
vector corresponding to the nonzero eigenvalue \;, ¢ €
{2,3,..., N}, which satisfies Zivzl i = 0. Moreover,

U satisfies the following;:

N-1 -1 ... -1

Ggr_ L L N1 -
N : Do - (6)

-1 -1 .N -1

IO =1,U2=U,A:=UTLU =diag(Az, X3, ..., An).

Note that ¥ has smaller dimension than U, namely, v
does not contain the eigenvector associated to the zero
eigenvalue of the Laplacian.

! See Codsil & Royle (2001) for more information on alge-
braic graph theory.
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Fig. 1. A trajectory of a single timer 7; with dynamics in
(8) from 7(0,0) = 0.41 where 77 = 0.2 and T3 = 0.5.

3 Robust Global Synchronization with Inter-
mittent Information

3.1 Hybrid Modeling

A hybrid system H has data (C, f, D, G) and is given by

§=16) ¢eC, -
TeGl) €eD,

where £ € R"” is the state, f defines the flow map cap-
turing the continuous dynamics and C defines the flow
set on which f is effective. The map G defines the jump
map and models the discrete behavior, while D defines
the jump set, which is the set of points from where jumps
are allowed. The notation £ is to represent the value
of £ after a jump. More information about this hybrid
system framework can be found in Goebel et al. (2012).

Consider N agents where, foreachi € V := {1,2,..., N},
the é-th agent has dynamics in (1) and connected over
a communication network modeled by a graph I'. Due
to the impulsive nature of the communication structure
outlined in (3), we define an autonomous hybrid sys-
tem to model the the communication times. Therefore,
we define a positive and decreasing timer (with state
7; € [0, T4]) such that, when the timer reaches zero, we
say that agent ¢ receives information from its connected
agents. The value of the timer decreases linearly with
respect to ordinary time and, upon reaching zero, is
reset to a point within the interval [T}, T4]. Then, each
timer state can be considered to be an autonomous
hybrid system as in (7) with the following dynamics:

7 €[0,T5] =: Cr,,
Ti — 0=: Dn.

T =—1=:f
==y (s)
T, € [leaT2l] =G,
Solutions to a general hybrid system #H as in (7) can
evolve continuously and/or discretely according to the
differential and difference equations/inclusions (and the
sets where those apply) that describe the hybrid dy-
namics. A solution ¢ to H is parametrized by (¢,j) €
R>o x N, where ¢t denotes ordinary time and j denotes
jump time. The domain dom ¢ C Ry¢ x N is a hy-
brid time domain if for every (T, J) € dom ¢, the set
dom ¢ (([0,T] x {0,1,...,J}) can be written as the

union of sets U;-I:o(lj x {j}), where I, := [t;,t;11] for a

time sequence 0 =ty < t1 <tp < ... < tyyq1. The ty’s
with 7 > 0 define the flow time instants when the state
of the hybrid system jumps and j counts the number of
jumps.

Next, we show that solutions to the hybrid system in
(8) are complete and, indeed, generate any possible se-
quence of time instances {t{}°°; at which communica-
tion events at the i-th agent satisfy (3). More specifi-
cally, given a maximal solution? ¢,, to the hybrid sys-
tem (8), the jump times are given by the hybrid times
(tj,j) € dom ¢, and the sequence {t;}32; of such times
satisfies the conditions in (3). Namely, we have the fol-
lowing result.

Lemma 3.1 Let 0 < T} < Tj be given. Every mazimal
solution ¢, to the hybrid system in (8) satisfies the fol-
lowing:

1) ¢, is complete, i.e., its domain is unbounded.
2) for each jump time (ts,s), (ts+1,$) € dom ¢, gen-
erates a sequence of times {t;}52, satisfying (3).

Proof Firstly, we show that each solution to the hybrid
system in (8) is complete. Note that (8) satisfies the hy-
brid basic conditions in Assumption 6.5 in Goebel et al.
(2012) 3. Note that its completeness follows from Propo-
sition 6.10 in Goebel et al. (2012). More specifically, for
any 7; € [0, T3], we have that Tc. (7:)N{—1} # 0, where
Tg(x) is the tangent cone of the set S at the point z. Due
to the fact that the flow map is constant, finite escape
time during flows cannot occur. Furthermore, from the
definition of G, we have that G, C [0,T%]. Then, from
Proposition 6.10 in Goebel et al. (2012), every maximal
solution ¢., to the hybrid system in (8) is complete.

Next, we show item 2). Note that from the definition of
maximal solutions to hybrid systems, we consider an ar-
bitrary maximal solution to (8) from ¢-,(0,0) € [0, 7%].
Without loss in generality, we can consider ¢,, € C5,.
From the flow map f,, = —1, it follows that the ini-
tial jump occurs when ¢, (t,j) = 0 at the hybrid time
(t,j) = (t1,0) such that t; = ¢, < T3. The jump map
G, = [T}, T%] assigns the value of the solution after the
jump as ¢, (t,j+ 1) = G,,. By similar arguments using
2 A solution to H is called maximal if it cannot be extended,
i.e., it is not a truncated version of another solution. It is
called complete if its domain is unbounded. A solution is
Zeno if it is complete and its domain is bounded in the
t direction. A solution is precompact if it is complete and
bounded.

3 A hybrid system H = (C, f,D,G) with data in (7) is
said to satisfy the hybrid basic conditions if the sets C and
D are closed, the function f : R™ — R" is continuous and
the set-valued map G : R” = R" is outer semicontinuous
and locally bounded relative to D, and D C dom G. A set-
valued map G : R" == R" is outer semicontinuous if its graph
{(z,y) : € R",y € G(x)} is closed; see (Goebel et al. 2012,
Lemma 5.10)



the flow map, it follows that time elapsed between jumps
in 7 is tj41 —t; € [I7,T3]. Therefore, the sequence of
jump times induced by the timer {¢5}52, satisfies (3)
concluding the proof. ]

Consider the following definitions of the maps in (4) and
(5), which yield the particular hybrid dynamics for 7;
therein. Namely, we consider the case of 7; having first
order dynamics during flows, and, at jumps takes the
output yy, for each k € N (4) to update the corresponding
states. The map f.; : R™ x RP — RP is defined as

feilzi,mi) = En; VieV 9)

and the map G¥, : R x R" x R™ x R™ = R? as

G¥.(mi, e vi, i) = K (i — yk)

= KH(z; — ) + K(pi(xi) — or(xr))
(10)

for each ¢, k € V. The matrices F and K define the tun-
ing parameters of the control algorithm to be designed,
namely, through the matrix inequalities in (16). For sim-
plicity, for the remainder of this section, we will con-
sider the nominal hybrid system, i.e., perfect knowledge
of the plant dynamics and its output maps. Namely, we
assume that A = 0 and ¢; = 0 for all i € V. The sce-
nario when these perturbations are nonzero is addressed
in Section 3.5. Without such perturbations and with the
map (10), the impulsive dynamics of n; in (5) are given
by nt = KH Eke/\/(z‘) (z; — xy). For the design of our
algorithm for synchronization under intermittent infor-
mation, we employ the change in coordinates*

0 =KH > (¢ — k) — i (11)
kEN (7)

which leads to § = (£ ® KH)x — n where z =
(xlvaa' e aIN)vo = (91;027" '79N)577 = (77157727" '777N)5
and L is the Laplacian matrix given by the connectiv-
ity graph I' modeling the communication network. Let
€= (z,7) € X := RPN T where z = (z,0), 7 =
(t1, 725, 7n), and T = [0, T3] x [0, T2] x - -- x [0, TSV].
Then, a closed-loop hybrid system H = (C, f,D,G)
is defined by taking the collection of all agents with

4 This change of coordinates was also found useful for
the design of observers under intermittent information in
Ferrante et al. (2015), Sanfelice & Praly (2012). Therein,
the authors proposed a continuous-time observer design to
estimate the state of an LTI plant when its output is available
only at intermittent time instances. The observer designed
therein uses a memory state (akin to the hybrid controller in
this work) that is reset when new measurements are avail-
able. Using a similar change of coordinates, sufficient condi-
tions for asymptotic stability of the zero estimation error are
derived. These results were extended to the network case in
Li et al. (2016, 2018).

dynamics (1) integrated with controller dynamics (4)
and (5) and has jumps triggered by the timer 7 in (8).
During flows, i.e., for every £ € C := X, we have that

§=(Ayz,—1n) = f(§) (12)

where the flow state matrix Ay is given by

A -B

Ap=| - ISR
KA, - FK E—- KB

where Ay = I® A+ BK, B=1®B, K = L® KH,
and £ = I® E.5 When 7; = 0, a jump of the i-th agent
occurs: the components 6 and 7 are mapped via 9;” =0
and 7;7 € [T}, T4] while z; remains constant; moreover,
for each k € V'\ {i} the state components x, 0}, and 7y

are held constant. Specifically, foreach ¢ € D := U;cp D;
where D; := {£ € X : 7; = 0}, we have that

EYeGE)={Gi(&): € D;yi eV} (13)
where

x
(617927' .o 79i—17079i+17' o 79N)
ey Ti—1, [Tli,TQi],TiJrl,. ..

Gi(§) =

(7'1,7’27- ,TN)

Lemma 3.2 Given positive scalars Ty and T4 such that
Ti < T4, the hybrid system H = (C, f, D, G) with (12) -
(13) satisfies the hybrid basic conditions.

Proof By construction, the sets C' and D are closed.
The flow map f in (12) is continuous. The jump map G is
outer semicontinuous since its graph is closed; moreover,
it is locally bounded on D. |

Remark 3.3 Note that satisfying the hybrid basic con-
ditions implies that the hybrid system H is well-posed and
that asymptotic stability of a compact set as defined in
(Biemond et al. 2012, Definition 3.3) is robust to small
enough perturbations. See Section 3.5.1 for more infor-
mation on specific robustness results as a consequence of
the hybrid basic conditions.

3.2 Properties of Maximal Solutions to H

The following properties of the domain of maximal solu-
tions are established by exploiting the fact that a timer
variable being zero is the only trigger of jumps in the
system.

® Through the change of variables 0, the z = (z,0) com-
ponents of the flow dynamics in (12) are given by & =

(IoA)z+(I@B)n = (I A)z+(I@B)(Kz—0) = Aiz— B
and 0 = K& — 1 = K(Aiz — BO) — E(Kz — 0).



Lemma 3.4 (Li et al. 2018, Lemma 3.5) Let 0 < T} <
T4 be given for alli € V. Every maximal solution ¢ € Sy,
satisfies the following:

(1) ¢ is complete; i.e., dom ¢ is unbounded;

(2) for each (t,j) € domg, (% -1)T <t <
where T’ := min;ey T} and T := max;ey T5;

(3) for all j € {1,2,3,...} such that (t;1iyn,(J +
I)N), (th,jN) S dOHl(b, t(j—i—l)N — th S [I,T]

.
~T,

3.8 Sufficient Conditions for Synchronization

As mentioned in Section 1.3, asymptotic synchroniza-
tion is where every solution, starting from some arbi-
trary initial conditions, converges to the set of points
x = (x1,22,...,2N) such that z; = z9 = --- = xy with
stability. In this section, we recast asymptotic synchro-
nization as a set stability problem. Our goal is to stabi-
lize the set of points & such that each component of x
and 6 are synchronized. In particular, given a complete
solution ¢ = (¢z, Py, dr) to the hybrid system H, the
goal is to assure that limy4 j 00 |0, (£, ) — @2, (£, )] =0

and limyyj o0 |Pe,(t,7) — ¢o,(t,7)] = 0 for each
i,k € V where ¢ = (¢m17¢m27~'-7¢m1\z) and ¢g =
(da,, Doy, - - -, Doy ). To obtain such a property by solving

a set stability problem, we define the synchronization
set as

(14)

for the hybrid system H.

We consider the following global exponential stability
notion of closed sets A for general hybrid systems H.

Definition 3.5 (Teel et al. (2013)) Let A C R™ be
closed. The set A is said to be globally exponentially
stable for the hybrid system H if every mazimal so-
lution to H is complete and there exist strictly pos-
itive scalars k and r such that for each solution ¢

to H, |p(t,j)la < wexp(—r(t + 7))|¢(0,0)|a for all
(t,j) € dom ¢.

In light of the form of A in (14) and Definition 3.5, global
exponential stability of A is equivalent to global synchro-
nization of the closed-loop system in (12) — (13). Note
that, in this context, global asymptotic synchronization
is not merely convergence, but also requires stability of
the diagonal for the state component z.

Next, we establish a sufficient condition that guaran-
tees the synchronization property via stability analysis
of A in (14). We establish such a result by using a Lya-
punov function. An appropriate choice of V' must sat-
isfy V(§) = 0 for each £ € A, while for any £ € X'\ A,
V(&) > 0. To simplify notation, we introduce the aver-

age of the timers of H given by 7 = + Zfil 7;. Inspired

by Liu et al. (2012), we define the Lyapunov function
candidate as

V() =2 UR(T)¥ 2, (15)

where U = diag(¥ ® I,,¥ ® I,) with ¥ defined
in Section 2.2, R(r) = diag(P,Qexp(c7)), P =
diag(PQaPB’v"'vPN)a Q = diag(Q27Q3a"'aQN)7 Pz =
P >0,and Q; = Q; > 0 for eachi € {2,3,...,N}.
The Lyapunov function V' in (15) satisfies (Goebel et al.
2012, Definition 3.16), which makes it a suitable Lya-
punov function candidate for asymptotic stability of A
in (14). The following result shows that, under certain
conditions, for each £ € C, V decreases during flows,
however, at jumps, may have a nonnegative change.
Therefore, to guarantee exponential stability of the syn-
chronization set, we exploit (Goebel et al. 2012, Propo-
sition 3.29) which balances the change of V during
flows with the change of V during jumps to maintain an
overall decreasing V" along any maximal solutions. This
property guarantees that such solutions converge to the
desired set. The Lyapunov function V in (15) is inspired
by Li et al. (2018) where we focus on distributed esti-
mation and utilize a similar construction of V' which
decreases during flows and has a non-positive change
during jumps.

Theorem 3.6 Given0 < T} < Tj for eachi € V and an
undirected connected graph T, the set A in (14) is globally
exponentially stable for the hybrid system H with data
in (12) and (13) if there exist scalars o > 0, € € (0,1),
matrices K € R"*P and E € RP*P, and positive definite
symmetric matrices P;, Q; for each i € {2,3,...,N},
satisfying

M(v)

_ He(PA) —PB + exp(ov)(KA - EK)"Q <0
)

* He(exp(ov)Q(E — KB — 1)
(16)

foreachv € [0,T], where A= IQ A+ A@ BKH,B = I®
B, E=I9E K =A9KH, P = diag(Ps, Ps, ..., Py),
Q = diag(QQva’"'vQN)) A = diag(A27)\3a"'aAN)

where \; are the nonzero eigenvalues of L, and

(1 —E)I— CYQO'T

> 0. (17)

where T = min;ey T}, T := max;ey T4,

B =— max A\(M(v))

ve(0,T]
s = max{\(P),\(Q) exp(cT)}.

Moreover, every ¢ € Sy satisfies

|6(t,5)|a < rexp (=r(t+7))[$(0,0)[4  (18)



for all (t,j) € dom, where k = /%% exp (%)
and r = %min {EN, (1—e)T — O‘QET}, and a3 =
min{A(P), A(Q)}.

Proof Consider the Lyapunov function V in (15). Note
that, due to the definition of ¥, the distance of £ to the
set A is equivalent to the distance of ¥z to the origin
due to the domain of the timer states. More specifically,
€)% = |¥z|?. Furthermore, from V it follows that

arl€f < V(€) < aoléy (19)

where a; and az are given below (16).% During
flows, the change in V is given by (VV (), f(§)) for
each ¢ € C. To compute such inner product, define

R(7) = diag(0, Q exp(c7)) and note that 7 = —1. Then,
it follows that
(VV(€), f(€)) =22 UR(r)¥ " Ayz — 02 UR(T)¥ " 2
= 22T UR(T)TTA;0T T 2
+ 22T UR(T)U T Ay (I — 0Tz

— 0z WR(T)¥ 2 (20)

where we use the property that 2TWR(T)¥'z =
2T WR(T)¥T 2. Recall from Section 2.2 that WU ' = U,
UL = LU and ¥T1 = Oyn_1xn, which leads to
UR(T)WTAp(I — W) =0, which reduces (20) to

(VV(), f() =z UR()TT AP 2

+ ZT\TJ\I/TA;\I/R(T)\PTZ
— oz "OR(T)T 2
=2z U(R(r)TTA; T+ T T A[UR(7)
—oR(1))¥ " .
(21)
Due to the definition of WLU T = A = diag(Az, A3, . . ., An),

we have that
A -B

A 2 ) ey
KA-FEK F— KB '

where A=I A+ A®BKH, B=I®B, E=1QF,
and K = A ® KH. Therefore, from (21), it follows that
(VV(€),f(€)) = 2TUM(7)¥ Tz where M is defined in
(16). From (16) it follows that

(VV(E), F(€)) = = TUM(r) 8Tz < —Blef?, < —a%wz)

(22)

® Note that X(-) and A(-) are the maximum and minimum
eigenvalues, respectively.

where 3 = — max, 7 A(M(v)) and « is defined in (17).

Next, we consider the case £ € D and g € G(§). In
particular, £ € D if there exists at least one component
of 7, say, the i-th component, such that 7; = 0. From
the definition of G in (13), x is updated by its identity,
0 = 0and 7;" € [T}, Ti]. Moreover, for each k € V\ {i},
the k-th component of € is updated by its identity, i.e.,
9;{ = 0. Therefore, it follows that during jumps we have
that (67)T6%T < 076 due to the i-th component being
updated to zero when 7; = 0. Likewise, after the jump of
the i-th timer 7;, we have that 7;" is reset to a point v €
[T{, T3]. It follows that exp(c7") = exp(c7)exp(o %)
Then, the function V after a jump is given by

Vi) < e (o2 ) VIO (29

Note that the quantity exp(a%) — 1 may be positive.

Next, we evaluate V over a solution to ensure that the
distance of the solution ¢ to the set A converges to zero
in the limit as ¢t + j approaches infinity. Pick ¢ € Sy
and any (¢t,7) € dom¢. Let 0 = tg < t; <ty < -+ <
thrl <t satisfy domgbU ([O, thrl] X {O, 1, 2, . ,j}) =
UL_o([ts, tss1] x {s}) for each s € {0,1,2,...,j} and
almost all © € [ts,ts11],(r,s) € C. Then, (22) im-
plies that, for each s € {0,1,2,...,5} and for almost all

re [t57ts+1]7 dlrv(d)(rv S)) < —O%V(d)(ﬁ S)) Integrating
both sides of this inequality yields

V@(ta11,9) < 0xb (=2t = 1)) VoLt )
(24)
for each s € {0,1,...,5}. Similarly, for each s €
{1,2,...,5},6(ts,s — 1) € D, and using (23), we get
V(é(ts,s)) < exp (U%) V(p(ts,s —1)). It follows, from

the previous two inequalities, for each (¢, 7) € dom ¢,

Vio(t.d) < e (< Lo+ o) V@0.0)  (25)

By virtue of (19) and Lemma 3.4, it follows that (24)
becomes

1—¢e)T
16(t, )] < ﬁi exp <%> o <_ 2

+ (55 - 2 E) ) oo

where we used the property that there exists ¢ € (0,1)
such that t = et + (1 —e)t > et+(1—¢e) (£ —-1)T

Moreover, from (17), and due to every maximal solu-
tion to H being complete, it follows that the bound on



|o(t, 7)|.4 implies that A is globally exponentially stable
for the hybrid system H. |

Remark 3.7 The matriz inequality in (16) comes from
the asymptotic stability analysis in the proposed new co-
ordinates§ = (x,0, ), namely, the analysis during flows;
see (22). This approach introduces some conservative-
ness as the reset of 0; to zero when 7; = 0 is not being ez-

ploited. This is due to the multiplication of 0 by ¥ ® I, in
V. In fact, it is not straightforward to ensure a nonpos-
itive change in 'V during jumps. If such a change could
be guaranteed, then the conditions in Theorem 3.6 could
be relazed. Though it exists due to converse theorems, at
this time we do not have a Lyapunov function that satis-
fies the decreasing properties on both jumps and flows.

Remark 3.8 Note that, although the graph associated
to the network in Theorem 3.6 is assumed to be undi-
rected for technical reasons, the information transmitted
between agents i and k and between agents k and i do
not necessarily occur at the same time. Namely, when
7 = 0, agent i receives information from its neighbors
(e.g., agent k), while when 1, = 0 may not occur at the
same time.

Note that the matrix inequality in (16) must be satisfied

for an infinite number of points, i.e., v € [0,T]. More-
over, it can be noted that (16) may be a large matrix
in general, which could make finding feasible solutions
difficult. It turns out that (16) can be decomposed into
N —1 matrices due to the fact that each block in the ma-
trix is block diagonal. This leads to the following result.

Proposition 3.9 Let 0 < T} < T% be given for all i €
V. Inequality (16) holds if there exist scalar o > 0 and
matrices P, = P,' > 0 and Q; = Q] > 0 for each
i€{2,3,...,N} satisfying M;(0) < 0 and M;(T) < 0

where

He(P;A;) —P,B + exp(ov)(K;A; — EKi)Qi]
* He(exp(ov)Q;(E — K;B — 31))
(26)

for each \; € A(L) \ {0}, where A; = A+ \;BKH and
K,=MNKH.

The proof follows similar to the proof of Proposition 3.9
in Li et al. (2018).

Remark 3.10 Note that conditions M;(0) < 0 and

M ;(T) < 0 are nonconvex in P, Q, K, E, and o. At this
time, there is no clear way to reduce the matrices in the
conditions into a convex form. In fact, the matrices are
bilinear in these variables; therefore, to solve (26) one
should use a BMI solver such as YALMIP and BMILAB.

3.4 Time to Synchronize

Due to its properties along solutions shown in Theo-
rem 3.6, the proposed Lyapunov function can be further
exploited to provide a bound on the time to converge to
a neighborhood about the synchronization set A. As ex-
pected, this time depends on the initial distance to the
set A and the parameters of the hybrid system.

Proposition 3.11 Given 0 < T} < T4 for eachi € V
and an undirected connected graph ', if there exist scalars
o>0ande € (0,1), matrices K € R"*? and E € RP*P,
and positive definite symmetric matrices P;, Q; for each
1€{2,3,...,N}, (16) and (17), then for each co > c1 >
0 every mazimal solution ¢ to H with initial condition”
#(0,0) € X N Ly (co) is such that ¢(t,5) € Ly (c1) for
each (t,j) € dom¢, t +j > 7, where ¥ = (£ + 1)Q + 1,
0 = ln(%)_a%

,and T, T, B and oo are given below

Proof Let ¢9 = ¢(0,0) and pick a maximal solu-
tion ¢ € Sy(¢o). From the proof of Theorem 3.6,
we have that, for each (t,j) € dom¢, (25) holds.
Namely, for each (¢, j) € dom ¢, V satisfies V(¢(¢t, j)) <
exp (—O%t—i-a%j) V(o). We want to find (T,J) €
dom ¢ such that V(¢(T, J)) < ¢; when ¢(0,0) € Ly (co).
Considering the worst case for V(¢g), it follows

that ¢ < exp (—O%T—I— O’%J) co which implies that
In (i—;) < —%T#—J%J.Then, from Lemma 3.4, we have
that for (T, J) € dom ¢, it follows that J < N (% + )

() o
Then, after t + 5 > T + J, the solution is at least ¢;
close to the set A. Defining 7 = T + J, we have that

f:(%+1)9+1. n

which implies that T < Q where 2 =

3.5 Robustness of Synchronization

In this section, we consider the effect of general per-
turbations and unmodeled dynamics on the agents in
the network. In such a setting, the perturbed model of
each agent is given in (1) and the output generated by
each agent is given by (2), where the functions A; :
R™ x R>¢p — R" and ¢; : R" — R? are unknown func-
tions that may capture the unmodeled dynamics, as well
as the disturbances and communication noise, respec-
tively. In particular, due to the disturbances on the out-
put, the values of y; transmitted to agent i at commu-
nication times ¢ = ts from agent k (where k € N (i))
may be affected by some communication channel noise,
speciﬁcally, Yk (ts) = Hzxy, (ts) + Pk (xk (ts)u ts)'

" Asublevel set of V, denoted as Ly (), is given by Lv () :=
{zeX :V(z) <p}.



Adding the perturbations to (9) and (10), we have that
the continuous dynamics of the distributed controllers
do not change, but the discrete dynamics become

=KH Y (x

keN (i)

i —xk) + K@i(x,t) (27)

where @;(,t) = > e pri) (#i(Tis t) — (2, t)). For sim-
plicity, henceforth, we will drop the arguments of some of
the perturbations. We consider the model in the 8 coor-
dinates in Section 3.1 for the study of robustness. Then,
following the definition of #; in (11), the resulting per-
turbed hybrid system # has data (C, f,D G) and state
&= (z,7) e X, z=(x,0). The perturbed data is given
by

F(&) = FO + (A, 1), KAz, 1),0) Ve C  (28)
Wherg A(ta I) = (Al(xlv t)a AQ(Ila t)v R A]\f(xlv t))
and K = (L @ KH). Moreover, when £ € D,

G(&p) = {Gi(&,0) : £ € Dyyi € V} W e D
(29)
and
T
G(&,p) = | (01,02,...,0i1,— K@i, 0iy1,....0N)
(7-1; T2y Ti—1, [TlivTZi]vT’i+la cee 5TN)
(30)
3.5.1 General Robustness on Compact Sets

In this section, we focus on the generic robustness prop-
erty to small perturbations. To apply standard robust-
ness results for hybrid systems, the set that is asymptot-
ically stable must be compact. Note that the set A given
by (14) is unbounded: the points 21 = x93 = -+ = ay
and 8 = 6, = --- = Oy can be any value in R™ and
RP, respectively. Therefore, we restrict the state space
to the compact set S x T. While this set restricts the
state space of the hybrid system, it can easily be con-
sidered to be arbitrarily large. The price to pay is that,
due to the fact that the state space is now bounded,
it is not guaranteed that maximal solutions to the hy-
brid system are complete. We consider the hybrid system

H=(C,f,D G) as in Section 3.1 with flow and jumps
sets given by C = CN(SxT) and D = DN(Sx T) where
S c RN(+P) is compact. Moreover, the set of interest is
given by A = AN (S x T). We have the following result.

Theorem 3.12 Let 0 < T} < T4 be given for all i €
V. Suppose that the hybrid system satisfies the condi-
tions in Theorem 3.6 for the unperturbed hybrid sys-
tem H with data in (12) and (13). Then, there exists

10

B € KL such that, for every compact set S C RN(+p)
and e > 0, there exists p* > 0 such that if max{A, ¢} <

p* where A = SUp(, yyexn(sxT)xks, 1A )] and ¢ =
SUP (¢, )e XN(Sx T) xExo |P(T: 1)] then, every ¢ € S (S X
T) satisfies |9(t,5)| 7 < B(16(0,0)| 1.t + 4) + & for all
(t,j) € dom¢.®

Proof Consider the hybrid system H and a continuous
function p : R™Y x RPY x T — Rxq, the p-perturbation

of 7—7, denoted ﬁp, is the hybrid system

{56 qp £ € Fy(8) 31)
£eD, £r e G,
where
={€eCUD: (+p&B)NC #0}
Fo(&) =wonf((£+pE)B)NC =+p(€)B Ve CND
D,={¢€CUD:(€+p(€)B)ND # 0}
Go(€§)={veCnD:veg+p(gB,geGE+pE)nD}
véEeCND

Since the set A is GES for H, it is also UGAS for H. Since
p is continuous and H satisfies the hybrid basic condi-
tions, by (Goebel et al. 2012, Theorem 6.8), H,, is nom-
inally well-posed and, moreover, by (Goebel et al. 2012,
Proposition 6.28) is well-posed. Then, (Goebel et al.
2012, Theorem 7.20) implies that A is semiglobally
practlcally robustly L pre-asymptotically stable for
H. Namely, for every compact set S x T C RN("+P) 5 T
and every £ > 0, there exists p € (0,1) such that ev-
ery maximal solution ¢ to Hs from S x T satisfies

lp(t, ) ansxm) < Be(0,0)]ansx7),t + j) + ¢ for
all (¢t,7) € dom ¢. Then, the result follows by picking
p* > 0 such that max{1, |K|,|K|}p* < p and relating
solutions to H and solutions to prvp. ]

3.5.2 Robustness to Communication Noise

In this section, we consider the hybrid system H in Sec-
tion 3.5 when communication noise is present. Namely,
¢; reduces to a function m;(t) = @;(x;,t) for allt € R>q
and 7 € V. We have the following result.

Theorem 3.13 Given 0 < T} < T% for eachi € V and
an undirected connected graph T, if there exist scalars
o>0,e€(0,1) and matrices K € R"*P and H € RP*P,
and positive definite symmetric matrices P;, Q; for each
i € {2,3,...,N}, satisfying (16) for each v € [0,T]
and (17) holds, then the set A is input-to-state stable
for the hybrid system H in (28) and (29) with respect

8 The set Sy contains all maximal solutions to #, and the
set Sy (€) contains all maximal solutions to ‘H from &.



to communication noise m = (my,ma,...,my). More
specifically, for each ¢ € Sz and for any (t,j) € dom ¢,

=7t + 7)) [$(0,0)].a, ym[mloc }
(32)

|6, 7)]a < max {rexp (

where T, T, as, and 3 are given below (17) and x, T,
a1, are given below (18), b = exp(oT/NINQ), Ym =
NS %GXP(O’T)MKP and § = _&xp(=¢©)

p(—o-1
(0,27 ~1-o1).

where € €

Proof Consider the Lyapunov function candidate V :
X — R>q given by (15). It follows that V satisfies (19)
for all £ € C' U D where a7 and agy are given in the
Proof of Theorem 3.6. Note that communication noise
only occurs upon communication events, when £ € D.
Therefore, for each £ € C, we have that

(VV(E), F(€) < Bl < —O%V(e

(33)
and 8 = —\(M (v)) for each v € [0, T] where M is given
by (16). Moreover, at jumps, we have that the state is
updated by (30), with m;(t) = @;(x,t). It follows that
for each £ € D and g € G(&), there exists at least one
timer reseting, i.e., 7, = 0, after the jump it follows
that 7,7 = v where v € [T}, T3] and 0; = —Km;. With
exp(o7) = exp(o7) exp(ov/N), it follows that V(g) <

exp (5 ) V(&) +b|K|2|m|? where b = exp(oT/N)N(Q).

Now pick ¢ € Sy, or any (t,7) € dom¢ and let 0 =
to <t <ty < - < thrl < tsatisfy domgbU ([0, thrl] X

01,50 = Ugllteto] x {s}). For cach
s€{0,1,...,75}and almost allr € [ts, tsy1], ¢(r,s) € C.
Then, integrating both sides of (33) implies that for
each s € {0,1,...,7} and for almost all r € [ts,ts11],

we have that V(¢(r,s)) < exp (——) V(p(ts,s)).

Similarly, for each s € {1,2,...,5}, o(ts,s — 1) €
D, and using the change in V at jumps, we get

V(9lts,s — 1)) < exp (5 ) V(6L s = 1)) + LK 2|m]>
Then, it follows that for each (t,j) € dom¢, we have
V(9(t,9)) < exp (57 = £t) V(©(0,0))

+ bm|%, ] (exp (ik) exp (—O%(t - tk)>). For
t > t;, we have Ek:l exp (%k) exp (—O%(t - tk)) <
Zi:l exp (%k) exp (—O%(tj — tk)) . Due to the in-
< t;, there

must exist an integer J which defines the maximum
multiple of N, i.e., j |. Then, we can group the

= ¥
expression Zi:l (exp (WT ) exp (—O%(tj - tk))) into

creasing sequence of times t; < to < ---

11

a double sum as follows:

j p—
Z (exp %k — ﬁ(tj - tk))
k=1

j—1 N

which corresponds to the maximizer satisfying tsyx =
t(s+1)n for all ke {1 , N — 1}. Therefore, we have

sup Z exp <

PESY
(t;,j)€dom ¢

o
< su max ex sN + k
S El Jmax gl p<N( )
(tj,5)€dom ¢ ° ke{1,..., N—1}®=
B
— 2t —ts
a2( N+k)
j JE—
oT 153
+ su exp| —k— —(t; — t
Sup > p<N az( i k))

H =
(t;,j)€dom ¢ k=jN+1

ZNeXp(

< sup
PESH
(t] ])Edom ¢

tepayw) + 0T (s + 1))

+ Nexp(oT)

where we use the property that j — jN < N. By item
3 in Lemma 3.4, we have that t(;;1)y — t;n € [T, T]
for all j > 0 such that (t(;11)n,(j + 1)N), (th,jN) €
dom ¢ which implies that for each s € {0,1,...,5 — 1}
tin —tsn 6 G- S)T (5 —8)T). Therefore

Zexp (5L -0)

< Nexp(oT) EJ: exp ((—O%I + UT) 3>

s=0

sup
PESy
(t;,j)€dom ¢

Then, it follows that

Vo) <o (214 25
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Fig. 2. Numerical solutions of 6 interconnected linear oscil-
lators communicating over a ring graph.

J
+ N exp(aT)b| K |*|m|% Z exp
s=0

where j = L%J Note that by the continuity of (17),
there exists small positive scalar € such that —O%I +
oT < —e. Note that for each n € N, we have that

S _pexp(—es) < CXP(*L =: S. Then, it follows from

= exp(—¢)
(19), we have (32). We can conclude the proof using sim-
ilar arguments as in the proof of Theorem 3.6. ]

4 Numerical Examples

Example 4.1 Given T{ = 0.7 and Ti = 0.9 for each
i €V, we apply Theorem 3.6 to a network of six har-
monic oscillators, where each agent has dynamics given
by &; + x; = u;. We consider the case where each agent
is connected only to two neighbors in a circle graph.
Moreover, the output of each agent is both position 1
and velocity xo information, i.e, H = I. In state space
form, we have an LTI system of the form in (1) with

01 0
,B = connected with
-10 1

a ring graph. It can be shown that the following pa-
rameters K = — [0,15 0,15}, E=-1,0 =09 and

P; and Q; can be found such that the matrices satisfy
the conditions in (16) and (17).° In Figure 2, a nu-
merical solution ¢ = (¢z, Py, d7) to the hybrid system
H with the above parameters from initial conditions
¢z(070) (_5517_27_3755070507_185_77 _456)7
¢n = (0.5,0,10,—2,5,—10) and ¢-(0,0) = (0.25,0.5,
0.86,0.87,0.14,0.1) is shown.

state matrices A =

The exponential convergence rate to the synchronization
set A is guaranteed by the sufficient condition in Propo-
sition 3.11. Note the conditions in Theorem 3.6 are not
necessary and it may be possible that gains can be found
so that solutions still converge to the synchronization set.
In Table 1, we compare the convergence time (in flow

9 Code at github.com/HybridSystemsLab/LTIAsyncSync

(2re))
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K E Theorem 3.6 t*
~ o1 0] —05 v 165.38
~[o1s 05] -1 v 120.2
~[05 0.5] ~1.8 x 30.1
~ |06 0.6 —0.1 x 27.05
[0.15 —06]  —0.1 x 30.66

Table 1

Comparison of convergence times for different gains K and
E for the hybrid system H with asynchronous communica-
tion in Section 3.1. The v indicates that the conditions are
satisfied, and the x indicates that the conditions are not
satisfied but solutions converge to the synchronization set.

time, t) of solutions to H with different gains K and E in
(9) and (10), respectively. Namely, we indicate whether
it is possible to satisfy the conditions in Theorem 3.6 for
the gains chosen by placing a v if the conditions are sat-
isfied and by placing a x if it is not possible to satisfy the
conditions for the selected gain. Moreover, we compare
convergence times of solutions to the set A for different
parameter choices. More specifically, we consider a solu-
tion ¢ such that|$(0,0)|.4 = 50 and find the time it takes
for the solution to converge to and stay in a neighborhood
near A in (14), i.e., we find t* such that t* = {T € R> :
lp(t, )4 < 0.1 V(t,j) € dom¢ s.t. ¢ > T}. Due to the
nonuniqueness of solutions H in (12) and (13) when the
network parameters are such that T} # Ts, Table 1 pro-
vides an average t* over 100 solutions.

A small-world network is a type of sparse network known
to model real-world settings such as the world wide web,
electric power girds, and networks of brain neurons. In
the following example, we use the random graph gener-
ator in Watts & Strogatz (1998) to generate the inter-
connection between 100 agents.

Example 4.2 In this ezample, we consider the case of a
network of 100 agents with dynamics as in Example 4.1
with T} = 0.7 and T3 = 0.9 for each i € V. We gener-
ated a random graph using the small world generator in
Waits & Strogatz (1998) for N = 100, the average de-
gree k = 3 and special restructuring parameter 8 = 0.1.
The resulting graph structure is depicted in the upper
left of Figure 3. Furthermore, we use the parameters in
Ezample 4.1, namely, K = —[0.15,0.15] and E = —1.
The solutions ¢ = (¢, oy, ¢r) were initialized randomly
inside a bounded region, namely, ¢,,(0,0) € [—5,5]12,
¢,,(0,0) € [=5,5] and ¢.,(0,0) € T for each i € V10
The plots in the upper right section of Figure 3 show the
evolution of the first component of the plant state x1; for
each i € V. It can be seen that solutions asymptotically
converge to synchronization as time progresses: in fact,
the bottom plot shows that, indeed, the error converges to
zero. A

Example 4.3 In this example, we consider the case of
H with measurement noise. Let the system be given by
the dynamics in Example 4.1 connected by a network

19 Code at github.com/HybridSystemsLab/LTISyncSmallWorld
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Fig. 3. (left) Randomly generated undirected small-world
network containing 100 agents. (upper right) The first com-
ponent of the states of each agent in the network. Note that
over time all agents converge to synchrony. (bottom right)
The norm of the relative error over ordinary time converges
to zero.
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Fig. 4. When communication noise is present, solutions con-
verge to a neighborhood about the synchronization set as
indicated by the norm of the relative error converging to an
average value of 0.1147.

with a ring graph where T} = 0.7 and T4 = 0.9 for
each i € V. Let the output y; in (2) be given by a con-
stant bias, i.e., p;(x;,t) = my; for each i € V, where
my = (0.1,0.1), mo = (—0.1, —0.1), ms3 = (0,0), my =
(0.2,0.2), ms = (—0.15,—0.15), and mg = (0.3,0.3).

Moreover, let K = — [0_15 0,15} and E = —1, which, as

was shown in Example 4.1, satisfy Theorem 3.6 therefore
the resulting hybrid system H with data given by (12) and
(13) has A exponentially stable. In Figure 4, we show a
numerical solution to the hybrid system from the initial
conditions in Example 4.1. In this figure, it can be seen
that after the transient period, the norm of the relative
error |e| of the solution converges to an average value of
0.1147 for this case.

5 Conclusion

The problem of synchronization of multiple continuous-
time linear time-invariant systems connected over an
asynchronous intermittent network was studied. Com-
munications across the network occurs at isolated time
events, which, using the hybrid systems framework was
modeled using a decreasing timer. Recasting synchro-
nization as a set stability problem, we took advantage of
several properties of the graph structure and employed
a Lyapunov based approach to certify exponential sta-
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bility of the synchronization set. Then, in part, as a con-
sequence of the regularity of the hybrid systems data
and the aforementioned stability properties, robustness
to communication noise, and unmodeled dynamics was
characterized in terms of semi-global practical stability.
When communication noise was affecting the dynamics,
the Lyapunov function candidate chosen certified input-
to-state stability for the synchronization set and relative
to such noise.
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