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1 Introduction

Certain models of scalar-driven inflation,

L =
R
√−g
16πG

− 1

2
∂µϕ∂νϕg

µν
√−g − V (ϕ)

√−g . (1)

are still consistent with the data from cosmological perturbations [1]. How-
ever, these models must be strongly fine-tuned in order to make inflation
start, to make the potential nearly flat, and to remain predictive by avoiding
the formation of a multiverse [2]. The resulting controversy [3–5] within the
community of inflationary cosmologists has been described as a schism [6].

We have become worried about another sort of fine-tuning problem as-
sociated with coupling the inflaton to ordinary matter in order to make re-
heating efficient. As always with such a coupling, the 0-point motion of
quantum matter engenders Coleman-Weinberg [7] corrections to the inflaton
potential. These corrections are dangerous to inflation because they are not
Planck-suppressed [8]. Nor can they be completely subtracted off by allowed
counterterms because they depend in a complex way on the Hubble param-
eter for de Sitter [9], which is the only background on which they have been
computed. If one simply assumes that the constant Hubble parameter of de
Sitter becomes the instantaneous Hubble parameter in the evolving geometry
of inflation then there are two allowed subtraction schemes:

1. Remove a function of just the inflaton [10]; or

2. Remove a function of the inflaton and the Ricci scalar [11].

Neither of these schemes leads to acceptable results, and no more general
metric dependence is permitted by locality, invariance and stability [12].

The weak point in these studies is the assumption that the constant Hub-
ble parameter of de Sitter computations goes over to the instantaneous Hub-
ble parameter of inflation. Our purpose in this paper is to understand how
Veff(ϕ) depends on the geometry of inflation,

ds2 = −dt2 + a2(t)d~x·d~x =⇒ H ≡ ȧ

a
, ǫ ≡ − Ḣ

H2
. (2)

In this geometry the inflaton ϕ0(t) depends only on time and the nontrivial
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Einstein equations are,

3H2 = 8πG
[1

2
ϕ̇2
0 + V (ϕ0)

]

, (3)

−(3−2ǫ)H2 = 8πG
[1

2
ϕ̇2
0 − V (ϕ0)

]

. (4)

The inflaton itself evolves according to the equation,

ϕ̈0 + 3Hϕ̇0 + V ′(ϕ0) = 0 . (5)

For definiteness, we couple the inflaton ϕ to a massless, minimally coupled
scalar φ, with conformal and quartic counterterms,

∆L = −1

2
∂µφ∂νφg

µν
√
−g − h2

4
φ2ϕ2

√
−g − δξ

2
ϕ2R

√
−g − δλ

4!
ϕ4

√
−g . (6)

Then the derivative of the one loop correction to the inflaton potential Veff(ϕ)
can be expressed in terms of the coincidence limit of the φ propagator in the
inflationary background,

∂Veff
∂ϕ

=

[

δξR +
1

6
δλϕ2 +

1

2
h2i∆(x; x)

]

ϕ . (7)

This coincidence limit can be expressed as the inverse Fourier transform
(regulated in D spacetime dimensions) of the φ plane wave mode functions
u(t, k,M),

i∆(x; x) =

∫

dD−1k

(2π)D−1

∣

∣

∣
u(t, k,M)

∣

∣

∣

2

. (8)

The mode functions obey the equations,

ü+ (D−1)Hu̇+
(

M2 +
k2

a2

)

u = 0 , uu̇∗ − u̇u∗ =
i

aD−1
, (9)

where the φ mass isM2 = 1
2
h2ϕ2

0. Hence we seek to study how the amplitude
of a massive scalar mode function depends upon the geometry of inflation.

In section 2 we numerically evaluate |u(t, k,M)|2 for a simple model of
inflation to identify three distinct phases of evolution. We also demonstrate
the validity of analytic approximations for these phases. In section 3 we ap-
ply the analytic approximations to compute the coincident propagator (8)
and fully renormalize the effective potential. The resulting potential mostly
depends locally on the instantaneous Hubble and first slow roll parameters
but also has a small nonlocal part. Section 4 extends the usual Friedmann
equations to cover Lagrangians which depend locally on H and ǫ. Our con-
clusions comprise section 5.
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2 Approximating the Amplitude

This section is the heart of the paper. In it we first change from co-moving
time to the number of e-foldings and re-scale the various parameters to make
them dimensionless, then evolution equations are given for the inflationary
geometry and for the logarithm of the norm-squared mode function. Next
we survey the three phases of evolution, and graphically demonstrate the
validity of approximate functional forms. The section closes with an analytic
derivation of the approximations.

2.1 Dimensionless Evolution Equation

It is best to measure time using the number of e-foldings n ≡ ln[a(t)/a(ti)]
since the start of inflation at t = ti. The variable n is preferable to t both
because n is dimensionless and because it is less sensitive to dramatic changes
which take place in the time scale of events as inflation progresses [13].
Derivatives obey,

d

dt
= H

d

dn
,

d2

dt2
= H2

[ d2

dn2
− ǫ

d

dn

]

. (10)

Just as dots denote differentiation with respect to t we use primes to stand for
differentiation with respect to n.1 It is convenient to factor the dimensions
out of the inflaton, the Hubble parameter and the inflaton potential,

ψ(n) ≡
√
8πGϕ0(t) , χ(n) ≡

√
8πGH(t) , U(ψ) ≡ (8πG)2V (ϕ0) .

(11)
Of course the first slow roll parameter ǫ(n) = −χ′/χ is already dimensionless.
Using these variables we can re-express the scalar evolution equation (5) as,

ψ′′ + (3−ǫ)ψ′ +
U ′(ψ)

χ2
= 0 . (12)

And the geometrical quantities follow from (3-4),

χ2 =
U

3− 1
2
ψ′2 , ǫ =

1

2
ψ′2 . (13)

1This only applies to functions whose natural argument is n. For the potential V (ϕ)
we continue to employ the prime to denote differentiation with respect to ϕ.
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The numerical evolution of the mode functions requires specialization to
a particular model of inflation. For simplicity we have chosen the quadratic
potential U(ψ) = 1

2
c2ψ2, even though it is no longer consistent with the data.

Producing the correct amplitude of scalar density perturbations in this model
requires c ≃ 7.1 × 10−6 [1], and we can get about 50 e-foldings of inflation
with initial value ψ0 = 15. The slow roll approximation for this model gives,

ψ(n) ≃
√

ψ2
0−4n , χ(n) ≃ c√

6

√

ψ2
0−4n , ǫ(n) ≃ 2

ψ2
0−4n

. (14)

Figure 1 compares the slow roll approximations (14) with exact numerical
evolution of (12-13).
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Figure 1: These graphs show the quantities ψ(n), χ(n) and ǫ(n) for U = 1

2
c2ψ2 (with

c = 7.126×10−6), starting from ψ0 = 15 and ψ′

0
= − 2

ψ0

. In each case numerical results for

(12-13) are plotted as solid lines with the slow roll approximations (14) overlaid in large
dots.

Because there is no perceptible difference we evolved the mode functions
using the slow roll expressions (14).

We scale out the dimensions of the wave number and the φ mass, as well
as taking the logarithm of the norm-squared of the mode functions,

κ ≡
√
8πGk , µ ≡

√
8πGM , M(n, κ, µ) ≡ ln

[

|u(t, k,M)|2√
8πG

]

. (15)

After some manipulations (for all the details when M = 0, see [14, 15]) the
mode equation and the Wronskian (9) can be combined to give a single,
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nonlinear equation for M(n, κ, µ),

M′′ +
1

2
M′2 + (3−ǫ)M′ +

2κ2e−2n

χ2
+

2µ2

χ2
− exp[−6n− 2M]

2χ2
= 0 . (16)

In the far ultraviolet the physical wave number is much large than either the
Hubble parameter or the mass and the mode function has the WKB form,

k

a
≫
{

H,M
}

=⇒ u(t, k,M) ≃ 1
√

2ka2(t)
exp

[

−ik
∫ t

ti

dt′

a(t′)

]

. (17)

The WKB form (17) implies initial conditions forM(n, κ, µ) ≃ − ln(2κ)−2n,

M(0, κ, µ) = ln
[ 1

2κ

]

, M′(0, κ, µ) = −2 . (18)

2.2 Phases of M(n, κ, µ)

The amplitude function M(n, κ, µ) exhibits a number of different behaviors
which depend upon how the physical wave number κe−n and the mass µ
relate to the Hubble parameter χ(n). Two key wave numbers nκ and nµ are
defined by the relations,

Horizon Crossing =⇒ κ ≡ enκχ(nκ) , (19)

Mass Domination =⇒ µ ≡ 3

2
χ(nµ) . (20)

For some parameter choices Horizon Crossing and/or Mass Domination may
occur before the start of inflation, or after its end (at ne), and it may of
course be that nµ < nκ. However, under the “normal” assumption that
0 < nκ < nµ < ne we distinguish three phases of evolution:

1. Ultraviolet, for 0 ≤ n <∼ nκ + 4;

2. Steady Decline, for nκ + 4 <∼ n ≤ nµ; and

3. Oscillatory Decline, for nµ ≤ n ≤ ne.

During the first phase M(n, κ, µ) is well approximated by,

M1(n, κ, µ) ≡ ln

[

1

2κe(D−2)n
×π

2
×z(n, κ)×

∣

∣

∣
H

(1)
ν(n,µ)

(

z(n, κ)
)
∣

∣

∣

2
]

, (21)
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where the argument z(n, κ) and the index ν(n, µ) are,

z(n, κ) ≡ κe−n

[1−ǫ(n)]χ(n) , ν2(n, µ) ≡ 1

4

[

D−1−ǫ(n)
1−ǫ(n)

]2

−
[

µ

[1−ǫ(n)]χ(n)

]2

.

(22)
We shall always choose κ so as to make nκ > 0, but we explore various
choices of µ. For relatively large masses, such as the cases of µ = 10χ(0)
and µ = 2χ(0) which are shown in Figure 2, the system is mass dominated
(nµ < 0) from the beginning of inflation and expression (21) is an excellent
approximation throughout inflation.
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Figure 2: Both plots concern κ = 3800χ0 (with nκ ≃ 8.32) and ω2(n, µ) < 0 throughout
inflation. The left hand graph compares the numerical result for M(n, κ, µ) (in blue dots)
with the approximation M1(n, κ, µ) (in long yellow dashes) given in expression (21) for
µ = 10χ0. The right hand makes the same comparison for µ = 2χ0.

For smaller values of µ the onset of mass domination occurs after horizon
crossing and the ultraviolet approximation (21) breaks down. This is shown
for the case of µ = 1.2χ(0) in Figure 3.
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Figure 3: Both plots concern κ = 3800χ0 (with nκ ≃ 8.32) and µ = 1.2χ0 (with
nµ ≃ 20.25). The left hand graph shows the numerical result for M(n, κ, µ). The right
hand graph compares this (in blue dots) with the approximation M1(n, κ, µ) (in long
yellow dashes) given in expression (21).

In these cases it is useful to define differential frequency functions which are
real on either side of mass domination,

ω2(n, µ) ≡ 9

4
− µ2

χ2(n)
, Ω2(n, µ) ≡ µ2

χ2(n)
− 9

4
. (23)

If we define n2 ≡ nκ + 4, a good approximation for the second phase is,

M2(n, κ, µ) = M2 − 3(n−n2)

+2 ln

{

cosh

[

∫ n

n2

dn′ ω(n′, µ)

]

+
( M′

2+3

2ω(n2, µ)

)

sinh

[

∫ n

n2

dn′ ω(n′, µ)

]}

. (24)

Defining n3 ≡ nµ + 4 gives a good approximation for the third phase,

M3(n, κ, µ) = M3 − 3(n−n3)

+2 ln

{
∣

∣

∣

∣

∣

cos

[

∫ n

n3

dn′ Ω(n′, µ)

]

+
( M′

3+3

2Ω(n3, µ)

)

sin

[

∫ n

n3

dn′ Ω(n′, µ)

]
∣

∣

∣

∣

∣

}

. (25)

Figure 4 demonstrates the validity of these approximations for µ = 1.2χ(0).
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Figure 4: Like the previous figure, these plots deal concern κ = 3800χ0 (with nκ ≃ 8.32)
and µ = 1.2χ0 (with nµ ≃ 20.25). The left hand graph compares the numerical result
for M(n, κ, µ) (in blue dots) with the “Steady Decline” approximation M2(n, κ, µ) (in
long yellow dashes) given in expression (24). The right hand graph compares M(n, κ, µ)
(in blue dots) with the “Oscillatory Decline” approximation M3(n, κ, µ) (in long yellow
dashes) given in expression (25).

Making µ smaller postpones the onset of mass domination so late that
the third phase comes near the end of inflation. Figure 5 shows this for
µ = 0.6χ(0), which corresponds to nµ ≃ 47.25.
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Figure 5: Both plots concern κ = 3800χ0 (with nκ ≃ 8.32) and µ = 0.6χ0 (with
nµ ≃ 47.25). The left hand graph compares M(n, κ, µ) (in blue dots) with the approxima-
tion M1(n, κ, µ) (in long yellow dashes) given in expression (21). The right hand graph
compares M(n, κ, µ) (in blue dots) with the approximation M2(n, κ, µ) (in long yellow
dashes) given in expression (24).

For very small values of µ the onset of mass domination never comes and
only the first two phases are necessary. Figure 6 shows this for µ = 0.1χ(0),
which would correspond to nµ ≃ 56 if slow roll inflation persisted that long.
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Figure 6: Both plots concern κ = 3800χ0 (with nκ ≃ 8.32) and µ = 0.1χ0 (with
nµ > 50). The left hand graph compares M(n, κ, µ) (in blue dots) with the approxima-
tion M1(n, κ, µ) (in long yellow dashes) given in expression (21). The right hand graph
compares M(n, κ, µ) (in blue dots) with the approximation M2(n, κ, µ) (in long yellow
dashes) given in expression (24).

Because the coincidence limit (8) involves an integration over κ =
√
8πG×

k it is crucial to determine how M(n, κ, µ) depends on κ. This κ dependence
is manifest in the ultraviolet approximation (21), but there is no explicit κ
dependence in either of the later approximations (24) and (25). However,
these approximations do depend on integration constants M2,3 and M′

2,3

which represent the values of M(n, κ, µ) and its first derivative with respect
to n at n2 = nκ + 4 and n3 = nµ + 4. It turns out that only M(n2,3, κ, µ)
depend significantly on κ. We can see this numerically by making plots of
∆M(n, µ) ≡ M(n, κ1, µ) − M(n, κ2, µ) for fixed wave numbers. Figure 7
gives three such plots for relatively small values of µ that would require more
than just the ultraviolet phase. Because ∆M(n, µ) rapidly freezes in to a
constant after horizon crossing we see that the two later phases inherit their
κ dependence from the ultraviolet phase,

M2(n, κ, µ) = M1(n2, κ, µ) + f2(n, µ) , (26)

M3(n, κ, µ) = M1(n2, κ, µ) + f3(n, µ) . (27)
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Figure 7: The left hand graph gives the difference of M(n, κ, µ) between κ = 3800χ0

(with nκ ≃ 8.32) and κ = 520χ0 (with nκ ≃ 6.31) for µ = 0.1χ0. The middle and right
hand graphs show the same difference for the cases of µ = 0.6χ0 and µ = χ0, respectively.

Figure 8 gives three plots of ∆M(n, µ) for the intermediate values of µ
over which the other phases drop out.
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Figure 8: The left hand graph gives the difference of M(n, κ, µ) between κ = 3800χ0

(with nκ ≃ 8.32) and κ = 520χ0 (with nκ ≃ 6.31) for µ = 1.2χ0. The middle and
right hand graphs show the same difference for the cases of µ = 1.3χ0 and µ = 1.35χ0,
respectively.

All three phases occur for µ = 1.2χ(0), and the difference is constant after
horizon crossing. As µ is increased the difference exhibits a complex behavior,
but one that is captured by the ultraviolet approximation (21). Figure 9
continues the progression to even larger values of µ for which the ultraviolet
approximation suffices.
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Figure 9: The left hand graph gives the difference of M(n, κ, µ) between κ = 3800χ0

(horizon crossing at nκ ≃ 8.32) and κ = 520χ0 (horizon crossing at nκ ≃ 6.31) for
µ = 1.5χ0. For this case the average post-horizon difference has become centered on zero
while the fluctuations have become symmetric and more frequent yet. The middle and
right hand graphs show the same difference for the cases of µ = 2χ0 and µ = 10χ0. The
difference remains centered on zero with negligibly small oscillations.

2.3 Analytic Derivations

We had of course to set the spacetime dimension to D = 4 in order to
construct the various graphs of the previous sub-section. However, obtaining
a reliable ultraviolet form requires generalizing the evolution equation (16)
to general D,

M′′+
1

2
M′2+(D−1−ǫ)M′+

2κ2e−2n

χ2
+

2µ2

χ2
− exp[−2(D − 1)n− 2M]

2χ2
= 0 .

(28)
Our initial motivation for the M1(n, κ, µ) approximation (21) was the Hub-
ble effective potential [16] that would be relevant for constant ǫ(n) and the
case where the mass parameter µ = h√

2
ψ(n) is proportional to the Hubble

parameter χ(n). To see that M1(n, κ, µ) is generally valid in the ultraviolet,
we make the change of variables,

M(n, κ, µ) ≡ M1(n, κ, µ)+g(n, κ, µ) ≡ − ln(2κ)−(D−2)n+∆M1+g . (29)

Substituting (29) in (28) gives,

g′′ +
g′2

2
+
(

1−ǫ+∆M′
1

)

g′ +
2κ2e−2∆M1

χ2e2n

[

1− e−2g
]

= −∆M′′
1 −

∆M′
1
2

2

−(1−ǫ)∆M′
1 + 2

[(D

2
−1
)(D

2
−ǫ
)

− µ2

χ2

]

+
2κ2

χ2e2n

[

e−2∆M1 − 1
]

. (30)
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Now make the large z expansion for ∆M1(n, κ, µ),

e∆M1 =
π

2
z
∣

∣

∣
H(1)
ν (z)

∣

∣

∣

2

= 1 +
(ν2− 1

4
)

2z2
+

3(ν2− 1
4
)(ν2− 9

4
)

8z4
+O

( 1

z6

)

. (31)

Substituting (31) into (30) and solving for g(n, κ, µ) in the ultraviolet regime
of κ≫ χ(n)en implies the expansion,

g =
1

8

[

2ǫ(5−3ǫ)
µ2

χ2
+
(D

2
−1
)[

(D+5−7ǫ)ǫ′+ ǫ′′
]

]

(χen

κ

)4

+O

(

(χen

κ

)6
)

.

(32)
This proves that the M1(n, κ, µ) approximation to M(n, κ, µ) is valid un-
til a few e-foldings before horizon crossing. (The graphical analysis of the
previous subsection establishes that it is actually valid for some e-foldings
after horizon crossing.) Combining expressions (8) and (32) also shows that
the M1(n, κ, µ) approximation correctly captures the ultraviolet divergences
of the coincident propagator and we can set D = 4 in considering the later
approximations.

The M2(n, κ, µ) approximation pertains after horizon crossing when the
4th and 6th terms of (16) have red-shifted into insignificance. Dropping these
terms, and recalling the definition (23) of the frequency ω2(n, µ) we have,

M′′ +
1

2
M′2 + (3−ǫ)M′ +

9

2
− 2ω2 ≃ 0 . (33)

Only derivatives of M appear in equation (33), and there is no explicit de-
pendence on κ. Hence M′ can only depend on κ through the initial condition
at n2 = nκ+4, and Figures 7-9 reveal no such dependence. We are therefore
led to the change of variable,

M′(n, µ) ≃ −3 + 2ω(n, µ) tanh
[

α(n, µ)
]

(34)

Substituting (34) in (33) leads to the relation,

2ωα′sech2(α)− 2ω2sech2(α)− 9ǫ

2ω
tanh(α) + 3ǫ ≃ 0 . (35)

Ignoring the last 2 terms, and imposing the correct initial condition at n = n2

implies,

M′(n, µ) ≃ −3 + 2ω tanh
[

α2 +

∫ n

n2

dn′ ω(n′, µ)
]

, α2 = tanh−1
[M′

2+3

2ω2

]

.

(36)
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Integrating and using the κ-dependent initial condition gives,

M(n, κ, µ) ≃ M2 − 3(n−n2) + 2 ln

[

cosh[α2 +
∫ n

n2
dn′ω(n′, µ)]

cosh(α2)

]

. (37)

Breaking up the sum in the argument of the hyperbolic cosine leads to the
M2(n, κ, µ) approximation (24). Because the term that was neglected in
passing from (35) to (36) diverges when ω(n, µ) vanishes, one expects the
approximation to break down near n = nµ. This is just discernible in Fig-
ure 4.

The M3(n, κ, µ) approximation pertains after ω2(n, µ) = −Ω2(n, µ) has
changed from positive to negative. Although the 4th term in (16) continues to
be negligible, the 6th term becomes significant over very brief intervals when
M(n, κ, µ) falls suddenly. Modeling this correctly is challenging because the
intervals over which the 6th term matters are so short. The simplest approach
turns out to be ignoring 6th term, and accounting for its brief impact with
a judicious absolute value.

If n > nµ, and we continue to ignore the 4th and 6th terms in (16), the
appropriate equation for M(n, κ, µ) is,

M′′ +
1

2
M′2 + (3−ǫ)M′ +

9

2
+ 2Ω2 ≃ 0 . (38)

The appropriate substitution is,

M′(n, µ) ≃ −3 + 2Ω(n, µ) tan
[

β(n, µ)
]

(39)

Making this substitution brings equation (38) to the form,

2Ωβ ′ sec2(β) + 2Ω2 sec2(β) +
9ǫ

2Ω
tan(β) + 3ǫ ≃ 0 . (40)

If we ignore the final term then the solution is,

M′(n, µ) ≃ −3 + 2Ω tan
[

β3 −
∫ n

n3

dn′ Ω(n′, µ)
]

, β3 = tan−1
[M′

3+3

2Ω3

]

. (41)

Integrating this expression, and supplying the aforementioned absolute value
gives,

M(n, κ, µ) ≃ M3 − 3(n−n3) + 2 ln

[
∣

∣

∣

∣

∣

cos[β3 −
∫ n

n3
dn′Ω(n′, µ)]

cos(β3)

∣

∣

∣

∣

∣

]

. (42)

Breaking up the argument of the cosine gives expression (25) for M3(n, κ, µ).
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3 Computing the Inflaton Effective Potential

The point of developing approximate analytic forms for M(n, κ, µ) like ex-
pressions (21), (24) and (25) is to compute the derivative of the effective
potential (7) through the coincident propagator (8). That is the purpose of
this section. We first decompose the integration into ultraviolet, for which
expression (21) pertains, and infrared, for which expressions (24) and (25)
apply. Only the ultraviolet part requires dimensional regularization, whereas
the κ dependence of the infrared part can be factored out, and expressed in
terms of M1(n, κ, µ), using relations (26-27).

The graphical analysis of section 2.2 shows that a reasonable point for the
transition between the M1 and the M2 approximations is about 4 e-foldings
after horizon crossing. This corresponds to a wave number K(n),

K(n) ≡ en−4χ(n−4)√
8πG

=⇒
{

UV : k > K(n)

IR : k < K(n)
. (43)

This distinction allows us to approximate the coincident propagator (8) as,

i∆(x; x) =
2
√
8πG

(4π)
D−1

2 Γ(D−1
2

)

∫ ∞

0

dk kD−2 eM(n,κ,µ) , (44)

≃ 2
√
8πG

(4π)
D−1

2 Γ(D−1
2

)

∫ ∞

0

dk kD−2 eM1(n,κ,µ)

+

√
8πG

2π2

∫ K(n)

0

dk k2

[

eM2,3(n,κ,µ) − eM1(n,κ,µ)

]

. (45)

We define the first term on the right hand side of (45) as i∆1(x; x), and the
second term as i∆IR(x; x).

We compute i∆1(x; x) using expression (21) with integral 6.574 #2 of [17],

i∆1(x; x) =
[(1−ǫ)H ]D−2

(4π)
D
2

× Γ(D−1
2

+ν)Γ(D−1
2

−ν)
Γ(1

2
+ν)Γ(1

2
−ν) × Γ

(

1−D

2

)

, (46)

where ν(n, µ) is given in expression (22). Writing D = 4− δ and expanding

14



key terms gives,

i∆1(x; x) =
[(1−ǫ)H ]D−2

(4π)
D
2

[(D−3

2

)2

− ν2
]

×− 2

δ

{

1−
[

ψ
(1

2
+ ν
)

+ ψ
(1

2
− ν
)]δ

2
+O(δ2)

}

, (47)

=
[(1−ǫ)H ]D−4

(4π)
D
2

{

−1

4

(D−2

D−1

)

R +M2 − δ

2

(

1− δ

2

)

(1−ǫ)2H2

}

×
{

−2

δ
+ ψ

(1

2
+ ν
)

+ ψ
(1

2
− ν
)

+O(δ)

}

, (48)

where R = (D−1)(D
2
−2ǫ)H2 is the Ricci scalar. Comparison with expression

(7) reveals that the conformal and quartic counterterms are,

δξ =
h2sD−4

(4π)
D
2

× (D−2)

4(D−1)(D−4)
+
h2δξfin
32π2

, (49)

δλ =
h4sD−4

(4π)
D
2

×− 3

D−4
+
h4δλfin
64π2

, (50)

where s is the mass scale of dimensional regularization and δξfin and δλfin
represent arbitrary finite renormalizations. Substituting expressions (48-50)
into (7) and taking the unregulated limit gives the M1(n, κ, µ) contribution
to the effective potential,

(∂Veff
∂ϕ

)

1
=

h2ϕ

32π2

{

(1−ǫ)2H2 + δξfinR +
1

12
δλfinh

2ϕ2

+
[

−1

6
R +

1

2
h2ϕ2

]

[

ψ
(1

2
+ν
)

+ ψ
(1

2
−ν
)

+ ln
[(1−ǫ)2H2

s2

]

]}

, (51)

where the unregulated limit of the index is,

ν =

√

(3−ǫ
2
)2 − z

1−ǫ , z ≡ h2ϕ2

2H2
. (52)
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Integrating with respect to ϕ allows us to express the M1 contribution in
terms of the instantaneous values of H , ǫ and z,
(

Veff

)

1
=

H4

32π2

{

(1−ǫ)2z + 6δξfin(2−ǫ)z +
δλfinz

2

12
−
[

(2−ǫ)z − z2

2

]

ln
[(1−ǫ)2H2

s2

]

+

∫ z

0

dx (−2+ǫ+x)

[

ψ

(

1

2
+

√

(3−ǫ
2
)2 − x

1−ǫ

)

+ ψ

(

1

2
−

√

(3−ǫ
2
)2 − x

1−ǫ

)]}

. (53)

It remains to evaluate expression (45) for i∆IR(x; x). Note from relations
(26-27), and the slow roll approximation for the post-horizon amplitude, that
dependence on the mass parameter µ factors out of the integration over wave
number k,

i∆IR(x; x) =

√
8πG

2π2

∫ K(n)

0

dk k2eM1(nκ+4,κ,µ) ×
{

ef2,3(n,µ) − ef1(n,κ,µ)
}

, (54)

≃ 1

4π2

∫ K(n)

0

dk

k
H2(tk)×

{

ef2,3(n,µ) − ef1(n,κ,µ)
}

, (55)

where fi ≡ Mi(n, κ, µ)−M1(nκ+4, κ, µ). Now change variables from k to
nκ using dk/k = (1− ǫ)dnκ,

i∆IR(x; x) ≃
1

4π2

∫ n−4

0

dnκ
[1−ǫ(nκ)]χ2(nκ)

8πG
×
{

ef2,3(n,µ) − ef1(n,e
nκχ(nκ),µ)

}

.

(56)
Note the distinction between the integration over nκ and the multiplicative
factor which depends on the local e-folding n. This means that i∆IR(x; x) is
not even a local function of the inflationary geometry. The factors of ef2(n,µ)

and ef3(n,µ) also depend nonlocally on the geometry,

ef2(n,µ) = e−3(n−n2)
cosh2[α2 +

∫ n

n2
dn′ω(n′, µ)]

cosh2(α2)
, (57)

ef3(n,µ) = ef2(n,µ) ×
cos2[β3 −

∫ n

n3

dn′Ω(n′, µ)]

cos2(β3)
. (58)

Expression (56) gives the nonlocal contribution to the coincident propa-
gator. To find the corresponding contribution to the effective potential one
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substitutes this in expression (7) and then integrates with respect to the in-
flaton field ϕ, not excepting the dependence on µ2 = 8πG × 1

2
h2ϕ2. Note

that although the result depends nonlocally on the geometry, it is local in
the inflaton. Obtaining an explicit result is not possible owing to the com-
plicated µ-dependence of the functions f2(n, µ) and f3(n, µ), however, under
the (expected) assumption that expressions (57-58) are small, the result is,

(

Veff

)

IR
≃ 1

4
h2ϕ2 ×− 1

4π2

∫ n−4

0

dn′[1−ǫ(n′)]H2(n′) . (59)

We recognize (59) as a negative contribution to the inflaton mass-squared.
How significant it is depends on the classical model of inflation. For the
quadratic potential we have been assuming, with our initial conditions, the
correction (59) would subtract off a fraction 75h2

16π2 ≃ 1
2
h2 of the inflaton mass.

This could make significant changes to the inflaton’s evolution, but these
could be compensated by increasing the bare mass. The consequences for
the geometry are more difficult to estimate but two features are obvious:

• Nonlocal corrections can contaminate late time physics, when scales
should be small, with information from very early times, when scales
were large; and

• Nonlocal corrections cannot be subtracted off using local actions.

4 Modified Friedmann Equations

The purpose of this section is to derive the nontrivial equations for a gravita-
tional Lagrangian whose specialization to the geometry of inflation (2) takes
the form L(a, ȧ, ä) = a3f(H, ǫ). If we knew the Lagrangian for a general
metric then first varying with respect to gµν and afterwards specializing to
(2) would give two nontrivial equations, one from the variation with respect
to gij and the other from the variation with respect to g00. However, spe-
cializing the geometry first gives only one equation. The famous theorem of
Palais [18] assures us that this equation is correct, and we know from the fact
that gij = a2δij that this equation is proportional to the variation with re-
spect to gij. We begin by deriving this equation, then we reconstruct the g00

equation using conservation. The section closes by checking that our results
agree for the special cases of no dependence upon ǫ and also F (R) models.
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For a Lagrangian of the form L(a, ȧ, ä) = a3f(H, ǫ) the Euler-Lagrange
equation is,

∂L

∂a
− d

dt

(∂L

∂ȧ

)

+
d2

dt2

(∂L

∂ä

)

= a2
[

3f −H
∂f

∂H
− (1−ǫ)∂f

∂ǫ

]

− d

dt

{

a2
[ ∂f

∂H
+

2(1−ǫ)
H

∂f

∂ǫ

]

}

+
d2

dt2

{

a2
[

− 1

H2

∂f

∂ǫ

]

}

,(60)

= a2

[

3f−
( d

dt
+3H

) ∂f

∂H
−3(3+ǫ)

∂f

∂ǫ
−2(3+ǫ)

1

H

d

dt

∂f

∂ǫ
− 1

H2

d2

dt2
∂f

∂ǫ

]

.(61)

Because gij = a2δij for the geometry (2) we recognize the gij equation as,

f−
(1

3

d

dt
+H

) ∂f

∂H
−(3+ǫ)

∂f

∂ǫ
−
(

2+
2

3
ǫ
) 1

H

d

dt

∂f

∂ǫ
− 1

3H2

d2

dt2
∂f

∂ǫ
= 0 . (62)

The conservation of stress-energy implies that (62) and the missing g00 equa-
tion obey,

3H

{

(

gij Eqn
)

+
(

g00 Eqn
)

}

=
d

dt

(

g00 Eqn
)

. (63)

We also want the g00 equation to contain one fewer time derivative than (62).
A little thought reveals the solution to be,

−f +H
∂f

∂H
+
[

3+ǫ+
1

H

d

dt

]∂f

∂ǫ
= 0 . (64)

Relations (64) and (62) are the desired generalizations of the first and second
Friedmann equations, respectively.

Relations (64) and (62) obey two important correspondence limits. The
first comes from assuming that there is no dependence on ǫ, as was considered
in a previous study [10]. When ∂f

∂ǫ
= 0 our Friedmann equations agree with

relations (15) and (14) from that study. The second limit is relevant to F (R)
models,

f(H, ǫ) −→ F
(

(12−6ǫ)H2
)

. (65)

In that limit we have,

∂f

∂H
−→ (24−12ǫ)H×F ′ ,

∂f

∂ǫ
−→ −6H2×F ′ . (66)
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Substituting these relations into our first Friedmann equation (64) gives,

(

Eqn 64
)

−→ −F (R) + 6(1−ǫ)H2F ′(R)− 6H
d

dt
F ′(R) = 0 . (67)

With (66) our second Friedmann equation (62) becomes,

(

Eqn 62
)

−→ +F (R)− (6−2ǫ)H2F ′(R) + 4H
d

dt
F ′(R) + 2

d2

dt2
F ′(R) = 0 .

(68)
Relations (67-68) can be recognized as the specialization the F (R) field equa-
tions to the geometry (2) of inflation.

The Friedmann equation of general relativity (3H2 = 8πGρ) involves
only first derivatives of the scale factor a(t), whereas our generalization (64)
involves three derivatives. Similarly, the gij equation of general relativity
(−2Ḣ − 3H2 = 8πGp) involves second derivatives of a(t), whereas our gen-
eralization (62) involves four time derivatives. Classical theories that involve
higher time derivatives have new degrees of freedom which are typically kinet-
ically unstable [12]. The unique local and invariant modification of general
relativity that avoids kinetic instabilities is F (R) models (65) [12], but a
glance at expression (53) reveals that the myriad factors of H and ǫ in the
effective potential are not limited to the combination R = 6(2− ǫ)H2. This
sounds like a major problem, and it probably is, but not in the direct way
one might think. Quantum corrections to the effective action are typically
not even local, and yet they introduce no new degrees of freedom nor any
essential instability. The right way to understand these higher derivative or
nonlocal quantum corrections is as perturbations to the existing solutions of
the classical, lower-derivative theory [19]. Quantum corrections introduce no
new degrees of freedom, they simply distort the evolution of the classical de-
grees of freedom. Unfortunately, the distortion from cosmological Coleman-
Weinberg potentials is typically too large because these corrections are not
Planck-suppressed. To avoid large distortions one must subtract most of the
cosmological Coleman-Weinberg potential using a classical modification of
the original model. Because the subtraction has the status of a modification
to the classical action, it can induce new degrees of freedom and instabili-
ties. A recent study of subtractions involving functions of the inflaton and
the Ricci scalar reveals that the higher derivative degrees of freedom cause
inflation to end after an infinitesimal number of e-foldings [11].
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5 Epilogue

We have developed an analytic approximation for the logarithm of the am-
plitude of the norm-squared mode function for a massive, minimally coupled
scalar in the presence of an arbitrary inflating background. Our result takes
the form of a sequence of approximate forms that apply when the physical
wave number dominates the Hubble parameter — expression (21) — when
the Hubble parameter dominates the physical wave number and the mass —
expression (24) — and after the mass dominates the Hubble parameter —
expression (25). Section 2.2 contains many graphs which demonstrate the
validity of these approximations for inflation with a quadratic potential, and
section 2.3 gives analytic derivations which should apply for general models.

The quadratic dimensionless potential U(ψ) = 1
2
c2ψ2 was chosen for our

detailed studies because the slow roll approximations (14) give simple, ana-
lytic expressions for the dimensionless Hubble parameter χ(n) and the first
slow roll parameter ǫ(n). With the choice of c ≃ 7.1 × 10−6 this model is
consistent with observations of the scalar amplitude and the scalar spectral
index [1]. However, the model is excluded by its high prediction of r ≃ 0.14
for the tensor-to-scalar ratio [1]. It is worth briefly considering how our
analysis applies to the plateau potentials that are currently permitted by
the data. Perhaps the simplest of these is the Einstein-frame version of the
model proposed by Starobinsky [20], whose dimensionless potential is [21],

U(ψ) =
3

4
M2
(

1− e−
√

2

3
ψ
)2

, M2 = 1.3× 10−5 . (69)

Starting from ψ0 = 5.3 gives a little over 50 e-foldings of inflation, and the
model is consistent with observations. A glance at Figure 10 reveals how this
is achieved: the dimensionless Hubble parameter χ(n) is almost constant,
implying a very small value of the first slow roll parameter ǫ(n).
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Figure 10: These graphs show the Starobinsky potential U(ψ) of expression (69), as
well as the dimensionless Hubble parameter χ(n) and the first slow roll parameter ǫ(n) for
inflation starting from ψ0 = 5.3.

All our approximations continue to apply to this model, but the extreme
flatness of χ(n) restricts the range of dimensionless mass parameters µ for
which χ(n) can make the transition from being greater than 2

3
µ to being less

that is associated with the M3(n, κ, µ) approximation (25). This is shown in
Figure 11, which compares M(n, κ, µ) with the M1(n, κ, µ) approximation
(21) for three different values of µ.
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Figure 11: These graphs compare the numerical solution of M(n, κ, µ) (in blue dots)
with the M1(n, κ, µ) approximation (in long yellow dashes) for inflation driven by the
Starobinsky potential (69).

When µ = 2χ0 the dimensionless Hubble parameter is always less than 2
3
µ

and the M1(n, κ, µ) approximation remains valid throughout inflation. In-
deed, the graph for µ = 2χ0 is almost identical to the µ = 2χ0 graph for the
quadratic model in Figure 2. Only when µ is slightly smaller than 3

2
χ0 can

the transition be made to happen during inflation, as it does for the case of
µ = 1.48χ0 in Figure 11. For this case the transition comes at nµ ≃ 28.2,
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and one can see from the graph that all three approximations are required.
When µ becomes even slightly smaller the transition does not occur during
inflation. For example, the case of µ = 1.4χ0 corresponds to nµ ≃ 46.7. For
smaller values of µ the M1(n, κ, µ) approximation applies until somewhat
after horizon crossing, after which the M2(n, κ, µ) approximation pertains.
The case of µ = 0.6χ0 is given in Figure 11, and is similar to what Figure 5
shows for the quadratic model with the same value of µ.

The primary motivation for this work was to determine how Coleman-
Weinberg corrections to the inflaton potential depend on the geometry of
inflation so that previous studies of their effects [10, 11] can be extended.
Our result consists of a local part (53) that depends on the instantaneous
values ofH and ǫ, and a nonlocal part — derived from integrating 1

2
h2ϕ times

expression (56) — that depends on the past geometry. We emphasize that
these approximations are independent of the classical potential and depend
only on the coupling (6) between the inflaton ϕ and the scalar φ. It is also
significant that the various factors of H and ǫ in the local part (53) are not
restricted to the Ricci scalar R = 6(2− ǫ)H2. This fact, and the existence of
the nonlocal correction, were predicted on the basis of indirect arguments [9].

Because the most general, stable subtraction is a local function of ϕ and
R, complete subtraction is impossible and there can no longer be any doubt
that cosmological Coleman-Weinberg potentials make significant changes to
inflation. Determining what those changes are requires understanding how
cosmological Coelman-Weinberg potentials modify the Friedmann equations.
Generalizing the Friedmann equations to include the nonlocal contributions
is challenging, but those contributions should be small because the mass term
suppresses the amplitude at late times. The Friedmann equations appropri-
ate to the local part (53) are (64) and (62).

Although we have considered cosmological Coleman-Weinberg potentials
from coupling the inflaton to a scalar (6), our results should be easily ex-
tendable to more general couplings. So we will finally be able to extend the
old de Sitter results to a general inflationary background for the case of an
inflaton which is Yukawa-coupled to fermions [22, 23], and to a charged in-
flaton which is coupled to a vector boson [24, 25].2 It is also worth pointing
out that our approximation seems to be valid even for a moderately time
dependent inflaton ϕ0(t). Indeed, the crucial M1 approximation (21) was
originally motivated by the exact result for φ0(t) ∝ H(t) [16] for constant ǫ.

2This has just been accomplished for the fermionic case [26].
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Finally, we should mention the impact of cosmological Coleman-Weinberg
potentials on primordial perturbations, which are the principal observable
from inflation. Slow roll approximations for the scalar and tensor power
spectra can be expressed as functions of the e-folding n at which a pertur-
bation experiences horizon crossing, in terms of the dimensionless Hubble
parameter χ(n) and first slow roll parameter ǫ(n),

∆2
R(n) ≃

1

8π2
×χ2(n)

ǫ(n)
, ∆2

h(n) ≃
1

8π2
×16χ2(n) . (70)

The analogous slow roll approximations for the scalar spectral index and the
tensor-to-scalar ratio are,

1− ns(n) ≃ 2ǫ(n) +
ǫ′(n)

ǫ(n)
, r(n) ≃ 16ǫ(n) . (71)

Arbitrarily accurate analytic approximations are available [27, 28] if greater
precision is required, and the same is true for the tri-spectrum of non-
Gaussianity [29].

Cosmological Coleman-Weinberg potentials change the predictions (70-
71) by changing the numerical values of the geometrical parameters χ(n)
and ǫ(n) through the modified Friedmann equations (64) and (62). Unless
the coupling constant h is made so small as to preclude efficient re-heating,
the changes induced by our result (53) are far too large for any viable classi-
cal model of inflation. This has long been apparent from the flat space limit
(Veff)1 → h4ϕ4

256π2 ln(
h2ϕ2

2s2
) [7], which is also the large field limit. That term

could be subtracted off, but the remainder after even the best possible sub-
tractions still causes inflation to end too quickly [10, 11]. A more promising
approach seems to be arranging cancellations between the positive cosmo-
logical Coleman-Weinberg potentials induced by coupling to bosonic fields
and the negative potentials induced by coupling to fermions [30], although
no solution has been devised yet.

If an acceptable cancellation can be found it will also be necessary to
check for changes to the functional forms (70-71) of the inflationary observ-
ables. Because these results derive from the linearized field equations of per-
turbations about the cosmological background, they might show significant
changes even if the Bose-Fermi cancellation kept changes to the background
small. One would need to compute the 1PI (one-particle-irreducible) 2-point
functions for the inflaton and for the metric in an inflationary background.
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Those computations would be challenging but it is encouraging that the re-
sults for de Sitter background have been obtained [31–33].
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