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Abstract

Although a majority of the theoretical literature in high-dimensional statistics has focused
on settings which involve fully-observed data, settings with missing values and corruptions are
common in practice. We consider the problems of estimation and of constructing component-wise
confidence intervals in a sparse high-dimensional linear regression model when some covariates
of the design matrix are missing completely at random. We analyze a variant of the Dantzig
selector [9] for estimating the regression model and we use a de-biasing argument to construct
component-wise confidence intervals. Our first main result is to establish upper bounds on the
estimation error as a function of the model parameters (the sparsity level s, the expected fraction
of observed covariates p,, and a measure of the signal strength |3*||2). We find that even in an
idealized setting where the covariates are assumed to be missing completely at random, somewhat
surprisingly and in contrast to the fully-observed setting, there is a dichotomy in the dependence
on model parameters and much faster rates are obtained if the covariance matrix of the random
design is known. To study this issue further, our second main contribution is to provide lower
bounds on the estimation error showing that this discrepancy in rates is unavoidable in a minimax
sense. We then consider the problem of high-dimensional inference in the presence of missing
data. We construct and analyze confidence intervals using a de-biased estimator. In the presence
of missing data, inference is complicated by the fact that the de-biasing matrix is correlated with
the pilot estimator and this necessitates the design of a new estimator and a novel analysis. We also
complement our mathematical study with extensive simulations on synthetic and semi-synthetic
data that show the accuracy of our asymptotic predictions for finite sample sizes.

1 Introduction

High-dimensional statistics concerns the setting where the dimension of the statistical model is com-
parable to, or even far exceeds, the sample-size. In this context, meaningful statistical estimation is im-
possible in the absence of additional structure. Accordingly, significant research in high-dimensional
statistics (see for instance [10, 15, 16, 17, 35]) has focused on high-dimensional linear regression with
sparsity constraints where the goal is estimate or perform inference on a sparse, high-dimensional
vector 5* given access to noisy linear measurements.

Modern datasets are frequently afflicted with missing-values and corruptions. As a canonical ex-
ample consider the gene-expression dataset from Nielsen et al. [30]. This dataset records p = 5520
genes for n = 46 patients with soft tissue tumors. A total of 6.7% entries are missing; furthermore,
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78.6% of the 5520 genes and all of the 46 patients have at least one missing covariate. Motivated by the
analysis of corrupted high-dimensional datasets several researchers have considered settings with cor-
rupted covariates: focusing on developing high-dimensional analogues of the classical Expectation-
Maximization (EM) algorithm [34], studying their algorithmic convergence properties [2, 38, 39], and
understanding statistical rates of convergence for other estimators [5, 13, 25, 26, 27, 32, 33].

Despite extensive past work, several challenging and important open questions remain in establish-
ing the correct dependence of the rates of convergence in missing data problems on model parameters
(the sparsity level s, the expected fraction of unobserved covariates p,, and the signal strength || 5*|2).
Understanding these dependencies for the problems of high-dimensional estimation and inference are
the focus of this work.

1.1 Preliminaries

We focus on a random design regression model where we observe i.i.d. samples of y € R, linked to a
covariate X € RP through the linear model:

yi = {Xi, B*) + €, (1)

where ¢; is i.i.d. mean zero Gaussian noise, i.e. ¢; ~ N (0, o2). Popular estimators include the LASSO

[35], the SCAD [17] and the Dantzig selector [9], whose asymptotic rates of convergence and model

selection properties are well understood [1, 6, 37, 41]. We further consider the setting where covariates

are missing completely at random, i.e. rather than observe the covariates X;, we observe X; where,

Yij _ {* with prob.ablhty 1 —pj 2)
X;; otherwise,

where we assume that the probabilities p; are known and define

Pe = 1I£ilsnp Pi-

Our goal is to either estimate or to construct coordinate-wise confidence intervals for the unknown
vector 5*. In the high-dimensional setting, the number of observed samples n can be much smaller
than p and consistent estimation is impossible without additional structural assumptions. Accordingly,
we study sparse models where 5* has at most s nonzero components, where s is allowed to grow with
p and n, but satisfies s < n.

We emphasize that in this model, and indeed in many practical settings (for instance in the dataset
of [30]), most samples will have corrupted covariates and as a result complete-case analyses [24]
are wasteful. Methods based on data imputation [24] typically require stronger knowledge about
the generative process which can be difficult to justify in a high-dimensional setting and taking into
account the imputation error in subsequent inference can be challenging.

1.2 Related work

Classical work on statistical estimation and inference in the presence of missing data is extensive (see
for instance [11, 19, 24] and references therein), and we focus in this section on closely related works
focusing on the sparse high-dimensional setting.

Rosenbaum & Tsybakov [32] proposed the Matrix Uncertainty (MU)-selector for high-dimensional
regression under an error-in-variables model, where the design matrix X is observed with determin-
istic measurement error W that is bounded in the matrix maximum norm. Optimization algorithms



and minimax rates when W is Gaussian white noise are considered in the work [5]. The MU-selector
was generalized to handle the missing data setting in the paper [33], and it was found that de-biasing
the estimator of the covariance matrix led to improved error bounds. Datta & Zou [14] proposed CO-
COLASSO, a variant of the LASSO for error-in-variable models where a covariance estimate 3 is first
projected onto a positive semi-definite cone so that the resulting LASSO problem is convex. Both ad-
ditive and multiplicative measurement error models were considered in this work and corresponding
rates of convergence were derived.

Loh & Wainwright [25] analyzed a gradient descent algorithm for optimizing a non-convex LASSO-
type loss function and derived rates of convergence from both statistical and optimization perspectives.
Their analysis shows a dependency on 1/p} for the £3 estimation error. A similar rate of convergence
was established in [13] for orthogonal matching pursuit (OMP) type estimators, and Datta & Zou
[14], Rosenbaum & Tsybakov [33] for MU-selector and COCOLASSO formulations. On the lower
bound side, [26] derived lower bounds on the minimax rate, under the assumptions of identity co-
variance for the design points and bounded signal level ||3*|2. Their lower bounds depend linearly
on 1/p,. [5] showed that the dependency on |5*|2 is necessary for error-in-variable models of high-
dimensional regression. However, subtle differences exist between the error-in-variables models con-
sidered in [5] and the missing data model consider in this paper, which are reflected in the dependency
on the missing rate p,. and the interplay between the two terms of o and | 3*||2, which exhibit different
levels of dependency on p,.

The gap between the upper and lower bounds of prior work on estimation [25, 26] motivate part
of this work. We show that in the setting where the design covariance is assumed known a linear
dependence on 1/p, is achievable, whereas in the case when the covariance matrix is unknown a
dependence on 1/p? is unavoidable. We provide a sharper upper bound than that of Loh & Wainwright
[25], and further provide a novel lower bound for the setting with unknown covariance. These results
taken together reveal an interesting phenomenon where the rates of estimation depend on whether the
covariance matrix of the random design is assumed to be known!. From a practical standpoint, when
px is small the difference between estimators that have dependence 1/p% and those that depend on
1/p4 can be significant and we investigate these issues further via extensive simulations.

Recent work in high-dimensional statistics has focused on inference for (low-dimensional projec-
tions of) 5* [8, 21, 36, 40]. We consider this problem, in the missing completely at random model
described in (1), and analyze the performance of a de-biased version of the Dantzig selector. An
important distinction between existing de-biasing methods and ours is that the presence of missing
data causes the de-biasing matrix to be correlated with the estimator 3 . This in turn complicates the
analysis and results in a limiting distribution that depends on the missing covariates. We use a variant
of the CLIME estimator [7] to resolve this correlation issue and propose a data-driven estimator for
the limiting variance of the de-biased estimator.

While we were preparing this manuscript, [3] posted a paper that discusses the similar problem
of constructing confidence bands for high-dimensional linear models with measurement errors by
considering an estimator based on orthogonal score functions. Though the results of [3] could also be
applied to missing data settings, the optimal dependency on the observation rate p was not studied.

1.3 Outline

The remainder of the paper is organized as follows. In Section 2 we consider the problem of estimation
in the presence of missing data: in particular, Theorem 1 analyzes a variant of the Dantzig selector
in both the setting where the covariance of X is taken to be known and in the setting where the

lTaking the viewpoint of semi-supervised estimation [12, 22], these results show that, in contrast to linear regression in
the uncorrupted setting, unlabeled data, i.e. covariates X ; with no associated y; can be useful in settings with missing data.



covariance is unknown. Under appropriate assumptions, these results show a 1/p, dependence in the
setting where the covariance is known and a 1/p? dependence when the covariance is unknown. The
dependency over 1/p, is better than existing estimators [13, 25] under similar settings, which depend
on 1/p%. We turn to lower bounds in Theorems 2 and 3, where we provide in turn minimax lower
bounds for the known and unknown covariance settings, showing roughly that the previously obtained
dependencies are optimal. In Section 3 we consider the problem of high-dimensional inference in the
presence of missing data. In Theorem 4 we derive the limiting distribution of a de-biased Dantzig
selector, while in Theorem 5 we provide an estimate of the limiting variance to allow for a practical,
data-driven construction of confidence intervals. We provide extensive simulations on synthetic and
semi-synthetic data in Section 4, and discuss our results and open problems in Section 5. We provide
detailed technical proofs in Section 6 with remaining technical aspects deferred to the Appendix.

1.4 Notation

For a vector x, we use ||z, := (Zy EN) 2 (o denote the ¢p-norm of x. For a matrix A, we use
|Al|L, to denote the operator p-norm of A; that is, |A|z, = sup,.q||Az|,/|z],. We also write
|A| L, for the maximum norm of a matrix: |A|z, = max;y|A;;|. For a positive semi-definite
matrix A, we denote by A\pax(A) and A\pin(A) the largest and smallest eigenvalues of A. We use
B,(M) = {z : |z|, < M} to denote the ¢, ball of radius M centered at the origin.

2 Rate-optimal Estimation

In this section we present our main results on estimation in the high-dimensional missing completely
at random model. We begin with a description of our estimator which is a modified version of the
Dantzig selector. As with the modified LASSO estimator (see [26]) the modified Dantzig selector
requires a plug-in estimate of the covariance matrix. In contrast to the modified LASSO, the modified
Dantzig selector remains a convex program even if the plug-in covariance matrix is not positive semi-
definite and this leads to computational advantages as well as a simpler analysis. We subsequently
state the assumptions that underlie our analysis, and then give precise statements of our upper and
lower bounds. We defer proofs of these results to Section 6.

2.1 The modified Dantzig selector

We abuse notation slightly and use X to denote the observed covariates in (2) with zero-imputation,
i.e. with each * replaced by 0. We denote unbiased estimators of X and its covariance matrix by
X e R"*P and X € RP*P which we define as

> X > | RESEES JRENEPS
Xij=—2, ¥:=-X"X - Ddiag <—XTX> , (3)
pj n n
where D = diag(1—p1,--- ,1—pp) is aknown p x p diagonal matrix. It is a simple observation that,

conditioned on X, E[X] = X and E[3] = & = L X TX. Our modified Dantzig selector is defined as
the solution to the convex program:

~ ‘ 1~ - -~
B € argmingegy {HBHl : HEXTy - Z‘,BH < )\n} , 4
0

where Xn > 0 is a tuning parameter. Eq. (4) is a variant of the Dantzig selector [9] and is in prin-
ciple similar to the MU-selector in [32]. We note again that the estimator in (4) is always a convex
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optimization problem (regardless of whether 5 is positive semi-definite) and hence can be efficiently
computed.

We also consider a variant of the modified Dantzig selector for the idealized scenario where the
population covariance ¥y = E[X " X], for the design matrix is known. In particular, we define Bn as
the solution of

- . 14
B € argmingegy {HBHl : |EXTy — 208

‘ <Xn}, (5)

where we replace the covariance estimate 3. with the known population covariance Y. Noting that
the high-dimensional covariance matrix g is rarely known in practice, we introduce and analyze this
estimator primarily as a theoretical benchmark.

2.2 Assumptions

The analysis in subsequent sections of our paper rely on certain assumptions on the covariates, the
noise and the missingness mechanism:

(A1) Homogenous Gaussian noise: For each i € {1,...,n}, the stochastic noise is independent and
identically distributed with &; ~ N (0, 02) for some (known) o < 00.

(A2) Sub-Gaussian random design: Each row of X is sampled i.i.d. from some underlying sub-
Gaussian distribution with covariance Yy and (known) sub-Gaussian parameter o, < c0. We
further suppose that the population covariance is well-conditioned, i.e. that 0 < Apin(Xg) <
Amax(20) < oo. For notational simplicity we take X to be implicit and use Apin, Amax instead
in the rest of this paper.

(A3) Missing completely at random: Each covariate j € {1, ..., p} has entries missing completely at
random with probability of observing each entry being equal to p;, and define p, = mini<j<p p;
0.

(A4) Sparsity: The support set Jo = supp(8*) = {j : |B]| # 0} satisfies | Jy| < s for some s « n.

The assumptions are standard in theoretical work on high-dimensional regression with missing data.
We note that assumption (A2) implies (with high probability) a deterministic Restricted Eigenvalue
(RE) condition [6] on the sample covariance of X.

2.3 Rates of convergence and minimax lower bounds

We now turn our attention to providing rates of convergence and minimax lower bounds on the esti-
mation error. Theorem 1 establishes upper bounds on the mean square estimation error of 5*. Eq. (6)
corresponds to the setting where the population covariance ¥y is known and Eq. (7) holds when ¥y is
unknown.

The following result applies to the modified Dantzig selectors in (4) and (5), where the tuning
parameters are chosen as:

. o~ logp
X An = (0287 2 + 000e)y | —2L.
PxT

Theorem 1. Assume that (Al) to (A4) are satisfied.



e Known Covariance: If 1;2% — 0 then
*

= o2 slo os [slo
|Bn — 5*2 = O { 187y | 2+ 22 R ) ©)
min PN Oy PxN

e Unknown Covariance: If max {% loﬂ} — 0, then

min

I - I
18n — B*HQ—OP{ (HB* YA "«/”gp>} (7)
mln PxT

Remarks:

1.

The two results show that at least from the perspective of upper bounds there is a gap in the
rates achieved by the modified Dantzig selector in the known and unknown covariance settings.
In particular, the squared estimation error where X is known scales as 1/p, while in the setting
where ¥ is unknown scales as 1/p2.

. Compared to Loh & Wainwright [25] our bounds are better by an O(1/p*) factor for ﬁn when

Y is unknown and an O(1/ pi/ 2) factor better when X is known. Our bounds are not directly
comparable to the work of Rosenbaum & Tsybakov [32] which considers a fixed-design setting
with no stochastic model assumed over X. We however remark that error bounds in Rosenbaum
& Tsybakov [32] depend on |3*||;, which could be a factor of 4/s worse than ||3*|,. The
dependency on || 3*|; of MU-selector type estimators was later improved by [4] by considering
an additional £, norm regularization. The latter paper however considers the general error-in-
variable models, and dependency on p* in a missing data model is not explicitly stated.

. The conditions between n and other model parameters that we require for the error bounds

to hold arise from the use of Bernstein-type concentration inequalities. In the missing data
setting, controlling the deviation of the empirical and true covariance matrix of X (for instance)
requires a careful analysis of moments of the observed matrix X and a subsequent application
of Bernstein-type concentration inequalities. This leads to two distinct tail behaviours, the more
typical sub-Gaussian tail behaviour depending on the variance of the summands when 7 is
sufficiently large and the small-sample sub-exponential tail behaviour. To ease readability, we
focus on the sub-Gaussian behaviour by assuming the sample size is sufficiently large. We
discuss this further in Section 5.

We also note that in contrast to bounds for regression without missing data the upper bounds
here, somewhat counterintuitively, deteriorate as ||3*||y gets larger. This has been observed in
prior work [2, 25] and is roughly due to the fact that as ||3* |2 grows (keeping p, fixed) more
information is missing in each sample.

. We note that bounds on the ¢; estimation error follow in a straightforward way using the rela-

tionships that under the conditions of the theorem with high-probability we have that, Hﬂn —

B*1 < 2y/5] B0 — B* |2 and 1B, — B* |1 < 2¢/5]B — B* 2.

We now turn our attention to minimax lower bounds for the estimation error. We focus first on the
case when the covariance matrix X is assumed to be known. In this setting, we follow a similar
argument to that of prior work [26] but we maintain the dependence on the various model parameters
(particularly, o. and | 3*|2) in the lower bound.



Theorem 2. Known Covariance: Suppose 4 < s < 4p/5, Sl%(f/s) — 0 and ¥y = I. Then there

exists a universal constant Cy > 0 and an arbitrary constant ¢ > 0 such that,

inf  sup K[, — 53
Bn B*E]BQ(M)ﬂBO(S)

. L= ps o0 052(1— ) slog(p/s) slog(p/s)
> Cp - R mp—_— RS :
Cp - min {05 M e Te t (1—=px)?n’  pun ©

Remarks:

1. In the setting when (1—/’*)22%
pin

*

— 0 the lower bound can be simplified to:

Cy - min {0? i 1 —ps M2, eo.5c2(1p*)so_€2} slog(p/s)‘
1+ 2c PN

Furthermore, if the missing rate (1 — p, ) is at least a constant and the sparsity level s or the noise
level o. is not too small, the term ¢ (1=px)s o? is negligible because it increases exponentially
with s (and thus does not contribute to the minimum). In this case, noting that in our lower
bound both Ay, and o, = 1, we see that the lower bound matches the upper bound in (6) upto
a universal constant.

2. We note that the second term in the lower bound arises from an interesting aspect of the missing
data problem, roughly n/exp((1 — ps)s) samples obtained from the model are uncorrupted. In
this case, as indicated by our lower bound a complete-case analysis (simply throwing away the
samples with missing covariates) will lead to a matching upper bound, i.e. an upper bound that
does not depend on ||3*|2.

In the case when Y is unknown, our primary goal is to show that the 1/p2 dependence in the upper
bound is unavoidable. To accomplish this we need to consider packing sets of the parameters where
both the covariance matrix Yy and the unknown regression vector 8* are varied. This calculation is
quite technical, and as we discuss further in Section 5, we are unable to prove a sharp lower bound
on the mean-squared estimation error. Instead we consider lower bounding the minimax estimation
error for estimating a single coordinate of the vector 5*, and show that this task already requires a
sample-size that scales as 1/p2. Formally, we fix a small positive constant g € (0, 1/2) and define,

A(/YO) = {20 € S{:— 1= Yo < Amin(EO) < Amax(zo) <1+ ’)/0},

where S” is the class of all positive definite p x p matrices. We have the following result:

2
Theorem 3. Suppose that s > 4, max{ M;’;*n, wop;?n} — 0. Then for any fixed j € {1,...,p} there
*

is a universal constant Cy > 0 and an arbitrary constant ¢ > 0 such that,

2

inf sup E[Bn; — 5;”2 > C 'max{ % ,min (_p* M2, 60'562(1_”*)SJ€2> 5 } .

Bn B*eBa(M)Bo(s) Pxn 1+ 2¢ pin
LoeA(v0)

Remarks:

1. Once again for simplicity considering the case when the sparsity level s is not too small, the
lower bound scales as roughly |5*|3/(p2n), indicating that the 1/p? dependence obtained in
the upper bound is unavoidable in general.



2. Our lower bound is for the error of estimating a single co-ordinate of 5%, and is derived from a
careful perturbation of the covariance matrix Yy and regression vector 5* for which we are able
to analyze the KL divergence quite precisely. Extending our lower bound to obtain an s log(p/s)
scaling seems to be a challenging but important avenue for further investigation and we discuss
this issue further in Section 5.

3 Confidence intervals for regression coefficients

In this section we turn our attention to the problem of constructing confidence intervals for coordinates
of B*. We describe a method that builds confidence intervals for 5* by de-biasing the modified
Dantzig selector. The de-biasing method builds on recent work [36] and requires a sufficiently accurate
estimate of the precision matrix >, L. This in turn requires the following additional assumption:

(AS) There exist known constants by, b; < o0 such that each row (and column) of ¥ ! belongs to
Bo(bo) N By (by), i.e. each row of Xy is by-sparse and |Zg |1, < br.

Condition (A5) allows us to use CLIME [7] or the node—wig\e LASSO [28] to estimate an approximate
inverse of X that asymptotically de-biases the estimate [3,, from (4). Similar conditions for high-
dimensional inference were studied in [36]. We discuss potential settings where (AS5) could be relaxed
in Section 5.

3.1 The de-biased modified Dantzig selector

In this section, we first introduce our de-biased estimator and then analyze its asymptotic distribution.
In the next section we provide a data-driven method to estimate the limiting variance of the de-biased
estimator. The de-biasing procedure uses an estimate of the precision matrix which we obtain by
solving the CLIME optimization program from [7]. Formally, we choose a tuning parameter

N [log p
Uy = aibl ngn .
*

Recalling, the matrix 3 in (3) we define O to be the P X p matrix:

6 € argming.pyxr {!\9\\1 |80 = Lywplloo < P and [OF — Iyl < an} . )

The analysis of this estimator is standard. For completeness we include a proof of the following result
in the supplementary materials:

Lemma 1. Under (Al), (A3) and (A5), suppose 22 — 0. Then with probability 1 — o(1) it holds

O,
pEmn
that max{(|©|r,, |Olr,} < b1 and that

max{|© — S5z, 10 — Z5 1,0} < 20nbobr.

We refer to © as the modified CLIME estimator. Given the modiﬁedpantzig estimator ﬁn in (4) and
the modified CLIME estimator we construct the de-biased estimator 5}

B =B, +6 (%X'Ty —~ iﬁn) : (10)
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Our next main result derives the limiting distribution of the de-biased estimator. Define the matrix T

as:
n 1 .
?jk _ = Zz 12#3 p,[)):XzXz[ﬁt] ) J=k;
Zz 121&7&]1@ Dt XZJXZkX [ ] y # k,

and the matrix T’ € RP*P as

=5

o2 o2 ~ <
= =XTX + < Ddiag(X"X) + 7T,
n n

where D = diaug;(p—l1 -1, é — 1). With these definitions in place we have the following result:

Theorem 4. Suppose that,

1
ibob? Og P (

N s
L 118e) (14 g ) 0 an

then for any variable subset S < [p| with constant size it holds that with probability 1 — o(1) over the
random design X,

Vn <Bx - 5*)5 4N <0, [Ealfzal]ss) conditioned on X.
Remarks:

1. We obtain the above result as a special case of a more general result. In particular, the initial
estimator [3,, only needs to satisfy the condition that,

1 1 n *
o2t ( 22 [ B2 ey, [E2 YU Bl )
ox \| Ps I 0zbob

for the conclusion of the theorem to hold.

2. Itis possible to demonstrate the rate optimality of the above theorem in a certain regime. In more
details, consider the case when Xy = I and the observation rates py = p2 = -+ = pp = px.
Fix a single coordinate j and let V} := Var(y/n(BY — *);) denote the rescaled mean-squared
error of the j-th coordinate. By Theorem 4, when n is sufficiently large

2 2

P 5 p O L—p 2 _ 0 I—p 2

v BTy o e N < T S e (13)
P Px 1= P P

Comparing this with Theorem 3, we observe that the variance V; matches the minimax rates of

coordinate-wise estimation up to a universal constant. Formally, under the additional assump-
. 2 . .
tion o2 » ¢~ 0-5¢°(1=px)s| 3%| 2 that o is not exponentially small, we have that

2
Vi L
lim sup = 5 < 2C7 (1 + 2¢),
pin—® g SUDgeB, (|6* |o)nBo(s) BeA (o) "El s — il

where C > 0 is the universal constant in Theorem 3.

3. Although the de-biased estimator we propose is inspired by prior work [8, 21, 36, 40] the anal-
ysis in the missing data case is complicated by the fact that estimates of both © and B depend
on the randomness induced by the missing entries. To circumvent this issue we rely on a careful
argument that relates O to its deterministic counterpart X, L



4. Finally, we note that the limiting covariance depends on several unobserved quantities, most
problematically the true regression vector 5* and unobserved entries of the design matrix X. We
overcome these issues and provide and analyze a data-driven estimate of the limiting covariance
matrix in the next section.

3.2 Data-driven approximation of the limiting covariance

To aid in the practical construction of confidence intervals we propose an estimate of the asymptotic
variance and study its rates of convergence. Our estimates are constructed by replacing the unobserved
design matrix X with X defined in (3) and the true regression vector 5* with the modified Dantzig
estimate ﬁn Formally, we define

where
~ 1 & S5 S22
T = - Z Z (1 = pe) X3 Xir Xii Bt
i=1t#jk
for j,k € {1,--- , p}. The following theorem shows that Or'0Tisa good approximation of Ealfzal

when n is sufficiently large:

Theorem 5. Suppose the conclusion in Lemma 1 holds, l;:fs — 0and | B, — B*|2 2 0. Then
*

PPN P o1p? log? o? - lo ~
jereT — =iyt - 0e (1[)72“ {(5*3 4 P ) <b01/n + gp) +18*1218n — 5’%}) .

2
3 o2 P

Remark: Based on Theorems 4 and 5, an asymptotic (1 — «) confidence interval of B; can be
computed as

N1 —a/2)4/(OTOT);; . & (1 —a/2)4/(OTOT));
CLj(a) = | B By + NG , (14

nj \/ﬁ

where ®~1(-) is the inverse function of the CDF of the standard Gaussian distribution. We now
turn our attention to studying the finite-sample behaviour of the modified Dantzig selector and its
associated confidence intervals in a variety of simulations.

4 Simulation results
In this section, we report a variety of simulation results on synthetic and semi-synthetic data aimed
at assessing the modified Dantzig selector, the limiting behaviour of the de-biased estimator and the

coverage of the confidence interval proposed in (14).
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4.1 Synthetic data

We fix 0. = 0.1 and set ¥y = Q! where Q is chosen to be the following banded matrix:

0.5=71 if |i — j| <5
Qij = .
0 otherwise

We assume a uniform observation rate p; = --- = p, = ps, which ranges from 0.5 to 0.9. The
support set Jy < [p] of 5* is selected uniformly at random, with |.Jo| = 10. * is then generated
as 05 ~ Bernoulli{+1, —1} independently for j € Jy and B; = 0 forj ¢ Jo. Both the modi-
fied Dantzig selector (4) and the modified CLIME estimator (9) are computed using the alternating
direction method of multipliers (ADMM) algorithm.

4.1.1 Verification of asymptotic normality

We run 1000 independent realizations of our experiments and study the distributions of +/n( 3;{ —B*).
We plot the empirical distribution of

s _ VB - B
vl — B)

A~ A

(erern);;

together with the standard normal distribution. Figure 1 shows that the empirical distribution of gj
agrees quite well with that of the standard normal distribution. In addition, we find that more samples
are required to ensure asymptotic normality when observation rates are low (e.g., px = 0.D).

4.1.2 Average CI coverage and length

We calculate the average coverage and length of the constructed confidence intervals from 7" indepen-
dent realizations, defined as

Avgceov(j Z 50]€CI(Z «)), and Avglen(y Zlength CI(Z)( ),
i=1 z 1

where CI;(«) is defined in (14). We also report the average coverage and length of coordinate-wise
confidence intervals across a coordinate subset J < [p], defined as

Avgcov(J) = Z Avgcov(j) and  Avglen(J) =

jEJ

Z Avglen(j).

jEJ

Tables 1 summarize the results for various (n, p, p.) settings.

4.2 Semi-synthetic data

In this section we conduct experiments on two datasets: DNA and Madelon?, where the distribution
of the design matrices are not necessarily sub-Gaussian. The DNA data contains 2000 instances
and 180 covariates, while Madelon contains 2000 data points and 500 covariates. For these two
datasets, we only use their data matrix X and construct the response y according to a sparse linear
regression model. Following the simulation study, we randomly remove observed covariates with

% Available from https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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of 1000 independent realizations.

The top row in each subfigure corresponds to two coordinates randomly chosen from .Jy, and the
bottom row in each subfigure corresponds to two coordinates randomly chosen from J§. The red
curve in each case denotes the density of the standard normal distribution.
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Table 1: 95% confidence intervals for high-dimensional regression with missing data when p, €

0.7,0.9].
Random j € Jy Random j ¢ Jj Jo Jg

(. p: p) Avgcov | Avglen | Avgeov | Avglen || Avgcov | Avglen | Avgeov | Avglen
(1000,200,0.9) 0.941 0.182 0.951 0.192 0.938 0.208 0.966 0.187
(1000,200,0.8) 0.945 0.318 0.948 0.329 0.944 0.334 0.979 0.331
(1000,200,0.7) 0.952 0.494 0.983 0.540 0.949 0.547 0.989 0.529
(1500,500,0.9) 0.931 0.155 0.966 0.170 0.945 0.183 0.971 0.158
(1500,500,0.8) 0.927 0.278 0.982 0.294 0.937 0.308 0.985 0.284
(1500,500,0.7) 0.963 0.415 0.994 0.469 0.971 0.497 0.995 0.450
(2000,1000,0.9) 0.947 0.144 0.974 0.144 0.949 0.160 0.975 0.139
(2000,1000,0.8) 0.967 0.249 0.987 0.264 0.939 0.281 0.990 0.254
(2000,1000,0.7) 0.952 0.378 0.995 0.422 0.930 0.451 0.997 0.409
(3000,2000,0.9) 0.958 0.116 0.954 0.118 0.951 0.133 0.981 0.115
(3000,2000,0.8) 0.919 0.202 0.979 0.220 0.948 0.236 0.993 0.212
(3000,2000,0.7) 0.891 0.315 0.998 0.349 0.950 0.372 0.998 0.348

Table 2: 95% confidence intervals for regression with missing data when p, = 0.5.

(1, p. pe) Random j € Jy Random j ¢ Jy Jo J§

P Avgcov | Avglen | Avgcov | Avglen || Avgcov | Avglen | Avgcov | Avglen
(1000,200,0.5) 0.928 1.051 0.998 1.223 0.942 1.384 0.999 1.194
(2000,200,0.5) 0.971 0.715 0.997 0.849 0.971 0.799 0.995 0.813
(3000,200,0.5) 0.956 | 0.574 0.976 0.644 0.961 0.668 0.989 0.640
(4000,200,0.5) 0.936 | 0.468 0.984 0.541 0.943 0.527 0.986 0.534
(1500,500,0.5) 0.986 | 0.795 0.978 0911 0.756 0.954 1.000 0.896
(3000,500,0.5) 0.849 0.510 | 0.899 0.575 0.479 0.634 0.998 0.572
(8000,500,0.5) 0972 | 0.352 0.978 0.408 0.908 0.417 0.988 0.403
(12000,500,0.5) || 0.941 0.272 0.965 0.315 0.936 0.328 0.976 0.309

13




Table 3: 95% confidence intervals for regression with missing data on real world datasets.

Random j € Jy Random j ¢ Jj Jo J§
Avgcov | Avglen | Avgcov | Avglen || Avgcov | Avglen | Avgcov | Avglen
(DNA,0.9) 0.924 0.120 0.956 0.128 0.937 0.128 0.957 0.129
(DNA,0.8) 0.908 0.195 0.959 0.216 0.926 0.212 0.965 0.218
(DNA,0.7) 0.888 0.286 0.967 0.318 0.925 0.314 0.973 0.317
(DNA,0.5) 0.713 0.464 0.964 0.516 0.745 0.512 0.976 0.519
(Madelon,0.9) 0.943 0.095 0.963 0.101 0.949 0.098 0.945 0.105
(Madelon,0.8) 0.966 0.167 0.976 0.174 0.961 0.181 0.971 0.223
(Madelon,0.7) 0.962 0.229 0.977 0.236 0.956 0.253 0.977 0.261
(Madelon,0.5) 0.663 0.334 0.977 0.357 0.682 0.377 0.965 0.356

(dataset, py)

probability 1— p,, and then perform statistical inference based on the datasets with missing covariates.
The performance of the constructed confidence intervals are reported in Table 3. We see that the
proposed procedure produces roughly normal estimates for the parameters of interest when p, is not
too small, demonstrating that the estimators and confidence intervals can be robust to violations of the
assumptions on the design matrix.

5 Discussion

In this paper, we studied the problems of estimation of and constructing confidence intervals for a
high-dimensional regression vector when covariates are missing completely at random. In the context
of estimation, in contrast to the situation in regression without missing data, we find a discrepancy
between bounds obtained when X is taken to be known and when it is unknown. We sharpen existing
analyses in both these settings and develop minimax lower bounds to show that this discrepancy is
unavoidable. Finally, we provide a method to construct confidence intervals in the presence of missing
data through de-biasing, and study its length and coverage properties. Several important questions
remain open and discuss some of these here.

Theorem 3 shows that if the population covariance >y of the design matrix X is unknown, then the
mean square estimation error of a fixed component in 5* must depend quadratically on the observation
ratio p,. We conjecture that such results also hold for the estimation error of the entire regression
model §* as well. More specifically, we conjecture that under suitable finite-sample conditions,

2
inf sup E|f, — 8%} = €} - max {M,min <:M2, 602(1;)*)3062) SIng} .
B B*EBy(M)Bo(s) px1 1+2c pin
Zo€A(70)

Establishing such a bound however requires a generalization of our lower bound construction in a
novel fashion. In particular, our current construction relies on a carefully designed packing set of
covariance matrices that do not “leak information” unless both X and X (for a fixed j) are observed,
and extending this construction more generally appears to be challenging.

Our upper bounds for both estimation and inference focus on a large-sample regime when the
Bernstein-type inequalities we use result in sub-Gaussian behaviour. In problems with missing data,
the natural plug-in estimators, of the covariance matrix for instance, exhibit different rates of conver-
gence in the small-sample regime. Understanding the tightness of our bounds in this small-sample
regime would be interesting.
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For inference we use sparsity assumptions that ensure that the precision matrix >, ! js estimable,
which are restrictive as the precision matrix is a nuisance parameter. In the fully observed setting
weaker assumptions are used for instance in [21] at the cost of asymptotic efficiency of the aver-
age length of the resulting confidence interval. In the missing data setting however the dependence
between the estimates © and Bn caused due to the missingness is challenging to deal with directly. In-
stead, we use arguments that relate O to its deterministic population counterpart X, !, Understanding
the extent to which this dependence can be circumvented, and weakening the assumptlons required on
the nuisance parameter X, ! remains an open question.

6 Proofs

In this section, we turn to the proofs of our main theorems. We include in the main text the main body
of the proofs deferring more technical aspects to the supplementary material.

6.1 Additional notation

We use the matrix I to denote the missingness pattern, i.e. define:

0, if X;; =x,
Ri; = b )
1, otherwise.

In order to compactly derive and state concentration bounds for the case when Xy is known and
unknown we will use the following additional notation.

Definition 1. Let A, B be random or deterministic square matrices of the same size and € be a random
vector of i.i.d. N'(0,02) components. Let @y (A, B;log N), ¢u.o0(A, Bilog N), .00 (A) be terms
such that, with probability 1 — o(1) as n — oo, for all subset S of vectors with |S| < N, the following
hold for all u,v € S:

Yuw(A, B;log N) - |ul2]v]2;
ATe], < genld) -

Note that ¢, ,(+,-) is symmetric and satisfies the triangle inequality. Also, infinity norms like
|A — Bl|s or |[(A — B)u for a fixed u can be upper bounded by ¢y, (A, B; O(log dim(A))), by
considering the set of unit vectors {e1,- - , €dim(A) }.

6.2 Proof of Theorem 1
We need the following two concentration lemmas, which are proved in the supplementary material.

Lemma 2. Denote random matrices AL, £ € {0,1,2} as A©) = 5, AW = 1XTX and A® =%,
respectively. Then for { € {0,1,2}:

logN  [log N
(40 2106) <0 [t 1. 2N ).
* *

Lemma 3. If% — 0 then cp&oo(%)?) < O(o4/ %).
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We present the following lemma. Its proof is given in the supplementary material.

Lemma 4. Suppose 1;5 L — 0 for B or l;:gg: — 0 for By, and let Jy = supp(B*) be the support of 3*.
* *
If Ay = Qo4 1"%(% + %)} and X, = Q{o, 1;;55(0'50“,8*”2 + 0¢)}, then with probability

1 — o(1) we have that
L[ (Bn = B%)sglh < 1(Ba = 8%l
2. (Ba = B*)sgI < (B = B*) o 1.

Definition 2 (Restricted eigenvalue condition). A p x p matrix A is said to satisfy RE(s, ¢min) if for
all J < [p], |J| < s the following holds:

h' Ah

m T 2 ¢min'
h#0,|hseli<|hsl hTh

The following lemma is proved in the supplementary material.

o351og(o log p/ps)
pi )‘?ninn

for the missing data problem 3. satisfies RE(s, (1 — 0(1)) Amin (20))-

Lemma S. Suppose — 0. Then with probability 1 — o(1), the sample covariance

We are now ready to prove Theorem 1 that establishes the rate of convergence of the modified
Dantzig selector estimators. We consider (3, first. Define A\, = %X Ty —¥pB,. Byy = XB* +¢,
we have that

~ o~ 1~ ~ ~ 15
>(Bp — %) = <;XTX — 20> B* + (20 — 2) B — At + ;XTE.
Multiply both sides by (Bn — [*) and apply Holder’s inequality:
(B = B%)TE(Bn — 5%)

<1 -8 {| (57X - 20) 0"

+| (5 -5) s

~ 1~
+ A litloo + H—XTE
@ n

J

~ 1 ~ ~ 1~
< ”5n - 5*”1 -Op {@u,v (EXTX, E0;1()gp> HB*H2 + Ouw (Ea 20§10gp) HB*H2 + A + Pe, 0 <;X> Je}

N lo lo ~
< |Bn — B*[1 - Op {aiﬂ*m (L - +)\n} .
P T

o4 slog(ozp/px)
pi )‘?ninn

Here the last inequality is due to Lemmas 2 and 3. Suppose — Oand Xn is appropriately

set as in Lemma 4. We then have

18n = B*lh < 21(Bn — B%)s0l1 < 2v/5]1Bn — B2 (15)

by Lemma 4 and R o R
(B = B%)TE(Bn = B) = (1 = 0(1) Amin]| B = 573

by Lemma 5. Chaining all inequalities we get

A~ s lo lo ~
1B = 8"l < O (( {oiﬁ*zx/g S it A})
min Pl PxN
1 1
< O ( Vs {oiﬁ*u/ﬂmmaﬂ/ ng}>.
/\min Pl PxN
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The ¢; norm error bound |3, — 3*|1 can be easily obtained by the fact that || 3, — 8% |1 < 2+/5/|3y —
B* |2 as shown in Eq. (15).
Finally, consider [i,, and define A\, ji = %X T4 — ¥oBn. Note that ||§], < 1 and

~

1 e 14
Eo(ﬁn - 5*) = (HXTX - EO) ﬁ* - /\mu + EXT&

Note in addition that (En — 6*)TEO(EN —p*) = )‘minH/\B/n — 3*|3 by Assumption (A2). Subsequently,

~

the same line of argument for (3,, yields

NG

- 1 ~ ~ 1 ~
1Bn = B2 < v O {sou,v (EXTX, Zo;logp> 182 + An + we,m <5X> Ua}

slo
< Op {(agﬁ*g +0402) § /ﬁ} .
min/*

6.3 Proof of Theorem 2

We consider the worst case with equal observation rates across covariates: p; = --- = p, = p4 and
use Fano’s inequality (Lemma 12) to establish the minimax lower bound in Theorem 2. Without loss
of generality we shall restrain ourselves to even p and s/2 scenarios. Construct hypothesis /3 as

/8:( Ay, Q 707i5707"'7i570)7 (16)
—_——

repeat s/2 times  exactly s/2 copies of §

where § — 0 is some parameter to be chosen later and a = % — 62 is carefully chosen so that

|82 = M. Clearly 8 € Bo(M)nBy(s). Letdy(5,8') = ?:1 I[B; # B}] be the Hamming distance
between (3 and /3. The following lemma shows that it is possible to construct a large hypothesis classes
where any two models in the hypothesis class are far away under the Hamming distance:

Lemma 6 ([31], Lemma 4). Define H = {z € {—1,0,+1}" : |z]o = s}. For p, s even and s < 2p/3,
there exists a subset H = H with cardinality |H| > exp{3 log %} such that pr(z,2") = s/2 for all

dinstinct 5,5 € H.

This does not affect the minimax lower bound to be proved. Using the above lemma and under
the condition that s < 4p/5, one can construct O consisting of hypothesis of the form in Eq. (16) such
that log |©| = slog(p/s) and |8 — |2 = +/s/46 for all distinct 3, 3’ € ©. It remains to evaluate the
KL divergence between Pg and Pg.

Let zons and zpyis denote the observed and missing covariates of a particular data point and let
Bobs» Pmis be the corresponding partition of coordinates of 3. The likelihood of x5 and y can be
obtained by integrating out xy,is (assuming there are g coordinates that are observed):

p(% Tobss /8) = PZ (1 - P*)p_q pr <x0b57 Tmis; 07 I)N(?J - (w(—)rbsﬂobs - wmis)T/Bmis; 07 Ug)dwmis

) ! exp {— (¥ — 2 gpsBobs)’ }
\/27T<Ua2 + H/BIHISH%) 2(0-3 + Hﬁmls”%) '

= p(l'obs
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Here N and Np denote the univariate and multivariate Normal distributions. Note that p(z,}s) does
not depend on /3. Subsequently,

p(yyxobs; 5/)
KL(P3|Pg) = E log ——————=
( BH 7 ) Bipx 108 p(y7 Tobss B)

- B {on T Ll 1[0 o)t )
P27 02 + || Buis3 o2 + || Blusl3 o2 + | Bmis I3
E llo Je + ”51/1115”2 + 1 0-52 + ”511115“% + ”5obs - obs”2 -1
px ) 508 o2 + 29 2 2
||5m15||2 O¢ + ”511’115”2
E {1 [0 + Hﬁmls”2 + 0-2 + ||5m15||%:| -1 4+ = 1 ”50]35 B obSQ}
P 2 [02 4 11Bmisl3 02 + B3 2 02+|p

2
E l (Hﬁmls‘b - HﬁmISH%) 1 Hﬁobs - obs”2 . (17)
P 2 (Ug + HBmISH%)(Jg + ”5{1’115”%) 2 02 + Hﬁmls”2

—~
S
N

IN

mlsH2

Here for (a) we apply the inequality that log(l + ) < x forall z > 0. For some constant ¢ € (0, 1/2),
define &(c) 1 +2 portion of the first s/2 coordinates in x are missing. By

Chernoff bound, 3 Pr[£(c)] = 1 — e~<’(1=r+)s_ Note that under &(c), | Bumis|2. s 3 = 21(132;@2
almost surely. Subsequently,

_ 122 a2
KL(P3|Ps) < LEpyie(o) (15 ”Bm;‘b) Ep.lec) |1Bobs — Bons 12
2 2 (lfp*)s 2 2 2+ (1 p*)SCLQ
9 + 3Tr2e) @ 9 T 3(1+20)
2
+ 6*02(1*/)*)8 1E px|€(c) (HﬁmlsH2_ Hﬁmis‘b) 1Ep*|5 1Bobs — obs”z
2 ol "3 o2
Because (3 and 3’ are identical in the first s/2 coordinates, both HBmlSH - HﬁmisH% and | Bops — 0bs||2

are independent of £(c). Therefore,

2 2
EP* (HBI/nlsH% - HﬁmlSH%) = EP* <Hﬁrlnis,>s/2”§ - ”5mis,>s/2H%) < 4(1 - p*)28254;
2 2 2
EP* H/B(l)bs - Bobs”2 = EP* HB(/)bs,>s/2 - Bobs,>s/2H2 < 2/)*35 .

Here f3. - /5 denote the (3. vector without its first s/2 coordinates, and in both inequalities we note

by construction that |35/ lo, 8250 < s/2. Because a’ = M — 62, we have that (1_p*)fa2 =

2(T+2c
I—ps qr2 _ (I=px) 52 1—ps .52 L=ps pr2 : ol 2
oM S(T320) 50°. For now assume that 7-5%s0° « o2 + 1 —5e M=, which then implies o7 +

(21(1 f’;ii a’ > ; (O‘ + 7 +” =M 2) We will justify this assumption at the end of this proof. Combining

all inequalities we have

_ 2.254 2 _ 2.254 2
KL(PBHPBI) < 8(1 p*) 0 2[)*85 6762(17p*)s 2(1 p*) 570 i p*85 '
( 1—ps 2) 2 + L M2 ol o2
+ 1+ M 1+

Let Pg and Py be the distribution of n i.i.d. samples parameterized by (3 and 3, respectively.
Because the samples are i.i.d., we have that KL(PZ[Pg) = nKL(Ps[Py). On the other hand,

’If X1, -+, X, are i.i.d. random variables taking values in {0, 1} then Pr[2 3"  X; < (1 —&)u] < exp{—‘szT“} for
0<d <1, where p = EX.
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KL(Pg|P})+log 1/2
because log O] = slog(p/s), to ensure 1 — To2[o] > Q(1) we only need to show

KL(Pg|Pg) = slog(p/s), which is implied by

(1 — py)?s26% _ slog(p/s) — 52— (J n log p/s
(02+1 p*M2)2 n 1+2c (1 — ps)?
14+2c¢
5502 _ slog(p/s) — 2o a p/s
2 4+ 1+p* M2 n 1 + 2c
6702(17p*)s (1 —_ p*)28254 _ Slog(p/s) -— 52 — 60-502(17P*)50—2 log(p/s) .
ol n “\ (1= py)?sn
2
ech(lfpgsP*Sj 92 = POmp)sp21080/8)
O¢ P

Combining all terms we have that

. 1— P 2(1_ . IOg(p/s) lOg(p/S)
2 *ar2 0.5¢%(1—px)s 2 | . 18
5% = min {0‘ 4+ — 1 M ,€ oZ ¢ -min a )2sn’ o (18)

The bound for |3 — 3'|3 can then be obtained by |3 — 5'[3 = 352
The final part of the proof is to justify the assumption that 122% 552 « o? +

T+2c 1+
Eq. (18), the assumption is valid if 3=2% 58 max {4 / (sllfgp(f)/le, 8105:5/5)} — 0, which holds lfSIOpgT(i/S) -
0.

6.4 Proof of Theorem 3

We again take p1 = --- = p, = ps. The first term JT%L in the minimax lower bound is trivial to
establish: consider 3* = de; and 31 = —de; with Xg = X1 = I. By Eq. (17), we have that

2p5nd>

2
O¢

KL(PBTL* HPgl) =n- KL(PB* HPgl) <

Equating KL(P%.|Pj.) = O(1) we have that §* = é—gn. Because H"gm — 0, we know that

B*, 1 € Bo(M) N Bo( ) when n is sufﬁciently large Invoking Le Cam’s method (Lemma 13) with
2 2
|50] Blj| = 452

We next focus on the second term in the minimax lower bound that 1nv01ves 1/p%n. Without loss
of generality assume j > s — 1. Construct two hypothesis (%, ) and (31, X1) as follows:

a a
* ~ ~ T T .
ﬁ = ( PI a, 07 707(1/7707"' 70)7 E0 = I;UXp _/7(esflej + ejes—l)a
§—2 §—2° ~
h ~— Boj=dy
repeat s — 2 times
a a
~ ~ T T
51 = ( P ,(I,O,"' 707 —CL’Y,O,"' 70)7 El = Ipxp +7(68*16j +ej€s—1)'
5s—2 §—2 '~ ~ 4
h ~ Boj=—ay

repeat s — 2 times
Here v — 0 is some parameter to be determined later and a is set to @ = 4/ %E to ensure that
18*|2 = [|B1]l2 = M. It is immediate by definition that 3*, 51 € Ba(M) n By(s). In addition, by
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Gershgorin circle theorem all eigenvalues of Xy and X liein [1 — v, 1 + «]. Asy — 0, it holds that
Y0, 21 € A(yo) for any constant g € (0,1/2) when n is sufficiently large. A finite-sample statement
of this fact is given at the end of the proof.

Unlike the identity covariance case, the likelihood p(y, zops; 3, %) for incomplete observations
are complicated when > has non-zero off-diagonal elements. The following lemma gives a general
characterization of the likelihood when 5 # 0. Its proof is given in the supplementary material.

Y11 Y12
Y1 Yoo
Y99 corresponds 10 Tyis. Define Yoo,y = Yoo — 2212;11212. Let ¢ = dim(X11) be the number of
observed covariates. Then

Lemma 7. Partition the covariance ¥ as > = [ ] where Y11 corresponds to x.ns and

1 1
BY) = p(l—p Wl — — gl oyl
p(y7 Lobs 57 ) P*( P*) (27T)q|211| €xXp { 2xobs 11 xObS}
. 1 exp {_ (y — 2] Bobs — Bl X012 Tobs)? }
= : )
\/27r(a€2 + B . 392:1 Bimis) 2(02 + Bris>221 Finis)

We now present the following lemma, which is key to establish the 1/p? rate in the minimax lower
bound. Its proof is given in the supplementary material.

Lemma 8. p(y, Zobs; 5%, X0) = p(Y, Tobs; b1, 1) unless both x5_1 and xj are observed.

Let Py and P; denote the distributions parameterized by (5%, ) and (31, >1), respectively. Let
A denote the event that both x,_1 and z; are observed. By Lemma 8, we have that
A] |

Suppose g = [2011 >012; 2021 2022] and X1 = [2111 Y112; 2121 2122] are partitioned in the same
way as in Lemma 7. Conditioned on the event A, we have that

Py Tobs; B*, Xo)
KL(Py|Py) = Pr[A]Ey |lo
(Foll ) [A] 0[ & P(Ys Tobs: B1, 1)

. * EO)
Al = 2E [10 p(yal'obsaﬁ )
:| Pr0 gp(yyxobs§ﬁlyzl)

Y022 = X122 = I(p—g)x (p—q)>
Yo12 = E321 = Y12 = E1T21 = Ogx (p—q)>
Yo11 = Lgxg — v(esqe} +eje) 1),

Sin1 = Igxg +Y(es—16) +ejel_q),

and by Lemma 14, we have that

2

1 Y T T Y T T
Yo =1+ 1_—,Y2(€s—1€s_1 +ejej) + 1_—,Y2(68—1€j +ejes1)
and
1 ’}’2 T T Y T T
Y =1+ 1_—,Y2(€s—1€s_1 +eje;) — 1_—,Y2<65—1ej +ejes ).

In addition, det(zon) = det(Eln) =1- ’72. Note also that Xg90.1 = 199,17 = I(pfq)x(pfq)
and hence 5()Tm152022:150mis = 51Tm152122;1 Bimis because || 50mis||% = | 51mis||% regardless of which
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covariates are missing. Define xops<s = {z; : zjisobserved,j < s} and fobs<s = {5 :
x; is observed, j < s}. Subsequently, invoking Lemma 7 we get

Eoj. [log %)} =1 3772 Eolzs—12;] — Egja {% (y — SUIbsﬁO:lgosJ)j ;oijisi;zmﬁbm)z }
@ 292 2;(Boj — Brj) (Y — @ s, < sBoobs, <s)
1 *E“{ o2 + [ Bomisl3 }
®) 29 27 (Boj — B17) (i, <5 Bomis,<s + jBoj + €)
S T2 + EOA{ o2 + | Bomis| 2 }

2 Ug + HBOrnls“%

22 Boj (Boj — B1j)Eol23]
5 T Erja 2 2
1- Y O¢ + ”50mis“2

22 { 20242 }
= L 4 EBpgul———-
T—72 " 4 02 + [ Bomisl3

Here (a) is due to Boobs,<s = Biobs,<s and 58]- = ﬁ%j, and (b) is because for, = 0 for all k& > s
except for £ = j. Note also that under A, x; is observed and hence [3; always belongs to Byops.
For (c¢), note that xs_1 is observed under .4 and x; is independent of x .41 and ¢ conditioned on
R, thanks to the missing completely at random assumption (A3). For any constant ¢ € (0,1/2)

define £’(c) as the event that at least 111’5"0‘ portion of the first (s — 2) coordinates in x are missing.

Note that |Bomis||3 = 111%; @2 almost surely under A n &'(C) and by Chernoff bound Pr[A] >

1 — e "A=pe)(s=2) 5 1 — =05 (1=px)s for g > 4. Subsequently, by law of total expectation

~2_ 2 ~2_ 2 ~2_ 2
RIA{ 2a”y } < 2a™y 4 052 (1—px)s 2a™y ‘

O-g + ”50misH% b O'g + %62 O’?

Replace a2 = M We then have that

2+42"
2 2 2M2 2 2M2 2
KL(PPIPY) < np? |~ + Ty e0stlps 2T
L=2% " (2+9%)02 + 5 M? (2 +7)o?

2v2 2(1 + 2¢)y? 05201y M2
< 2 0.5¢%(1—px)s )
np*{l—’Y?Jr T—p. ¢ o2

Equating KL(Pg|P*) = O(1) and applying the condition that v* — 0, we have that

1-— P 2(1— 02 1
2 i * 0.5¢*(1—px)s “e ) 19
7 mm{2(1+2c)’e Mz}p,%n (19

Subsequently,

2 o 9 . L—ps 209 05c2(1— 2| 1
‘50]‘ —51]" = 4a”y Amm{mM e ( p*)s%} oin’
Invoking Lemma 13 we finish the proof of the minimax lower bound.
Finally, we justify the conditions 72 — 0 and < = that are used in the proof. Eq. (19) yields
2 < O( 1n). So~? — 0 and v < 7 is implied by W;zn — 0.
0/

P
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6.5 Proof of Theorem 4

Using y = X 3* + ¢ we have that

N 1 o~ 1 N 1
S(Bn — B*) + <—XTy — z:@L) = <—XTX — 2)5* +—X'"e (20)
n n ~ n

Define A,, = %)Z' TX — ¥. Recall that 3}{ = Bn +6 <%)Z' Ty — iﬁn) Subsequently, multiplying
both sides of Eq. (20) with \/ﬁ@ and re-organizing terms we have

VA - 5%) = VB (8,5 + LXTe) - V@S - ), - 57
= VnXg! (Anﬁ* + %X’%) f(@z (B, —5%)+ NOCED (Anﬁ* + %)Z'TE) .

Tn N

Tn

Define r, = /(0% — I)(B, — 8*) and 7, = \/n(O — I <An5* + %)Z'T&?)

Lemma 9. Suppose pgn

*

B*11) and |70 < Op(00bob1Pn (0 2L + 0 8% 5 l‘,ﬂ%))-

— 0 and the conclusion in Lemma 1 holds. Then |1y o < Op(x/ndn| By —

Lemma 9 based on Holder’s inequality and is proved in the supplementary materials. If the con-
dition in Eq. (12) holds, Lemma 9 implies that max{ |7, |, |7 ] o0} = 0, which means both terms 7,
and 7, are asymptotically negligible in the infinity norm sense. It then suffices to analyze the limiting

distribution (conditioned on X) of a,, = \/n3; ! <An B* + %X' TE). By Assumptions (A1) and (A3),

EA,|X =0, Ee|X = 0 and hence Ea,,|X = 0. We next analyze the conditional covariance Va,|X.
Recall that A,, = %XTX — Y. By definition, for any j,k € {1,--- ,p}

Rij ik ; .
(Al = 7 i1 (1 - }Z,f) Xij Xk, J# ks
07 j == k

Here R;; = 1if X;; is observed and R;; = 0 otherwise. Subsequently, a,, = X lﬁn where

i ( Rzngzy Z Rzg ( Rzk) Xinikﬁok ) ‘

"

Because R I X,eand ¢ I X, we have that ET;;| X = 0. Therefore, for any j € {1,--- ,p}

2 Uainzj L—pt 0 4o
VT|X = E[|T;P1X] = — + ), —= X} X350,
J iz PPt
and for j # k,
— Pt
COV(,Tija,Tik‘X) = [E]Ek|X] =0 XZJsz + Z P XZJszX tBOt
t#35,k t

22



Because {T;;}!" ; are i.i.d. random variables, by central limiting theorem, for any subset S < [p] with
constant size

[an]SS —d> _/\/is‘ (0,COVSS<CLn|X)) i) MS| <07 |:20—1f120—1:|ss) 7

where all randomness is conditioned on X.

6.6 Proof of Theorem 5
By triangle inequality and Holder’s inequality,
|56 T85! — 6107,
< (" = Oy oo + [OT (5" = O)eo + O = T)8 |
< 2max {5, 18]z, 10)z., f max {|Z5" = Oy, 55" = Oleey | Pl + 1613, T = T
With Lemma 1, the bound can be simplified to (with probability 1 — o(1))
ISEEST — BT < dbob? [T + 02T — Tloe. 1)

Op(oz+/1og p). Also, by Holder’s inequality ||'Y“||OO < p;2HXH§OHB*2H1. Subsequently,

=R 0,2 X * *
* * m * *

It remains to upper bound |I' — I'[|.. Decompose the difference as

Hf - f“w < o?

lors 1 ~ 1 I
—~X'X — =XTX — Ddiag (—XTX) H + T =T
n n n ©

We first focus on the first term. Recall that D = diag(1 —p1,--- ,1—pp), D= (p—l1 -1, é -1)

and therefore | D], <1 —1/p, and %)Z'TX' — S+ Ddiag(%)Z'T)E). Subsequently, the first infinity
norm term is upper bounded by

~ 1 ~o ~ ~
I1Z — Zolleo + HDdiag (EXTX) — Ddiag (%)

1 -~
+ —HZ - E0”00-
Px

o]

By Lemma 2, if 1;55 — 0 then |& — 3¢ < Op(o ,/bgp) and | — %) < Op(024/1%2). For
*

the remaining term, we invoke the following lemma that is proved in the supplementary materials:

Lemma 10. If %52 — 0 then | Ddiag(+ X" X) — Ddiag(%o) |0 < Op(0? lgig;;).
Consequently,
lore 1 ~ 1 1
2|2XTX — =X TX — Ddiag (—XTX> H < Op {agag Ofp} . (23)
n n n . P

Finally, we derive the upper bound for | T — T|.,. We first construct a p x p matrix T as an
“intermediate” quantity defined as

jk = Z Z 1 - pt)Xz]szXZtBOt for j, ke {1 }
i=1t#j,k

=
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Note that T involves the missing design X and the true model (*. Further define Tjkt and T jz; for
j7k7t € {17 7p} as

1 & ~ o~ o~ ~
ikt = Z (1—p) X Xin X3, Tjre = ET | X
)

e

We next state the following concentration results on Tjkt and Tz, which will be proved in the
supplementary material.

Lemma 11. Fix j, k € [p] and suppose %grf: — 0. We then have that
*

4 2
oy lo
max maX‘Tjkt‘ < Op (M)

g kelp] t#4.k 3

and

~ log p
max max |Yir — Tigel < Op | 02 log? .
Jkelp] 25k ’ Jjkt jkt‘ P < z 108" p pin

We then upper bound | T — T, by bounding | T — Y|, and | T — T, separately.

Upper bound for [Y — T|,, By definition, T;; = Diik Yiref2, and g = Disik Y ini 52
Holder’s inequality then yields

T — Y|, < max max |T:|- |52 — 8*2|;.
IT = Tho < e ma Vel 132 — 521

.. log p . o~
Under the condition that p?%n — 0, itholds that max; , max;.; i | Tjke| < Op(1)-max; maxs;k [T kel

Furthermore, [ 82 — 8*2[y < 1By + 8o 1Bn — 81 < (I8*l2 + | Bn — B*12)[1Bn — B[ 1. Tnvoking
Lemma 11 and the condition that |3, — 8*[2 2 0 we get

R— olog? ~
IT = Tl < O { =EL5° a3, — 5711} 24

*

Upper bound for ||’Y’ — Y| Note that ’ij = Ditjk YB3 and T, = Ditkik ’Y“jktﬁgt. By
Holder’s inequality,

[ — Al < max max Nl- — Y ipel - 5*2 .
” ”OO jkelp] ¢ j,k‘ jkt ]kt’ H ||1
Invoking Lemma 11 we then have

— & lo
IIT—Too<Ou>{J§10g2pB*§ %}- (25)

*

Finally, combining Egs. (21,22,23,24,25) we complete the proof of Theorem 5.
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Supplementary Material for: Rate Optimal Estimation and Confidence
Intervals for High-dimensional Regression with Missing Covariates
Yining Wang, Jialei Wang, Sivaraman Balakrishnan and Aarti Singh

This supplementary material provides detailed proofs for technical lemmas whose proofs are omit-
ted in the main text.

A Technical Lemmas

Lemma 12 (Generalized Fano’s inequality, [S20]). Let © be a parameter set and d : © x © — R be
a semimetric. Let Py be the distribution induced by 0 and Py’ be the distribution of n i.i.d. observations
from Py. If d(0,0") = o and KL(Py||Py) < f for all distinct 0,0’ € ©, then

. R a nf + log 2
fsupE 3\ Teglel )
1% 21613 Pyn [d(@,@)] 2 < log |O| >

Lemma 13 (Le Cam’s method, [S23]). Suppose Py, and Py, are distributions induced by 6y and 0.
Let By and Py, be distributions of n i.i.d. observations from Py, and Fy,, respectively. Then for any

estimator 0 it holds that

1 . ~ 1 1 1 1
5 [P @ # 00)+ P@ #00)| > 5 = 51Ps — Pilv > 5 — 55 VLB | Fo).

Lemma 14 (Miller [S29], Eq. (13)). Suppose H is a matrix of rank at most 2 and (I + H ) is invertible.

Then
aH — H?

I+H) ' =71-
(I'+H) a+b

I

where a = 1 + tr(H) and 2b = [tr(H)]? + tr(H?).

B Proofs of concentration bounds

B.1 Proof of Lemma 2
Fix arbitrary u,v € S. For j,k € [p] and £ € {0, 1, 2}, define

(0) ) Rij ) T =k
Pj —pjpk , J#k.
Also let Ti(z) = ?7,6:1 53(? (Ri, p)Xij Xirujv,. We then have that
~ 1 &
T (0) (0)
S-% = =19 _ET S1
[ul (=0 = |- ; : ) (S1)
1~ 1 &
W (XTX =Sop| = |= 1Y —ET?), (S2)
n n i=1
~ 1 &
TE-% = =N 7% _gr?)|.
[ul (8 =S| = |- ; : i (S3)




The main idea is to use Berstein inequality with moment conditions (Lemma 23) to establish
concentration bounds and achieve optimal dependency over p. Define V(¥ = [|TZ-(£) — IETZ-(Z)P].
We then have that

P
{4 £) (£
v < E\Ti( |2 = Z E {6]('k)§](-/])€/}E{XinikXij’ ik U UR U VR }
j7k7j/7kl=l
It is then of essential importance to evaluate [E {5](-? §](€,)€, } For ¢ = 0 the expectation trivially equals
1. For ¢ = 1 and ¢ = 2, we apply the following proposition, which is easily proved by definition.

Proposition 1. E {5 5(%,} =1+ 1[j = J1(E = 1) and E {5 g,k,} =1+ = 71— 1)+
I[k::k’](p,c D+1I[j=4 /\k*kl]( 1)(5—1)4-[[]—] —k:k’](l—pij)pij.HereI[-]
is the indicator function.

We are now ready to derive IE|TZ-(Z) 2.
ELYP = E{X]ufIX o}

p
1
ETV? = E{X ul X0} + <;—1> W3E { X2 X v}
j=1 N

IN

E{|1X, ul?1X; v]*} + — o Zu2E{|Xje]\ X 0]}
7=1

2 1
BT = E{X]ufX/ >} + Z (—_ - 1> (u? + v)E {XZ|X] v[*}
j=1 N\

i <— —1> VTR { X7 X ul?}
ki: <— — 1> (p—lk - 1) worE { X5 X5}

<1 — —> —uj vzll:'ﬂX4
Pj

< {|XTu| X 02} + — o Zu2E{|Xje]\ | X, v)? }+ Z wWrE {| X 21X, ex|*}
j=1 * 5 k=1

By Cauchy-Schwartz inequality and moment upper bounds of sub-Gaussian random variables (Lemma
19), we have that

E {1 X7 a2 X 02} < /EIX] alty/EIXT bt < 1602 a3 ]6]3.
Consequently, there exists universal constant co > 0 such that

0) 1 C2 2 C2
EITV < cooul3]v]2, Em“\kp—oiuuuéuvué, Em“|2<p—20—iuuu%uvu%.
* *

We next find an L > 0 so that the moment condition in Lemma 23 is satisfied, namely IE|TZ-(Z) -
IETZ-(Z) * < 2V LE=2k! for all k > 1. Note that for all £ € {0, 1, 2}, there exist functions 5](-6) and Zy)



only depending on j such that f; =¢; O 4 1 [j =Fk]- ES-Z) and furthermore max; \§§é)| < 1/ps,
EE—O) = Egl) = 0 and max; |Z§2)| < 1/p2. Subsequently,
k

/4
B -ErF = E > < V1 = k] f(é) - 1) Xij Xikujvy
k

Jk=1

Here the second line is a consequence of the following inequality: for all a,b,c > 0 we have that

(a+ b+ c)f < (3max{a,b,c})* < 3¥max{a®, bF v*} < 3%(a* + b + ¥). Define u; = ujf(-z),

~ 0 — =(£ _ =(£ . =
U = vkélg), ;= uj\/ |£§ )| and T; = vjy/ |£§ )|. Apply Lemma 24 with | >}%_, fg )ijujvﬂ <

k

N

p
+E +E| > Xij Xikugvg

j,k)=1

p k
-0
> & X2 uju;

J=1

p k
Z fj(-g)fg)Xinikujvk
k=1

X'AX;, A = diag(|uiv1|,- - -, [6y0,|) and note that tr(A) < [@|"[p| < [u]2]?]2 and |Alop =
maxi<j<p [4;0;] < |[@]2|[7]2. Subsequently, for all t > 0
Pr (X AX; > 302 [a]2[v]2(1 + )] < e ' (S4)

Let F(z) = Pr[X,] AX; < z],z = 0be the CDF of X;' AX; and G(x) = 1—F(z). Using integration
by parts, we have that

o0 o0 o0
EIX]AX," = f (@) = — f G () = j kb G o)
0 0 0

Here in the last equality we use the fact that lim,_,. 2*G(z) = 0 for any fixed & € N, because
G(z) < exp{l — £} by Eq. (S4), where M = 302|@/|2|]2. Consequently,

M 0
E|XAX;|F = f kxb1G(x)dx + kf 2" 1G(x)dx
0 M

a0
< MF+ k:f M1+ 2k le™% . Mdz
0

o0
= Mk + k:Mkj (14 2)f e ?dz
0

< MP + kMP K < (k4 1)!M*.

Here in the second line we apply change-of-variable x = M (1 + z) and the fact that G(M (1 + z)) <
e~ 7 in the integration term. Because 2¥ > k + 1 for all & > 1, we conclude that
k

O xZuju| <6t X MEIS DS, V> 1.

Subsequently, applying Cauchy-Schwartz inequality together with moment bounds for sub-Gaussian
random variables (Lemma 19) we obtain

E‘T-(Z) _ ET-(Z) |k

<3 (VBIXTaP\ BT + ot KBl ol + /LT a2 BT ol

<32k 62t - (BRI BIOIE: + Bl Brolg + ulfol)

Cl 2\ k
< < ||U||[2)Zv||2%> .
*




where C” < o0 is some absolute constant. Compare the bound of IE|TZ-(Z) - ETZ-(Z) ¥ with the variance
IEE|TZ-(Z)\2 we obtained earlier, we have that L = o2|ula||v]2 - C"*/pL5 is sufficient to guarantee
E|TZ-(€) — ETZ-(Z)VC < %V(Z)kazk! for all * k > 2. Applying Bernstein inequality with moment
conditions (Lemma 23) and union bound over all u, v € S, we have that

10 (0 (é)‘ 2 ne’
Pr|Vu,ve 8, |— Y T2 —ET"7| > |ulsl|v|2e| < 2N“exp{ ————+—
n 2T BT > lelal] 20 T
for all € > 0, where V() = % and [ = —%—. Subsequently,
lul3 vl lul2]v]l2
1 LlogN |[V©OlogN
sup [— Z TZ-(Z) — ETZ-(Z) < Op | |ul2|v]2 max 8 , o8
u,wes | T i=1 n n
log N [log N
< O 2 9 i
. <axuzuvzmax {,,;k.sen o })
as desired.

B.2 Proof of Lemma 3
Define §; = %Z;;l Zi; where Z;; = )Z'ijsi. Because E¢;| X = 0, we have that EZ;; = 0. In addition,

2.2 2.2
O-EO-Z‘ T

E|Zij|2 = < = =V
Py P
and for k > 2,
1
E|sz|k = pPj- = E&“ic . E‘Xzﬂk
Pj
< L paokgkokp (K ’
S —_— O' O' J—
pi! A2
< k2(2axae)kk!
k—1
Px

k
o, (805005) n
Px

By setting L = 640,0./p, we have that E\Zij\k < %Vkazk! for all £ > 1. Subsequently, applying
Bernstein inequality with moment conditions (Lemma 23) and union bound over j = 1,--- ,p we
have that

ne
Pr[[éfc > €] < 2pexp T3V + Lo

for any € > 0. Suppose % — 0. We then have that

1
18] < Op <0€Jx ng> .

P=T

The condition % — ( is satisfied with % — 0.

“The case of k = 2 is trivially true.



B.3 Proof of Lemma 10

Fix arbitrary j € {1,--- , p} and consider
(1= pj)Rij X3,

Tij = (1—pj) X} = 5
Pj

It is easy to verify that [Ddiag(%XTX')]jj = 13" T and [Ddiag(30)];; = iy BTy =
w. We use moment based Bernstein’s inequality (Lemma 23) to bound the perturbation

Pj
|13 | T;; — ETyj|. Define V; = E|T}; — ET;;|*. We then have

(1-p))°EX;; 30}

Vi < E|T--|2 - <
1 Y P’ o
and for all k& > 3,
k k k k Akt 2k 1.
BITy — BTl < 2° (B|Tyl" + BT ) < o bl

*

I i E 1 k—2 : _ 51202
t can then be verified that E|T;; — ETj;|" < VLY 2kl forall k > 2if L = . By Lemma 23

P
and a union bound over all j € {1,--- , p}, we have that
pr [vj, |~ iT ET);| > e| <2 ne’
r - i — BT >€e| <2pexp{ ——————
j? ni:l 7 7 p p 2(V+LE)

304 51202 . el
forall e > 0, where V' = e and L = e Under the assumption that v — 0, we have that
*

I
o (logp

<Op|o: 5 .
P

1 n
o 2. Ty —ET
n

i=1

= sup

Hﬁdiag <1XTX'> — Ddiag(X%y)
n

The condition % — 0 is then satisfied with 1;%’ — 0.

B.4 Proof of Lemma 11

By definition and the missing data model,

1ym  lop 2 y2 = k-
Tjwe = E'ijtIX = ?2;:1 fipp";X”Xm 9 ] K
7 2ict o Xi XiwXip, J# ks

Subsequently,

X 4 41 2
max max‘Tjkt‘ < X o < Op (w) )

. . 2 2
J.ke[p] t#5.k i i

To prove the second part of this lemma, we first fix arbitrary j, k € [p] and t # j, k. Define

Tijie = (&t (Riy p) — B (Ri, p) Xij X X3,

(1—pt)RijRi R;
where i (R;, p) = W—Zpgt~

ET;;1:|X = 0. We then use Bernstein inequality with support conditions (Lemma 22) to bound the

It is easy to verify that 'Y“jkt — Y = %Z;;l T}jke and



concentration of% >y Tijit towards zero. Define A = max; j k¢ |Tijke| and V = max; j , ¢ E\TijktF.
By Holder’s inequality we have that

1X1% o log?p
A<= <Op(——— |

* *

Here in the Op(-) notation the randomness is on the generating process of X and is independent of the
randomness of missing patterns K. In addition, note that

1
E| &kt — B ke) &k — Ejnr) P
*
forall j, k,t,t' € {1,--- ,p}and t,t' # j, k. Subsequently,
X 8 81 4
V = max E|Tj;5 |2 < X2X  xi < X o, (W) .
VLA P2 P

Applying Lemma 22 conditioned on || X o, < (%) we have that with probability 1 — O(4) for
*
some § = o(1) the following holds:

1 n
‘ﬁ Z Tkt
i=1
t €A

§ — 0. Applying union bound over all j, k € [p] and ¢ € [p]\{j, k} we get

log p
T, 410g?
Z ijkt <O-x og-p p2n> )

The condition & v — 0 is satisfied with logf; — 0.
C Proof of restricted eigenvalue conditions

log(1
<O<0§log2p M) =: ¢,

pin

provided tha

max max
J.kelp] t#35,k

Px

In this section we review the standard analysis that establishes restricted eigenvalue conditions for
sample covariance and adapt it to our missing data setting by invoking Lemma 2.

Lemma 15. Suppose A, B are p x p random matrices with Pr[|A — Bl < M| = 1 —o(1) for some
M < oo. If A satisfies RE(S, ¢min) and B satisfies RE(s, ¢! ), then with probability 1 — o(1) we
have that

Gmin = Smin = {O(1) - u(4, B; O(slog(Mp))) + O(1/n)} .

Proof. For any h € RP? it holds that

WTBh _ hTAR BT(B— A)h
Wh = hih Wh

With appropriate scalings, it suffices to bound

sup ‘hT(B — A)h|
hilhgeli<|hsl,h]2<1

6



for all J < [p], |J| < s as the largest possible gap between ¢p,in and ¢ ; .

Define B,(r) = {z € RP : |z|, < r} as the p-norm ball of radius . Because ||hsc|; < |[hs]1
implies |h]1 < 2|hs|1 < 24/5|h|2, we have that

sup ‘hT(B - A)h‘ < sup ‘hT(B - A)h‘.
hi|[hgelli<|hl1,lhlz2<1 heBa(1)nB1 (24/5)

By Lemma 11 in the supplementary material of [S25], we have that
Bo(1) nB1(2v/s) < 3conv {By(4s) n Ba(1)}
< conv{By(4s) n By(3)}.
—_——

K(4s)
Here conv(A) denotes the convex hull of set A. Let K (4s) = Bo(4s)nB2(3) and denote N ., (K (45))
as the covering number of K (4s) with respect to the Euclidean norm | - 2. That is, N ., (K (4s))

is the size of the smallest covering set H < K (4s) such that supp,c (45) infpem [ — B'll2 < €. By
definition of the concentration bounds, we have that with probability 1 — o(1)

sup ‘hT(A - B)h‘ < qu,u(Ay B;log |H|) sup HhH% < g‘pu,u(Aa B:log Ne,|\-H2(K(4S)))'
heH heH

Subsequently, for any € € (0, 1) with probability 1 — o(1)

sup ‘hT(B —A)h| < sup ‘hT(A—B)h‘
heBa(1)nB1(24/9) heconv{K (4s)}
T
< sup > &gl (A= B)hy]
517"' ,5T>0, Z7j=1
§14-+Er=1,

hi, hpeK (4s)
< sup  |h'(A— B)N|

h,WeK (45)

< sup |h' (A= B)W|+ (66 + 3¢*)| A — B,
h,h’EHe’H4H2[K(4S)]

< 36 {puu(A, Bilog N, (K (4s))) + epM} .

Here the last inequality is implied by the condition that | A — B||o, < M with probability 1 —O(n™%).
Taking € = O(1/(p?>M)) we have that epM = O(1/p) = O(1/n).

The final part of the proof is to establish upper bounds for the covering number N ., (K (4s)).
First note that by definition

K(4s) = U {h:supp(h) =J A |h|2 < 3}.
JS[p]:|J|<4s

The covering number of a union of subsets can be upper bounded by the following proposition:

Proposition 2. Let K = K U --- U K,y,. Then N€7|\'H2(K) < Zﬁl NE,H'”Q(Ki)'

Proof. Let H; < K; be covering sets of subset K;. Define H = Hy U --- U Hy,. Clearly |H| <
Diimy [Hi| < 23021 N, (K;). Tt remains to prove that H is a valid e-covering set of K. Take
arbitrary h € K. By definition, there exists ¢ € [m] such that h € K;. Subsequently, there exists
h* € H; < H such that [|h — h*||2 < e. Therefore, H is a valid e-covering set of K. O



Define K;(r) = {h : supp(h) = J A |h|2 < r}. The covering number of K ; is established in
the following proposition:

Proposition 3. N, ., (K;(r)) < (%)\JI.

Proof. K j(r) is nothing but a centered |J|-dimensional ball of radius r, locating at the coordinates
indexed by J. The covering number result of high-dimensional ball is due to Lemma 2.5 of [S44]. [J

Combining the three propositions, we obtain
4s 4s
D 12 + €/2
log N .1, (K (45)) < log Z ] | +log 12+¢/2 < O (slog(p/e)) .
S\ ¢/2
With the configuration of € = O(1/(p?>M)), we have that
log NE,H'”2 (K(4S)) < O(S log(pM)).

We are now ready to prove Lemma 5.

Proof of Lemma 5. Consider A = > and B = Yo in Lemma 15. Lemma 2 yields

slog(Mp) |slog(Mp) })

3 ) 2
pin pin

¢uv(E, Do; O(slog(Mp))) < O (0;3 max {

By Lemma 15, to prove this corollary it is sufficient to show that A%(Eo) — 0. Note also that

M =[S = 0| < ”);!m <O (J”” Vpéogp> with probability 1 — o(1). The condition =~ — 0
* * mi

n(EO)
slog(ow log p/p+)

min

4
can then be satisfied with Z=

D Proof of Lemma 1

Lemma 16. Suppose lpo%f — 0 and Uy, = 02b; l;)fs . Then with probability 1 — o(1) the population
* *

precision matrix X' is a feasible solution to Eq. (9); that is, max{||§261 — Ipxplloos ||261§ -
Ipxplloo} < vn.
Proof. First by Holder’s inequality we have that

1255 = Tlo = (5 = Z0)Z5 oo < 155 124 1% = Zollos < b1[Z = Soflo

By Lemma 2, with probability 1 — o(1)

~ ~ lo
155 = Solo < pu (5 S0s210gp) <0 [ 02 222,
pEm
lo,

provided that ﬁ — 0. Subsequently, we have that
*

_ & lo N
126 M 2,12 = Zolls < O (%%bl pf:) < Uy (S3)

*

with probability 1 — o(1). The ||X; 'S} — I term can be bounded in the same way by noting that
12572 = Illoo < 155 2|2 = Bofloo < b1]]% — Zolco. O



Lemma 17. Suppose 3, L is a feasible solution to the CLIME optimization problem in Eq. (9). Then
max{[0]z,. 0]z} < [Z5" |z, and |© — B5 oo < 20 Z5 "1,

Proof. We first establish that [0, < 120z, In [S42] it is proved that the solution set of Eq. (9)
is identical to the solution set of

& = (@i, @i e argming,eps { il : [Swi = eill < P

Because X, ! belongs to the feasible set of the above constrained optimization problem, we have that
H@zHl < |25 L, foralli = 1,---,p and hence H@HL1 < HEal |z,. The inequality O]z, <
|25z, can be proved by applylng the same argument to ©

We next prove the infinity norm bound fot the estimation error o-— Yo !, By triangle inequality,

108 = £5M)eo <156 = Ioo + (£ = £0)Oloo < P + (£ = £0)B)o-
Using Holder’s inequality, we have that
|2 = %0)0e0 < 10]2, 12 = oo < 1552413 = Sollow < i

Here the last inequality is due to Eq. (S5). Subsequently, HZO((:) — Y5 < 20, Applying Holder’s
inequality again we obtain

10 = 25 oo < 1557 Ll (2 = T0)O o < 2055,
O

To translate the infinity-norm estimation error !into an L;-norm bound that we desire, we need
the following lemma that establishes basic inequality of the estimation error:

Lemma 18. Suppose X LVisa feasible solution to Eq. (9). Then under Assumption (A5) we have that
max{[[© = 51y, [0 = g1, } < 2600 — Ty oo,

Proof. Let (; and Wy, be the ith columns of © and Yo ! respectively. Let J; denote the support size
of &g;. Definte h = {; — wp;. We then have that

1@ill1 = Jwoi + el + sl = Jwoills — haells + B

< |woill1 as shown in the proof of Lemma 17. Subsequently, HfAlJicHl <

|h, |1 and hence
1@s — woilli = 2lhg, |1 < 21Tl [h]lo < 200]|@5 — woilo-

Because the above inequality holds for all i = 1,--- ,p, we conclude that 16— 5 Ly < 26 —
o *[loo- The bound for H@ ¥yt 2., can be proved by applying the same argument to O . O

Combining all the above lemmas, we have that with probability 1 — o(1)

e . O - ~ - log p
macl |6 — 551y, 18 — 5510} < 20bo] S 1, < O { Hobdy |5 } |

*

9



E Proofs of the other technical lemmas

E.1 Proof of Lemma 4

We first show that under the conditions on 7, /N\n and /v\n specified in the lemma, the true regression
vector 5* is feasible to both optimization problems with high probability; that is, | %X Ty —%8%|p <
X and |1 X Ty — 306%4, < X, with probability 1 — o(1).

Consider Bn first. Apply y = X 3* + € and Definition 1, we have that with probability 1 — o(1)

_I_

1~ ~ 1~
H—XTy —p* ~X'e
n 0 n

1 ~
(Ersn)e
0 n

#| (B e

0

1o . L
< {%,v (;XTX? Eoslogp) + Pup <2, Eo;logp>} 16% (2 + 02 e 0 <5X> .

Now apply Lemmas 2 and 3: with probability 1 — o(1)

*
<0lo. [log p <%HB l2 L O )
o0 n P+ \/p_*

— 0. The same line of argument applies to the second inequality by the following

Any

N

s
n

logp
pn

decomposition: under the condition that 1;)2g 7’; — 0, with probability 1 — o(1)
*

provided that

1 ~
~“X'e
n

1 ~
H—XTy — %oB* +
n

1~
o)
0 n

0 0

1 1~
< o (FXTX, D0, logp ) 15°1a + o2pece (13

1 -~
<0 {Ux 08D (O'xH/B*HZ + O'a)} < )\n
\/ PxT

We are now ready to prove Lemma 4. We only prove the assertion involving Bn, because the same
argument applies for f3,, as well. Let h = 3, — $*. Because .Jy = supp(S*), we have that

1Bnlly = 118% + hyolls + llhagl = 18% 1 = Rl + |Rag -

On the other hand, because both Bn and * are feasible, by definition of the optimization problem we
have that | (3,[1 < ||3*]1. Combining both chains of inequalities we arrive at ||hs¢ |1 < |A.,|1, which
is to be demonstrated.

E.2 Proof of Lemma 7

Proposition 4. Suppose X ~ N(p,v?) for p € R and v > 0. Then for any b € R and a > 0, it holds

that
(ORETPNG S0\ Seul) i WY AP S ()
Vora2 2a2 a? + v? 2(a?2 +1v2) )

10



Proof. Because X ~ N(u,v?),

WEexp{ ﬂ}

2a?

(2= p)? (b
= fexp {— 5,2 T 92 dx
a? 4+ v2)x? — 2(a®p + v2b)z + a’p® + v2b?
( p [
= | exp< — dx
2a2v2

2
1 2, 2 a’p + v?b (@p+v2)? s oo
fexp{—2a2u2 [(a +1/)<3:— o — T2 + v°b" + a“p dz
ex (n=b) b’ fex _a2+1/2 :E_a2u+1/2b 2 dx
P 2(a? +12) P 2a%1? a? + v?
Cx (- b)? | 2ma?v?
- 2(a2 +12) a2 +v?

The proposition is then proved by multiplying both sides by 4/27a?/1/2. O

We now consider the likelihood p(y, Zons; 5, ). Integrating out the missing parts ;s we have

T —zT. B )2
exp{—(y Ty Bobs = TppisBmis) }dP(xmiS‘xObs)

<y7x0b57/8 2 wObS f W 2052
$obs:| 5

T 2
Y — TypsBobs — U

= p(l'obs)Eu [eXp {_ ( ob2sa;2> S ) }
where u = x|, Bmis follows conditional distribution u|zens ~ N (1, v?) with pp = z; 212222 Pris
and 1* = 51;5222:15 mis- Applying Proposition 4 witha = o and b = y — obsﬂobs, we have

]Eu |:eXp {_ <y — xIbSIBObS — u>2 } $0b5:|

202

_ 1 exp { (y — ‘T(—)I—bs/BObS - B;i522121_11x0b5)2 }

— — = : .
\/277(03 + B11s222:1 Bmis) 2(02 + Pinis X221 Fmis)

Finally, R L x, zops ~ Ny(0,211) and hence
Plote) = (1= PP~ ——————exp | =, ik |
obs (27T)‘1|211| 2 obs“11 “Yobs

E.3 Proof of Lemma 8§

We prove this lemma by discussing three cases separately when at least one covariate of zs_; and
x; are missing. Assume in each case Xy and X, are partitioned as in Lemma 7; that is, Xy =
[Xo11 Lo12; Xo21 ozz] and X1 = [X111 Y1125 X121 X122

1. Both x5_1 and xj are missing. In this case Xg11 = X111 = Igxg and Xp12 = X112 = EOTQl =
Yo = Ogx (p—q)- Therefore, ¥o11 = X111 and the first two terms in p(y, Tobs; 5%, Xo) and
(Y, Tobs; B1, 21) are identical. In addition, Ygg9.1 = g2 = [ — y(es,le; + eje;rfl) and

11



Y1991 = Y22 = I + ’Y(es—lejT + eje;[l). Subsequently, ﬁ()TmisZ‘,OQQ:lﬁomis = | Bomis|3 —
2v60,s-180j = | Bomislls — 262, B35 122:1 Bimis = [|B1mis|3 + 2781,5-1815 = ||Bimis|3 —
2a°72. Because |Bomisl|3 = ||Bimis||3 regardless of which covariates are missing, we have
that B, S022:1 Bomis = B nisS122:1B1mis and hencelthe last term in p(1y7 Zobs: 3%, Do) and
(Y, Tobs; 1, 21) are identical, because 50Tm1520212611 = ﬁleiszlﬂzfu — 0 and Bogps =
Biobs When z; is missing.

. Ts_1 is observed but x; is missing. In this case, Xo11 = X111 = Igxg, X022 = X122 =
[(p—q)x(p—q)a 2012 = 28—21 = —’yes_lejT and 2112 = 2]—21 = ’yes_lejT. Therefore, 2011 =
>111 = I and hence the first two terms in the likelihood are identical. In addition, Y90.1 =
I — ’Yzeje;'r = Y192, and hence 8], X022:1 Bomis = B1mis 21221 Bimis = | Bmis|3 — @>y*
Finally, Boobs = Biobs When x; is missing and 50Tm15202125111 = BleiSEmlEill = —a*y2

Therefore the last term in both likelihoods are the same as well.

. x; is observed but x,_1 is missing. In this case, Xo11 = X111 = Igxg, X022 = X122 =

I(pfq)x(pfq)’ 2012 = 2821 = —yeje;rfl and 2112 = 2121 = yejestl. Therefore, 2011 =
3111 = I and hence the first two terms in the likelihood are identical. In addition, >g99.;1 =
I — v%es_1e] 1 = 1921 and hence B, %0221 Bomis = BimisS122:1B1mis = [Bumisll3 —

~2 2 T T —1 T

a“vy“. Finally, 600bs$0b5 + 50m1520212011330bs = 600b57<3330bs,<s + 50]'533' - ’750,37133]‘ =
T ~ ~ - T T -1

500b57<3$0bs,<5 because By; = ayand By s—1 = a. Similarly, 8, Tobs + 811152121 2711 Tobs =

Bﬂjbs7<5wobs,<s + /Bljxj +’Yﬂl,s—1wj = /B;I:)bs7<swobs,<s- Because BOobs,<s = Blobs,<35 we con-
clude that the last term of both likelihoods are the same.

E.4 Proof of Lemma 9

We first prove the upper bound for ||, ||«. By Holder’s inequality,

[nlleo < V/RIOF = Tl = B* 1 < v/nl|Bn — B* 1,

where the last inequality is due to Eq. (9).

We next focus on [|7,[|s. Apply Holder’s inequality and triangle inequality:

1 ~
~“X'e
n

J)

[Falle < V016 =557 L., <An5*Hoo +

y

1 ~
< 2\/5[)0[)15” <An5*oo + H;XTE

Here in the second line we invoke the conclusion in Lemma 1. It then suffices to upper bound
| AnB*|o and | £ X Te||. With Definition 1, it holds with probability 1 — o(1) that

and

By Lemmas 2 and 3, if

1 ~
8 < |(3X7X-20) 6"

sz

o0

1 ~ ~
< [sou,v (;XTX, Eo;logp> + Puw (E,Eo;logp>] 8% |2

1~ 1 ~
< 0:0e,0 (EX> .

X'Te

n ©

198D _, () then
Py

lo 1 ~
[ALB% o < Op {Jg||5*||2 2gp} and EXT&

pin

1
< Op {Jwag ng} .
o9 PxT
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F Tail inequalities

Lemma 19 (Sub-Gaussian concentration inequality). Suppose X is a univariate sub-Gaussian ran-
dom variable with parameter o > 0; that is, EX = 0 and EelX < ot /2 forallt € R. Then

€2

Pr|X|>¢€] <2 22, Vt>0;

E\X|’“<r.2r/2-a7”.r(g), Vr=1,2,-.

Lemma 20 (Sub-exponential concentration inequality). Suppose Xi,--- ,X,, are i.i.d. univariate
. . N . . 242
sub-exponential random variables with parameter X > 0; that is, EX; = 0 and EetXi < ™2/2

forall |t| < 1/\. Then
Pr >e| <2ex —Emin i <
S AP Ty XN [

Lemma 21 (Hoeffding inequality). Suppose X1, --- , X,, are independent univariate random vari-
ables with X; € [a;, b;| almost surely. Then for all t > 0, we have that

1< 2n2t?
Pr ‘— X, —EX;| >t <2exp{—n—}.
["; ] iy (bi — ai)?

1 n
IR

Lemma 22 (Bernstein inequality, support condition). Suppose X1, --- , X,, are independent random
variables with zero mean and finite variance. If | X;| < M < oo almost surely for all i = 1,--- ,n,
then

1 n
Pr ”521)(
1=

t <2 3t Wt > 0
>t| <2exp{ — , > 0.
Pl S EXZ 1 Tt

Lemma 23 (Bernstein inequality, moment condition). Suppose X1, --- , X,, are independent random
variables with zero mean and E| X;|> < 0 < oo. Assume in addition that there exists some positive
number L > 0 such that

1 n
Pr[

PR

=1

1
E|X;|* < §J2Lk*2k!, Vi > 1.
Then we have that

nt?

Lemma 24 ([S18]). Suppose X = (X1, -, X)) is a p-dimensional zero-mean sub-Gaussian random
vector; that is, there exists o > 0 such that

Eexp{ozTX} éexp{HaH%o—z/Q}, Va e RP.

Let A be a p X p positive semi-definite matrix. Then for all t > 0,

Pr|XTAX > o2 (tr(A) + 24/tr(A2)t + 2| Aopt ) | < e
[ (4) (42)t + 2| Alop

13
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