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Abstract—In this paper, we propose a distributed coding
scheme that allows for lower computation cost per computing
node than the standard Lagrange Coded Computing scheme. The
proposed coding scheme is useful for cases where the elements
of the input data set are of large dimensions and the computing
nodes have limited computation power. This coding scheme
provides a trade-off between the computation cost per worker
and the recovery threshold in a distributed coded computing
framework. The proposed scheme is also extended to provide
data privacy against at most t colluding worker nodes in the
system.

I. INTRODUCTION

With the substantial increase in the size of today’s
data sets and the huge computations required to be per-
formed on them in different machine learning applications,
distributing such data on separate machines/computing
nodes and processing them in parallel has been a necessity.
However, once a computation is split on different comput-
ing nodes, the whole computation time is now controlled
by the slowest computing nodes “stragglers”. [1] reports
measurements from a Google service that distributes a
request to a large number of servers, measurements shows
that the time spent waiting for the last 5% of servers to
respond is the same as the time spent waiting for the
first 95% servers to respond. That is, ignoring the last 5%
servers’ response doubles the speed of the whole operation.
Such experiments on the effect of slow/failed computing
nodes on the overall delay of the distributed systems
have inspired the work on mitigating straggler nodes in
order to speed up distributed computations. One way to
reduce the effect of stragglers in distributed computing
frameworks is through coding techniques where redundant
computations are issued in a specific manner so that the
desired computation can be recovered upon the completion
of any subset of the computing nodes, of a specific size; and
hence the stragglers can be ignored leading to speeding
up the distributed computation. Recently, various codes
have been introduced for different distributed computa-
tions related to machine learning applications, e.g., for
matrix multiplication [2]–[10], linear solvers [11], [12], and
gradient methods [13]–[15].
In addition to stragglers, another challenge that arises

due to performing large scale computations on separate
machines is privacy. Since performing distributed compu-
tation on large scale data may require a data owner to
outsource such data to external machines to perform this
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job, the data owner may wish to keep this data private, i.e.,
unknown to the external machines, while the computation
is done. This problem has been known as secure multi-
party computation (MPC). One of the first secure MPC
protocols is BGW [16] which provides privacy guarantees
for any arithmetic computation that involves any number
of parties n ≥ 2. However, a drawback of BGW is that
it requires multiple rounds of communication between the
parties which may lead to undesired overall delay in the
computation; an issue that has been resolved by Lagrange
Coded Computing (LCC) [17].

While most of the coding techniques in the literature of
coded distributed computing have been application spe-
cific (e.g., a coding strategy that is developed for gradient
methods may not be applicable for matrix multiplication),
as a generalization to Systematic MatDot codes [6], a cod-
ing strategy based on Lagrange polynomials, denoted by
Lagrange Coded Computing (LCC), has been introduced
in [17] which provides computation redundancy for a wide
set of functions. However, for mitigating stragglers, LCC
provides computation redundancy only for polynomial
functions and its recovery threshold is relatively high and
proportional to the total degree of the polynomial function
of interest. It has been shown in [17] that not only LCC
can be used to speed up distributed computation but
it also provides privacy guarantees in secure multi-party
computations.

The goal of LCC is to compute a function of interest
f acting on a specific data set X := {X1, · · · , Xm},
i.e., to compute f(X ) := {f(Xi) : i ∈ [m]}. The key
idea in adding computation redundancy using LCC lies
in encoding the data set into a polynomial g such that
g(βi) = Xi, ∀i ∈ [m], for some scalars β1, · · · , βm, and
sending evaluations of this polynomial g to the computing
nodes where the function of interest is evaluated at the
received polynomially encoded data point. That is, for
a distributed system with P computing nodes, distinct
scalars α1, · · · , αP are defined and for every i ∈ [P ] node
i receives g(αi) and computes f(g(αi)). Once any subset
of the nodes with a size of the degree of the polynomial
f(g(·)) plus one are done, f(g(·)) can be interpolated and
evaluating f(g(βi)), ∀i ∈ [m], reveals f(X ).

Although LCC distributes the computation of f(X )
equally over the computing nodes where, for every i ∈ [P ],
node i computes a single evaluation of f at the point
g(αi), the system design in LCC assumes that each of the
distributed system’s computing nodes are always capable
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We claim that the encoding in (2) satisfies both conditions
(a) and (b). Indeed, recalling (i) and (ii), we conclude that,
for any i ∈ [6], either g1(αi) = 0 or g2(αi) = 0; hence, the
first condition (sparsity condition) is satisfied. Moreover,
for any i ∈ [6], let {f(X̃j)}j∈[6]−{i} = {f(g(αj))}j∈[6]−{i}

be the first five outputs received by the fusion node. Since
f is of degree one in g, and g is of degree four in α, f is of
degree four in α; hence, f(g(α)) can be interpolated using
the five outputs {f(g(αj))}j∈[6]−{i}. Recalling (iii) and
(iv), once f(g(α)) is obtained, the fusion nodes evaluates

f(g(βi)) = f

((

g1(βi)
g2(βi)

))

= f

((

ai
bi

))

= f(Xi), i = 1, 2.

Thus, the second condition (decodability condition) is
satisfied as well.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a computation system that consists of three
different types of nodes: (i) a master node; (ii) worker

nodes; and (iii) a fusion node as depicted in Fig. 1.
Definition 3.1 (An (f, s, k, P,m) Computation System):

An (f, s, k, P,m) computation system consists of the follow-

ing:

(i) A master node that follows the following procedure:

1) receives m input vectors, i.e., the set of vectors

X = {X1, · · · , Xm}, where, for each i ∈ [m], Xi ∈ V,

where V is a vector space with dimension d in F and

F is some field and d is a positive integer, 2) computes

X̃1, · · · , X̃P ∈ V, where X̃i = Enci(X1, · · · , Xm) such

that each X̃i has at most s non-zero entries in F, i.e.,

sparsity of each X̃i is at most s, and Enci is defined as

a linear mapping Enci : V× · · · ×V → V, and 3) sends

X̃i to worker node i, for every i ∈ [P ].
(ii) P worker nodes each of them owns the same polynomial

function of interest f : V → U, where U is a vector

space, and performs the following procedure: 1) receives

X̃i from the master node, 2) computes f(X̃i), and 3)

sends the result f(X̃i) to the fusion node.

(iii) A fusion node that receives outputs from the successful

worker nodes. If the number of successful workers is at

least k, the fusion node performs decoding and produces

the output f(X ) = {f(X1), · · · , f(Xm)}. That is, let

S = {s1, · · · , sk} be any set of k successful worker

nodes, the fusion node computes (f(X1), · · · , f(Xm)) =
DecS(X̃s1 , · · · , X̃sk), where DecS : V × · · · × V → U

is a decoding function. Otherwise, i.e., if the number of

successful workers is less than k, the fusion node declares

a “computation failure.”

An (f, s, k, P,m) computation system is one that consists

of a master node, P worker nodes, and a fusion node that

follow their above specified procedures, such that, when it

receives X = {X1, · · · , Xm} as an input, it outputs f(X ) =
{f(X1), · · · , f(Xm)} if the number of successful workers is

at least k.

We consider (f, s, k, P,m) computation systems where
the computational complexities of the master node, each

worker node, and the fusion node, when evaluated in
terms of the parameters deg(f), d, s, P,m, where deg(f)
is the degree of f , are all less than the complexity of any
sequential algorithm that takes X1, · · · , Xm as input and
computes f(X1), · · · , f(Xm) as the output. Our goal in
this paper is to characterize a class of (f, s, k, P,m) compu-
tation systems given f, s, P,m. That is, given f, s, P,m, we
construct encoding and decoding functions {Enci}i∈[P ],
and {DecS}S⊂[P ],|S|=k, respectively, and specify the com-
putation system’s k(f, s, P,m) < P as a function of
f, s, P,m.

IV. GENERAL CODE CONSTRUCTION

In this section, we provide a general code construction
solving the problem described in Section III. Our result
can be formulated in the following theorem.

Theorem 4.1: For the coded computing problem under spar-

sity constraint described in Section III, a recovery threshold

of

k =

(

⌈P

d

⌉

(d− s) +m− 1

)

deg(f) + 1

is achievable.

Before proving the theorem, we first provide some useful
definitions and then present the general code construction
that achieves the recovery threshold in Theorem 4.1.
Let any data point Xi, i ∈ [m] defined in Section III

be written as Xi = (xi1, xi2, · · · , xid). Similarly, let any
encoded vector X̃i, i ∈ [P ] defined in Section III be written
as X̃i = (x̃i1, x̃i2, · · · , x̃id). Now, we define the zero sets

Z1, · · · ,ZP ⊂ [d]. For, i ∈ [P ], the zero set Zi is the set
of indices of the encoded vector X̃i whose value is forced
to zero by the encoding scheme to satisfy the sparsity
constraint. Notice that, for any i ∈ [P ], j ∈ Zi implies
x̃ij = 0; however, the converse is not necessarily true.
In this paper, we obtain the zero sets Zi, i ∈ [P ], in a

similar way as introduced in ShortDot codes [3], i.e, based
on the “circularly sliding train of zeros” of length d − s.
Specifically, we let the zero set of X̃1 be its first d− s in-
dices, i.e., Z1 = {1, 2, · · · , d−s}, and then for the following
zero sets of X̃2, · · · , X̃P , we keep moving the zero set to
right with step one and allowing circular shift. That is, for
i ∈ [P ], Zi = {imod d, i+1mod d, · · · , i+d−s−1mod d}.
In addition to the zero sets, we also define the sets of

zero-locators R1, · · · ,Rd ⊂ [P ]. For j ∈ [d], the zero-

locator of index j set (i.e., set Rj) is the set of worker
nodes such that the value of the j-th entry of the encoded
vector received by any of these worker nodes is forced
to zero due to the sparsity constraint, i.e., j belongs
to the zero sets of all worker nodes in Rj . Specifically,
Rj = {i : j ∈ Zi, i ∈ [P ]}. Notice that if Z1, · · · ,ZP

are formed using the sliding train of zeros of length d− s,
then we can conclude that |Rj | ≤ ⌈P

d
⌉(d − s) ∀j ∈ [d].

Define unique β1, · · · , βm, α1, · · · , αP ∈ F, and let g(α) =
(g1(α), · · · , gd(α))

T
, where

gj(α) =

m
∑

k=1

xkj





∏

r∈Rj

α− αr

βk − αr

∏

l∈[m]−k

α− βl

βk − βl



 , (3)
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j ∈ [d]. In the following, we describe the general coding
procedure.

Construction 1 (Sparse LCC):

Master node (encoding): For all i ∈ [P ], the master node

sends X̃i = (x̃i1, · · · , x̃id) to worker node i, where

x̃ij = gj(αi), j ∈ [d]. (4)

Worker nodes: For i ∈ [P ], worker node i computes f(X̃i)
and sends the output to the fusion node.

Fusion node (decoding):

1) Waits till it collects the output of
(

⌈P
d
⌉(d− s) +m− 1

)

deg(f) + 1 worker nodes.

2) Interpolates f(g(α)).
3) Evaluates f(Xi) = f(g(βi)) ∀i ∈ [m].

Now, we prove Theorem 4.1.

Proof of Theorem 4.1 In order to prove the theorem,
it suffices to show that Construction 1 is valid. That is,
it suffices to show that Construction 1 satisfies both the
sparsity and decodability conditions.
First, the sparsity condition is satisfied by recalling

that x̃ij = gj(αi), where gj(αi) is as defined in (3), and
observing that {αi − αr}r∈Rj

is a subset of the factors of
gj(αi) (i.e., x̃ij). Therefore, x̃ij evaluates to zero whenever
i ∈ Rj .
For the decodability, notice that f(g(α)) is of degree

deg(f) in g and g is of degree at most ⌈P
d
⌉(d− s) +m− 1

in α; hence, f(g(α)) is of degree at most (⌈P
d
⌉(d − s) +

m − 1) deg(f) in α. Since the output of the worker nodes
can be seen as evaluations of the polynomial f(g(α)) at
α = α1, · · · , αP . Once the fusion node receives the output
of (⌈P

d
⌉(d−s)+m−1) deg(f)+1 different worker nodes, it

can interpolate the polynomial f(g(α)). Moreover, notice
from (3) that gj(βi) = xij ∀i ∈ [m], j ∈ [d]. That is,
g(βi) = Xi ∀i ∈ [m] which directly implies that f(Xi) =
f(g(βi)) ∀i ∈ [m]. �

A. Encoding and Decoding Complexities of Construction 1

1) Encoding Complexity: For each i ∈ [P ], computing X̃i

requires computing a number of d evaluations x̃i1, · · · , x̃id,
where each of such evaluations is of complexity O(⌈P

d
⌉(d−

s) +m − 1). Therefore, for any i ∈ [P ], the evaluation of
each of X̃i has a computational complexity of O(d(⌈P

d
⌉(d−

s) + m − 1)). Therefore, the overall encoding complexity
for P workers is O(Pd(⌈P

d
⌉(d− s) +m− 1)).

2) Decoding Complexity: Noting that the co-domain of
the polynomial f(g(α)) is the vector space U, let the di-
mension of U be dim(U). In the following, we compute the
decoding complexity. First, the interpolation requires the
inversion of a k× k Vandermonde matrix (considering the
naive inverse approach for interpolation) with a complexity
of O(k3). Then, the evaluation of each f(g(βi)) requires a
complexity of O(k dim(U)). Therefore, the evaluation of all
f(g(βi)), i ∈ [m] requires O(mk dim(U)) operations. Thus,
the whole decoding complexity is O(k3 +mk dim(U)).

V. PRIVATE LAGRANGE CODED COMPUTING UNDER

SPARSITY CONSTRAINTS

In this section, we aim to provide fault-tolerant codes
for function computations in distributed systems under a
sparsity constraint, and, in addition, we aim to also provide
privacy against colluding computing nodes. Specifically, we
consider a semi-honest model for the colluding comput-
ing nodes, where they correctly perform their designated
computations; however, they may cooperate in order to
gain some knowledge on the private input data. Before
we formally state the problem tackled in this section, we
provide the following definition borrowed from [16].

Definition 5.1 (t−private Coding Schemes): A coding

scheme is t−private if any set of at most t computing

nodes cannot eventually compute more than they could jointly

compute solely from their set of inputs and outputs.

A. Problem Formulation

We consider the same problem stated in Section III with
the restriction that, here, we assume that the field F is a
finite field. In addition, we impose a privacy constraint that
requires a t−private coding scheme solution. Specifically,
we require that at most any t worker nodes cannot jointly
compute the data set {X1, · · · , Xm} given only their set
of inputs and outputs.

B. A t−private Code Construction

We state our result in the following theorem.
Theorem 5.1: For the private coded computing problem

under sparsity constraint described in Section V-A, a recovery

threshold of

k =

(

⌈P

d

⌉

(d− s) +m+ t− 1

)

deg(f) + 1

is achievable.

Before we provide a proof sketch to Theorem 5.1, in
the following, we provide a t-private code construction
denoted by t-private Sparse LCC that achieves the re-
covery threshold in Theorem 5.1. Let any data point
Xi, i ∈ [m] be written as Xi = (xi1, xi2, · · · , xid).
Similarly, we let any encoded vector X̃i, i ∈ [P ]
be written as X̃i = (x̃i1, x̃i2, · · · , x̃id), and define
unique β1, · · · , βm+t, α1, · · · , αP ∈ F, and let g̃(α) =
(g̃1(α), · · · , g̃d(α)), where

g̃j(α) =
m
∑

k=1

xkj





∏

r∈Rj

α− αr

βk − αr

∏

l∈[m+t]−k

α− βl

βk − βl





+

m+t
∑

k′=m+1

z(k′−m)j





∏

r∈Rj

α− αr

βk′ − αr

∏

l∈[m+t]−k′

α− βl

βk′ − βl



 ,

(5)

j ∈ [d], where zij for i ∈ [t] and j ∈ [d] are independently
and randomly selected from the finite field F, and for j ∈
[d], Rj is defined as in Construction 1, i.e., Rj = {i : j ∈
Zi, i ∈ [P ]} where Zi = {imod d, i + 1mod d, · · · , i + d −
s − 1mod d}. In the following, we describe the t−private
Sparse LCC scheme.
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Construction 2 (t−private Sparse LCC):

Master node (encoding): For all i ∈ [P ], the master node

sends X̃i = (x̃i1, · · · , x̃id) to worker node i, where

x̃ij = g̃j(αi), j ∈ [d].

Worker nodes: For i ∈ [P ], worker node i computes f(X̃i)
and sends the output to the fusion node.

Fusion node (decoding):

1) Waits till it collects the output of
(

⌈P
d
⌉(d− s) +m+ t− 1

)

deg(f) + 1 worker nodes.

2) Interpolates f(g̃(α)).
3) Evaluates f(Xi) = f(g̃(βi)) ∀i ∈ [m].

Proof Sketch of Theorem 5.1 In order to prove the
theorem, it suffices to show that Construction 2 is valid.
That is, it suffices to show that it satisfies the sparsity,
decodability, and privacy conditions.
First, the sparsity condition is satisfied by recalling that,

in Construction 2, x̃ij = g̃j(αi), where g̃j(αi) is as defined
in (5), and observing that {αi−αr}r∈Rj

is a subset of the
factors of g̃j(αi) (i.e., x̃ij). Therefore, x̃ij evaluates to zero
whenever i ∈ Rj .
For the decodability, notice that f(g̃(α)) is of degree

deg(f) in g̃ and g̃ is of degree at most ⌈P
d
⌉(d−s)+m+t−1

in α; hence, f(g̃(α)) is of degree at most (⌈P
d
⌉(d − s) +

m + t − 1) deg(f) in α. Since the output of the worker
nodes can be seen as evaluations of the polynomial f(g̃(α))
at distinct α1, · · · , αP . Once the fusion node receives the
output of any (⌈P

d
⌉(d− s)+m+ t− 1) deg(f)+1 different

worker nodes, it can interpolate the polynomial f(g̃(α)).
Moreover, notice from (5) that g̃j(βi) = xij ∀i ∈ [m], j ∈
[d]. That is, g̃(βi) = Xi ∀i ∈ [m] which directly implies
that f(Xi) = f(g̃(βi)) ∀i ∈ [m].
Lastly, the privacy condition in Construction 2 is im-

plied by the fact that each of the worker nodes receives
an evaluation of g̃(α) in which the linearly combined
private inputs are mixed with a linear combination of t

independent and randomly selected values from F such
that no t evaluations of g̃(α) can recover the linearly
combined encoded inputs. �

VI. DISCUSSION: THE t-PRIVATE SPARSE LCC AS A

UNIFYING CODING SCHEME

The t-private Sparse LCC scheme introduced in this
paper can be considered as a unifying coding scheme that
includes LCC codes [17] and ShortDot codes [3] as special
cases. Specifically, the Sparse LCC scheme reduces to the
LCC scheme if s = d, and reduces to ShortDot codes if
the function of interest f is defined as f : FN×1 → F such
that f(X) = CTX, for some constant C ∈ F

N×1, and the
data set on which f to be evaluated is X = {X1, · · · , XM},
where N ≫ M .
In addition, it is worth mentioning how t−private Sparse

LCC differs from the work in [18]. In [18], a sharing scheme
denoted by Polynomial Sharing is proposed to privately
compute an arbitrary polynomial function of interest un-
der a communication constraint from the source nodes
to the worker nodes. The main difference between the
Polynomial Sharing scheme and the t-private Sparse LCC

is that the Polynomial Sharing is constructed based on
defining private schemes over basic matrix operations (e.g.,
addition and multiplication of two matrices), and then
extending to general polynomial functions (with arbitrary
degree) by recursively applying the private scheme for the
multiplication (or addition) of two matrices. This requires
applying multiple communication round to privately com-
pute the polynomial function of interest. However, in the
t-private Sparse LCC, only one communication round is
needed to compute any polynomial function of interest.
However, the t-private Sparse LCC scheme requires more
number of worker nodes P compared to the Polynomial
Sharing scheme for the same t privacy guarantee.
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