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Key Points:

- For the first time local, dynamic, 2D electric field estimates are merged with a global
empirical model.

- Local meso-scale electric field variability is successfully communicated to GITM.

- The energy deposited locally in HIME-driven simulations are higher compared to
Weimer-driven simulations.
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Abstract

Global Circulation Models (GCMs) for the ionosphere-thermosphere system (I-T) tra-
ditionally use empirical models to specify upper boundary conditions to represent so-

lar wind and magnetospheric drivers. However, the magnetosphere, ionosphere and ther-
mosphere systems are coupled on different spatial and temporal scalesDuring increased
levels of geomagnetic activity, these empirical models can’t resolve dynamic electric field
variability (<500 km, <15 minutes) because of their statistical nature and/or low spa-

tial and temporal resolutions. This results in an underestimation of energy input to the
ionosphere, causing disagreements between model results and observation§his paper
introduces a new framework to incorporate dynamic electric fields into GCMs: High-latitude
Input for Meso-scale Electrodynamics (HIME). As a demonstration HIME uses the Poker
Flat Incoherent Scatter Radar (PFISR) electric field estimates during an experiment on

2 March 2017. The electric potentials were calculated using the PFISR estimates and
merged with a global empirical model of electric potential. A set of high-latitude elec-

tric potential drivers were used to drive the University of Michigan Global lonosphere
Thermosphere Model (GITM) to understand the effects of driving at different scales. Data
vs model comparisons for ion temperature, electron temperature, and electron density
are provided along the PFISR beams. The ion convection velocities and neutral winds

at the PFISR location are compared with the PFISR and Scanning Doppler Imager (SDI)
data. The effects of different multi-scale drivers are investigated. The results showed en-
ergy deposited by HIME-driven simulations was locally larger by approximately an or-

der of magnitude compared to the empirical model-driven results.

1 Introduction

Magnetospheric energy is deposited to the high-latitude ionosphere mainly through
Joule heating and particle precipitation processes (Knipp et al., 2004, 2005; Turner et
al., 2009; Schunk & Nagy, 2009). Especially during geomagnetic storms the amount of
electromagnetic energy deposited can reach up to 10W (Rodger et al., 2001). Such energy
input significantly alters the I-T conditions by driving from above, generating acoustic-
gravity waves (Williams et al., 1988; Balthazor et al., 1997), causing changes in wind patterns
(Emery et al., 1999), density and temperature profiles (Mikhailov & Foster, 1997; Lei et al.,
2004; Richards et al., 2010; Sydorenko et al., 2015)Therefore, it is necessary to realistically
determine the characteristics of the energy input to understand I-T dynamics.

The dissipation of the magnetospheric energy though Joule heating can be quantified
using Pedersen conductivity, electric fields, neutral winds and geomagnetic field (Schunk &
Nagy, 2009). Unfortunately, as explained by Thayer (1998) the simultaneous observation of
these four quantities over the entire high-latitude ionosphere is not possibldhus, the efforts
to understand IT responses to magnetospheric drivers rely mostly on global circulation
models (GCMs). GCMs use empirical relations to estimate the electric field potentials
(Heelis et al., 1982), (Heppner & Maynard, 1987; lijima & Potemra, 1976;Weimer, 2005),
and particle precipitation (Hardy et al., 1985; Roble & Ridley, 1987; Fuller-Rowell & Evans,
92; Newell et al.,, 2002; Y. Zhang & Paxton, 2008; Newell et al., 2009), which result in
spatially binned and statistically averaged inputs. ~ However, as first shown by Codrescu
et al. (1995) the energy deposition can be significantly underestimated when the temporal
and spatial variability of the high-latitude electric fields are ignored. Richmond (2010)
argued that energy dissipated through large-scale structures (>15 minutes and >1000 km)
do not make a large contribution as smaller-scale structures do over a localized region.
Similarly, Brekke and Kamide (1996) demonstrated that the fluctuating electric fields can
dominate the Joule heating rates by affecting the ion neutral interactions at auroral electrojet
locations. The temporal and spatial distributions of the electric field fluctuations at the
ionosphere were studied extensively by Cousins and Shepherd (2012), using Super Dual
Auroral Radar Network (SuperDARN) radars. They have demonstrated that structures
with 45 to 450 km of spatial and 2 to 20 minutes of temporal resolution exhibited changes in
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magnitude between +60mV /m in magnitude. In addition, they have discussed the effects of
spatial variability on temporal fluctuations and estimated the range for temporal variability

to be between 10 to 16 minutes for the nightside,  high-latitude ionosphere. The small-
and meso-scale fluctuations defined by such studies were not resolved by the empirical
models of high-latitude electric fields, contributing to the systematic underestimation of
Joule heating in GCMs (Deng & Ridley, 2007; Deng et al., 2009)In general, spatiotemporal
properties of high-latitude drivers are categorized through Field-Aligned Current systems
(FACs), however there is no widely accepted categorization for electric field properties.
Using Space Technology 5 spacecraft data,Gjerloev et al. (2011) identified the large-scale
as above 200 km for FACsForsyth et al. (2017) used Swarm Mission current measurements
and expanded the large-scale definition as above 450 km, citing the limited capabilities of
single-spacecraft techniques.They also commented that the highest correlation among the
spatial and temporal properties were observed above 60 seconds for large-scale currenth
this paper, we define meso-scale electric field variability as between 100 to 500 km spatially
following the definition in Q. Zhu et al. (2019), and between 2-15 minutes temporally based
on the Forsyth et al. (2017) study for the lower limit, and Cousins and Shepherd (2012) for
the upper limit.

Data assimilation models can also be used to incorporate high-latitude drivers to GCMs.
A frequently used technique is the Assimilative Mapping of lonospheric Electrodynamics
(AMIE) procedure by the National Center for Atmospheric Research (NCAR) (Richmond
& Kamide, 1988; Lu et al., 2001). AMIE uses a combination of spacecraft and ground-based
measurements to obtain the optimal high-latitude ionospheric electric potentials, convection
patterns, conductance profiles, auroral energy flux and characteristic energy self-consistently
(Lu et al., 2014). However, the performance of the AMIE technique is closely related to the
data coverage, quality and resolution. In addition AMIE uses an empirical auroral conduc-
tance model to calculate the relation between electric fields and precipitation (Richmond
etal.,, 1998). These limitations often result in underestimation of electric field variability
(Crowley & Hackert, 2001; Matsuo et al., 2003; Cosgrove et al., 2009), and consequently in
lower Joule heating rates and cross-polar cap potentials (Lu et al., 2001). Verkhoglyadova
et al. (2017) showed that improving driver characterization could improve energy budget
calculation in GCMs.

Both empirical and data assimilation models ignore the neutral wind dynamics, which
is another contributing factor to Joule heating.  Heelis and Coley (1988) found that there
was a mismatch between the peaks of measured ion temperatures and calculated Joule heat-
ing rates when neutral winds were neglected.Thayer et al. (1995) and Thayer and Semeter
(2004) theoretically showed that 10 to 30% of the electromagnetic energy was transferred
to the neutrals as mechanical energy. In addition, neutrals were able to act as a dynamo
generating electric fields. After the realization of the role of neutral winds, GCMs that
incorporate neutral dynamics became an integral part of studies quantifying storm time
energy input to the I-T system. Crowley et al. (2006) used NCAR'’s TIEGCM to study the
20 November 2003 magnetic storm and reported neutral wind driven composition changes
from high to mid-latitude regions both in modeled response and Global Ultraviolet Imager
observations. Deng and Ridley (2006) used GITM to understand the coupling between
ion convection patterns and neutral winds and validated the model results with WINDII
observations. Recently, J. Zhu et al. (2016) revisited the ion and electron temperature calcu-
lations in GITM, adding time-dependent energy equations, field-aligned thermal conduction,
heating and cooling rates that consequently improved comparisons of GITM results to ISR
measurements and the International Reference lonosphere.

The magnetospheric magnetohydrodynamic models can provide global and high-resolution
ionospheric electrodynamics input. In these models the ionospheric electric potentials can
be calculated from the closure of FACs (Ahn etal.,, 1983; Goodman, 1995), whereas the
auroral precipitation and conductance are obtained by using empirical and physical rela-
tions (Knight, 1973; Robinson et al., 1987; Janhunen et al., 1996; Raeder et al., 1998;
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Ridley et al., 2004; Wiltberger et al., 2009; Khazanov et al., 2017). Many studies demon-
strated that the global MHD models reproduce observed transient perturbations that link
magnetosphere-ionosphere systems ((Fujita et al., 2003a; Kataoka et al., 2004; X. Y. Zhang
et al., 2010; Yu. & Ridley, 2011; Ozturk et al., 2018, 2019). However, the modeled transient
perturbations are mostly in the Pc-5 range with spatial scales of a few Earth radii in the
magnetosphere.Furthermore, these first-principles models can not fully capture the kinetic
processes associated with magnetic reconnection ((Birn et al., 2001) and references therein),
and wave-particle interactions in the equatorial magnetosphere (Wiltberger et al., 2005;
Connor et al., 2016). Combined with the simplifications used for auroral processesMHD
models often tend to mischaracterize the Region-2 FAC systems and precipitation patterns.

With funding from the National =~ Science Foundation (NSF), SRI has deployed and
been operating the Poker Flat Incoherent Scatter Radar (PFISR) since 2007. Line-of-sight
measurements from PFISR multi-beam experiments are routinely used to construct two di-
mensional plasma flow and electric fields (Heinselman & Nicolls, 2008; Nicolls et al., 2014;
Clayton et al., 2019). In addition PFISR provides electron density, and electron and ion
temperature profiles measured along the beams These measurements can be used to drive,
regional (Grubbs et al., 2017), or validate global, numerical models (Liuzzo et al., 2014;
Ozturk et al., 2018). PFISR can also run special modes on request that sample different
regions or provide different resolutions. One such mode is called "isinglass v3.0” which was
designed to aid the ISINGLASS (lonospheric Structuring:  In Situ and ground-based Low
Altitude Studies) mission (NASA 36.303/4, Pl Kristina Lynch/Dartmouth College). ISIN-
GLASS consisted of two sounding rockets launched into the auroral form to simultaneously
measure the plasma flow field at different locations. Various ground-based sensors located
in Alaska were also assisting the ISINGLASS measurements during the missionThese sen-
sors consisted of multiple wide angle and limited field of  view cameras and Fabry-Perot
interferometers (Clayton et al., 2019). Using PFISR data collected during ISINGLASS, it
was possible to reconstruct the F region plasma flow with a latitudinal step size of 0.25
degree spatial resolution and a temporal resolution of 66 seconds. These resolutions are
sufficient to resolve meso-scale structures and the measurements display significant electric
field variability both spatially and temporally.

To investigate driving by meso-scale electric fields on the I-T system, we developed a
new framework, High-latitude Input for Meso-scale Electrodynamics: HIME. With this new
framework we can now account for the local meso-scale electric field variability in a global
I-T model, so that its role during certain intervals and locations can be analyzed. We used
aforementioned local 2D electric field estimates from PFISR, calculated the electric poten-
tials and merged them with a global empirical model to specify upper boundary conditions
for GITM. With HIME-driven GITM simulations, we aim to analyze the energy transferred
to the I-T system through the meso-scale electric fields and determine the fundamental phys-

ical processes that cause the observed and simulated localized changes in plasma parameters.

With PFISR operating continuously since March 2007, there exists more than a solar cycle
of continuous ISR observations that can be used in support of global data assimilation and
global model refinement efforts. Continuous ISR observations also present an opportunity
for use in nowcasting. Thus it is timely and crucial to develop such a framework that can
incorporate meso-scale driving in global models to further understand the dynamics and
energy budget of the high-latitude IT system at multi-scale.

This paper discusses the HIME methodology to incorporate the 2D PFISR electric

field vector estimates derived from the special ’isinglassv3.0’ mode during 2 March 2017.
The data sets used for driving and validating the model are described in the next section.
The adaptation of upper boundary conditions to incorporate localized 2D electric fields is
detailed in Section 2.2. Section 3 discusses the modelvalidation with PFISR line of sight
measurements and Scanning Doppler Imager (SDI) data. In Section 4, we examine the
implications of data-model comparisons and differences in underlying physical mechanisms
between large- and meso-scale driving. This is followed by a discussion on sources of un-
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certainties, and possible future directions to improve the suggested HIME framework. We
conclude with the summary and key findings of the study in the last section.

2 Methodology

2.1 Data Sets
2.1.1 Solar wind and IMF Conditions on 2 March, 2017

The 1 minute averages of IMF (a), solar wind velocity (b), density (c), dynamic pressure
(d), symH index (e) and AE (f) data from the OMNI database (https://omniweb.gsfc
.nasa.gov/form/omni min.html) are presented in Figure 1. The storm onset was around
0430 UT on 1 March. The solar wind speed gradually increased from 400 km/s to 700 km/s
over the course of 20 hours as shown in Figure 1b.The solar wind density shown in Figure
1c also increased in the first 8 hours of this period, then started decreasing around 1200 UT
on 1 March. Figure 1d shows the solar wind dynamic pressure, which follows a similar trend
to solar wind density, however the decrease following 1200 UT was not as sharp due to the
drop in solar wind velocity. The symH index presented in Figure 1e showed a gradual drop
following the storm onset. In addition, the AE index in Figure 1f showed an initial short-
lived elevation around 0600 UT on 1 March, followed by a series of stronger enhancements
starting around 1000 UT.

The interval selected for study coincides with the the recovery phase of the storm,
between 0630 UT to 0800 UT (blue shaded region) on 2 March. The IMF B z had multiple
turnings at this interval, but mostly stayed negative between 0648 UT-0732 UT. The solar
wind speed was around 650 km/s indicating high speed stream3he variations in solar wind
density and dynamic pressure were small during this time. The AE index was fluctuating
and had two peaks at 500 nT around 0645 UT and 07220 UT on 2 March.These solar wind
and IMF values were used as input for the empirical convection and precipitation models.

2.1.2 PFISR Measurements

Located at the Poker Flat Research Range (65.13 N and 147.57 W in geographic and
65.4 N and 93.5° W in magnetic coordinates), PFISR is a phased-array radar, which can
be steered on a pulse-to-pulse basis (Heinselman & Nicolls, 2008). The steering allows
for different beam measurements to be combined into a simultaneous measurement when
integrated over time (J. Semeter et al., 2010; Nicolls et al., 2014).

This study uses the technique introduced by Nicolls et al.  (2014) to estimate the F-
region electric potential on a 2-D grid from the PFISR line-of-sight velocity measurements.
The technique determines F-region electric potential that is consistent with the PFISR line-
of-sight velocities assuming F-region velocities are dominated by the E x B drift and has
the smoothest electric fields. The formulation in terms of electric potential guarantees the
resulting electric field estimate is curl-free. For a monostatic radar with a modest number
of beam positions the inverse problem is ill-posed and underdetermined. The problem is
regularized by minimizing a measure of the roughness of the electric fields while constraining
the solution with the line-of-sight measurements.

The PFISR operation mode was ’isinglassv3.0’ which took place between 0626 UT to
1700 UT (2226 to 0900 local time) on March 2, 2017 to support the ISINGLASS sounding
rocket experiment (Clayton et al., 2019). This experiment was designed to provide high
cadence F-region measurements under the expected trajectory of the ISINGLASS sounding
rocket. All pulses are 330us uncoded long pulses which are then input into autocorrelation
functions and fit at 24.5 km range resolution. The experiment interleaves three frequency
channels and 15 beam positions pointed downrange, with the 10 beam positions in the
center under the expected rocket trajectory being revisited three times as frequently as
the 5 beams on the edges. The beam configurations are shown in Figure 2a (geo) and b
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Figure 1. The OMNI values of x (purple),

(a), the x component of solar wind velocity (b),

fields.

y (green), z (orange) components of magnetic field

solar wind density (c), dynamic pressure (d) and
symH index (e) are shown between 1 March 2017 0300 UT to 2 March 2017 1400 UT.  The blue
shaded region between 0630-0800 UT shows the time interval studied with PFISR driven electric
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Figure 2. The PFISR beam configurations shown in geographic coordinates (a) and in magnetic
coordinates with the 2D grid points (b). Each beam is shown with a different color. The pink star
shows the location of PFISR, the blue diamonds show the locations of SDI sites.

(mag). The pulse sequence repeats once every 0.735 sand each sequence contains 6 or 2
pulses per frequency channel per beam in the center or edges, respectivelylhe fitted data
presented here integrates over 90 sequences (66.15 s) and combines all frequency channels,
thus providing 1620 or 540 pulses worth of statistics in the center or edges, respectively.
The 2D grid for the estimated electric field values are shown in 2b.The spatial resolution of
the estimated electric fields is 0.15° in magnetic latitude and 0.34 ° in magnetic longitude,
ona7.5 inlatitude, 16.5 inlongitude domain, which is larger than the area covered by
the PFISR data itself.

2.1.3 Scanning Doppler Imagers

The F region neutral wind velocity vectors are obtained from three all-sky scanning
Doppler imagers (SDI) located in Alaska (http://sdi server.gi.alaska.edu/sdiweb/
index.asp). The SDIs are located at the Eagle [64.78" N, 141.15 W], Poker Flat Research
Range [65.12N, 147.43 W], and Toolik [68.63" N, 149.6 W] sites and are shown with blue
diamonds on Figure 2a. SDIs in these sites are wide FOV Fabry-Perot interferometers
collecting optical emission profiles at different wavelengths, which are combined with the
Doppler shifts to derive LOS velocities (Conde & Smith, 1995). The zonal and meridional
winds were then inferred from the LOS winds ((Dhadly et al., 2015) and references therein).
For this study, the 6300 A Oxygen red line profiles corresponding to “250 km altitude
(Schunk & Nagy, 2009) were used.The temporal resolution of the data is 2.5 minutes, with
Eagle site only covering the interval between 0645 UT to 0733 UT.

2.1.4 All-sky Camera Images

The visible auroral intensity between 0630-0800 UT is studied through the Poker Flat
digital all-sky camera (DASC) collocated with PFISR in Alaska, 65.12 N, 147.43 W (Conde
etal.,, 2001). DASC uses an Electron Multiplying Charge-Coupled Device and has three
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filters for 427.8 nm (blue), 557.7 nm (green), and 630.0 nm (red) emissions and it cycles

through these filters with a temporal resolution of 12.5 seconds between consecutive sampling

at the same wavelength (Fernandes et al., 2016). The Poker Flat DASC data is available
through http://optics.gi.alaska.edu/optics/. In this study the green and red emission
lines are used, which correspond t6'100-150 km interval and 250 km altitudes respectively.

2.2 Description of HIME Framework

The default high-latitude drivers for GCMs are inherently large-scale. Therefore, the
HIME framework has been developed to incorporate meso-scale drivers as high-latitude
boundary conditions to drive GCMs. In this framework ISR measurements, which carry
information about the local meso-scale drivers,specifically electric fields are incorporated
to a global empirical model of high-latitude electric potentials. With this approach a multi-
scale global potential pattern could be defined which would enable simulating similar local
conditions over measurement sites. We used HIME-driven GITM simulations to further
investigate the effects of meso-scale electric fields on the local I-T system.

GITM is a first-principle global ionosphere-thermosphere model developed at the Uni-
versity of Michigan (Ridley et al., 2006). It solves Navier-Stokes equations for neutrals
and transport equations for plasmas on a three-dimensional, geographic longitude, latitude
and altitude based, non-uniform, stretched grid, assuming a non-hydrostatic solution. The
model self-consistently solves for the electron, ion and neutral temperatures (J. Zhu et al.,
2016). The heating terms in GITM are EUV, Joule, auroral, conduction and chemical
heating, whereas the cooling is calculated from NO, CO,, and O, radiative cooling terms.

By default GITM uses the Weimer Model (Weimer, 2005) to specify the upper boundary
conditions for the electric potentials (Ridley et al., 2006). Based on 45-minute averaged
measurements from the Dynamics Explorer-2, IMP-8, and ISEE-3 satellites, the Weimer
model provides electric potentials in Altitude Adjusted Corrected Geomagnetic Coordinates;
binned based on solar wind, IMF parameters, and tilt angle (Weimer, 2005). To determine
the auroral precipitation the Oval Variation, Assessment,Tracking, Intensity and Online
Nowcasting (OVATION) model was selected from amongst the models built into GITM.
The OVATION model provides the location and intensity of the auroral oval, taking into
account precipitation from electron and ion diffuse aurora, in addition to the mono-energetic
and broadband precipitations from discrete aurora (Newell et al., 2009). The resolution of
the auroral precipitation output is 0.25h in magnetic local time, 0.25 ° in magnetic latitude
and 15 minutes in time (Newell et al., 2002).

The HIME outputs are introduced as upper boundary conditions for the electric poten-
tials through existing AMIE framework into GITM (Yigit & Ridley, 2011; Verkhoglyadova
et al., 2017) through a user defined box region. This procedure does not require a major
modification to the GITM source code and only involved interfacing efforts.  The calcula-
tion of the potential patterns and the grid resolution selection procedures to prepare these
high-latitude boundary conditions are described in the following sections.

2.2.1 Electric Potential Calculation

At high-latitudes, the two most important drivers for the I-T system are the electric
potentials and the auroral precipitation. In order to drive the global system, GITM requires
electric field potentials defined at each grid point. To further investigate the effects of the
meso-scale structures seen in PFISR observations, we first calculate the contribution to
electric potential through these fields.

¢! DSO: 150
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Figure 3. The electric potentials from Weimer model (a), combined with the differences calcu-
lated from PFISR measurements in x (b) and y (c) directions at 0630 UT, 02 March 2017.

The PFISR electric field measurements provide x (zonal) and y (meridional) compo-
nents, which are the gradients of the electric potential in x and y directions as shown in
Equation 1.

00 00
EX:_W'Ey:_W (1)

Using the forward Euler method to integrate the electric fields, the x and y components

of the electric potential can be found as shown in Equations 2 and 3.

ADx, = q)x,.,(1 - Py, =-E xi 4 X, (2)

ADy, =@y, by, =-E y; 4Y 3)

The potential differences, which will result in measured electric fields on the same grid
once derived, can then be added to a baseline potential solution, such as Weimer potentials
to drive a global numerical model. Figure 3 summarizes the difference between default
input versus the HIME input. Figure 3a shows the Weimer potentials which are combined
with A® x (b) and A® y (c) at 0630 UT. In order to eliminate the boundary discontinuity
between the baseline and the added potentials, the built-in 2D Gaussian filter in the SciPy
Library (Jones et al., 2001) was used. The 2D Gaussian filter is a convolution operator
that determines the degree of smoothing based on the standard deviation of  the fitted
distributions.

2.2.2 Determination of the grid size

GITM currently does not have an adaptive mesh refinement implemented, = however
significant work is ongoing to incorporate nested grids (Deng et al., 2019). For global
applications the grid size is typically chosen as 4 ° inlongitude and 1 ° in latitude. The
PFISR 2D electric field estimates for the isinglassv.3 mode, has a spatial resolution of 0.15
in magnetic latitude and 0.34 ° in magnetic longitude. In order to resolve the meso-scale
electric fields, the grid size in the global domain should be smaller than the default values.
However, for a global application with uniform grid sizes, the computational cost increases
significantly with increased resolution. To determine the optimum grid size, the electric
field estimates were first downsampled to uniform grids. Then, the electric potentials were
calculated using the Forward Euler formula shown in Equations 2 and 3. Using the central
differencing algorithm, which is identical to the one used in GITM, the new electric fields
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Figure 4. The contoursin x (top) and y (bottom) directions at 0629 UT showing PFISR
" x1° (b), 0.75 x0.75" (c), 0.35 x0.35" (d)

measured (a) and derived electric fields with 1

sampling.®

in x and y directions were calculated.

=179

¢Figure 4 shows x (top) and y (bottom) compo-

nents of estimated PFISR electric fields (a) and down sampled electric fields on 1x 1° (b),

Ex [mV/m]

Ey [mV/m]

0.75 x 0.75" (c), and 0.35 x 0.35" (d) grids. As the grid size decreases, more of the electric

field features were resolved.

The percentage errors between the PFISR estimated and the calculated electric fields,

omitting the boundaries, for different grid sizes are shown in Figure 5a and b for x and y

components respectively.The boxplot shows the distribution of percentage errors averaged

over the entire grid between 0630-0800 UT. The purple lines inside the boxes show the
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Figure 5. The electric field percentage errors for different grid resolutions calculated in x and y
directions are shown. The box plots display the distribution of the mean error throughout the grid
at a given time for a given resolution, purple lines show the median of error values. Green bars
show the required amount of CPU nodes for each “®grid resolution.

median of the distribution. To find the computationally optimum grid, the CPUs needed
for each operation are shown with green bars on Figure 5. “3The relationship between the
grid resolution and required nodes is non-linear. Consequently, the computational costs in-
crease significantly as the resolution increases, as well as the memory requirements for each
run. Therefore, the 0.75" was chosen as the computationally most effective grid size to re-
solve meso-scale features as defined in this study. The distance between grids are around 80
km in latitude, and 35 km in longitude close to PFISR. The PFISR electric field estimates
were down-sampled to a 0.75 grid to calculate the global HIME potentials.

2.2.3 Simulation Setup

The simulations were driven by 1-minute resolution OMNI solar wind and IMF data,
starting from 2 days prior to the event, 28 February 2017 0600 UT, to allow for initial-
ization. The F10.7 flux (available from the NOAA Space Weather Prediction Center,
ftp://ftp.swpc.noaa.gov/pub/indices/old_indices/2017_DSD.txt)was used for iono-
spheric conductance calculations. The electric fields were obtained from Weimer (Weimer,
2005) and the auroral precipitation was obtained from the OVATION Model (Newell et al.,
2009). The simulation grid covered the entire globe with a uniform 0.75 grid size in latitude
and longitude, and the altitude extended from 100 to 600 km with a resolution of one third
of the scale height. ¢

¢ The Weimer Model (Weimer, 2005) represents the large-scale electric fields in the
ionosphere, however it can still underestimate the magnitude of these fields (Rastatter et al.,
2016). Comparing the results from Weimer driven GITM simulations with the HIME-driven
GITM simulations will not directly address how the meso-scale electric fields are affecting

o f . o f .
¢ DSO: -Even though the Weimer Model—(Weimer, 2005) represents the large-scale electric fields in the

ionosphere, it can still underestimate the magnitude (Rastatter et al., 2016).
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the I-T system because of the difference in magnitude of the large-scale electric field® The
PFISR electric field estimates can be decomposed into quasi-static (background, large-scale)
electric fields and dynamic electric fields to address this problem. ®To calculate the back-
ground electric fields, we take the boxcar average of the PFISR electric field estimates as
shown in Equation 5.

Ebackground wi =<E xi Z30min. 4)

Ebackground yi =<E yi > 30min. (5)

“'Here Ex; and Ey,i shows the x and y components of the PFISR electric field estimates.
The chevron brackets, <, >, show the time averaging. The 30 minute duration was selected
for the boxcar averaging since it is twice the period of the temporal  upper limit of meso-
scale fields. These background electric fields are then used to calculate background electric
potentials, as was previously shown in Equations 2 and 3.

®2The dynamic electric fields can be calculated by subtracting the background electric
fields from the PFISR estimates.

E variable ; = Exi ~ E background (6)

E \ariable i =Eyi~ E background ; (7)

®Here Ebackground « and Ebackground ,; are the 30-minute boxcar averages calculated
forthe i ™ time step. Similarly, the variable electric potentials are calculated from these
variable electric fields and combined with the Weimer Model as discussed in Section 2.2.1.

The 30 minute boxcar averaged values for the x (a) and y (d) components of the PFISR
electric field estimates at 0639 UT are shown on the top row of Figure 6 to demonstrate the
drivers at a given time step. The background Ex was mostly zero, whereas the background
Ey was around 30 mV/m, indicating the electric fields were mostly northward at this time.
The variable x (b) and y (e) components of the estimated electric fields are shown in the
middle row of Figure 6. The variability seen above the PFISR location, consisted of a positive
cell towards the west and a negative cell towards the east in the longitudinal direction. The
variability seen in the latitudinal ~ component was a stronger field around PFISR with a
weaker cell to the north.  The bottom row of Figure 6 shows the estimated x (¢) and y
(f) electric fields from PFISR, where both fields show properties from both the background
and variable electric fields. To summarize, four different time dependent drivers were used
throughout the paper which are shown in Table 1. These runs are named as Weimer,
Background, Variable and Total respectively. We will refer to these runs as GITM [W],
GITM-HIME [B], GITM-HIME [V] and GITM-HIME [T] in the following sections to ease
tracking of the corresponding simulation results.

We start by investigating how the different electric potential input was conveyed in
GITM. Figure 7 shows data-model comparisons extracted at 210" longitude, 66 latitude
for the two components of electric fields between 0630-0800 UT. The PFISR estimates

in-the-variable-electric fields-as-shown-in-Equations 6-and 7. Similarly, the variable electric potentials are
calculated from these electric fields and combined with the Weimer Model as discussed in Section 2.2.1.
3 DSO: Text added.
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of the 2D PFISR electric field measurements in geographic coordinates at 0639 UT. The star shows
the location of PFISR.

Table 1. Definition of simulations and their drivers

Simulation Name

Potentials Used

GIT MW ]
GIT M - HIMEIB]
GIT M - HIME[V ]
GIT M - HIMEIT ]

Weimer Model
Weimer Model + Potentials from PFISR Background Fields
Weimer Model + Potentials from PFISR Variable Fields
Weimer Model + Potentials from Total PFISR Fields
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Figure 7. The temporal variation of the PFISR estimated and modeled electric field components
are shown between 0630-0800 UT. The gray lines show PFISR 2D electric field estimates, the
yellow (GITM[W]), green (GITM-HIME[B]), blue (GITM-HIME[V]), and red (GITM-HIME[T])
lines show simulated responses.The upper panel shows the east-west and the bottom panel shows
the north-south components of electric field values taken at 210" longitude, 66" latitude.

of Ex fluctuated around 0, whereas the average values of E, during this interval were
around 30 mV/m.  For both components, Background driven (GITM-HIME[B]) simula-
tion results showed a better trend compared to estimates, as opposed to Weimer driven
(GITM[W]) electric field results.  Similarly, Variability driven simulation results (GITM-
HIME[V]) demonstrated a more dynamic behaviour and overall a better match with the x
component. Although, it was successfulat capturing the timing of peaks and minimums,
GITM-HIME[V] electric fields underestimated the magnitude of the electric field for the y
component. For both components, Total electric field driven (GITM-HIME[T]) simulation
results performed best by means of capturing both the trend and the variability seen in the
PFISR estimates.

For the purpose of analyzing the results of HIME-driven GITM simulations, the quality
of the fitting was examined first. The reduced x? values determine the goodness of the fit,
and are used in order to assess how well the data is represented by the autocorrelation
functions (ACF) (Press et al., 2007). For ACFs with small errors, the reduced x? values
are close to 1. Here, we categorized the reduced x? values as Overfit (< 0.1), Good fit
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Figure 8. The distribution of the reduced x 2 values along the PFISR beams between 0630-0800
UT are plotted. The colors denote the altitude where the x 2 values are shown.

(0.1 - 10), and Bad fit (> 10).  As can be seen from the distribution presented in Figure

8, there are certain Beams, i.e: 5, 8, 13, that are more prone to bad estimates, as well as
certain altitudes, i.e: above 450 km.Therefore, beams with smaller reduced % distributions
(Beam-04 for east, 14 for west and 11 for center) and the altitude profiles below 450 km are
chosen for model validation throughout the paper.

3 Results

Below we discuss modeling results for several |I-T parameters (electron density, electron
temperature, and ion temperature) and compare them with PFISR measurements along
the beams. Figure 9 illustrates the change in electron density between 0630 to 0800 UT
along different beams. It is important to note that beams have different geometries, which
leads to different sampling altitudes among different beams. In order to compare similar
regions, the altitudes closest to 160 km (top), 250 km (middle) and 320 km (bottom) were
picked. The gray dotted lines show the PFISR measurements, whereas the gray shaded
regions show the range of errors associated with the measurements. The errors increase
with the altitude. The simulated electron density profiles are mostly within the measured
range showing a tendency for underestimation, especially at altitudes above 150 km. The
measurements show rapid changes which are not well captured with the simulation results.
Especially the 162 km profile along Beam 11 shows enhancements around 0640 to 0650
UT, 0705 to 0725 UT, and 0740 to 0750 UT with multiple minute-to-minute peaks. At
245 km along Beam 11, the modeled results perform well for capturing the overall trend
of electron density, however failed to reproduce the peaks between 0639-0650, 0705-0720
and 0740-0755 UT. The difference between modeled responses are more obvious at 160 km
profile. The GITM-HIME[V] and GITM-HIME[T] results showed a drop between 0700 to
0710 UT, followed by an enhancement around 0.5 - 18'M=3 around 0720 UT, whereas the
GITM[W] and GITM-HIME[B] results didn’'t show the drop and the enhancement.
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Figure 10 shows the evolution of the electron temperature between 0630 to 0800 UT,
along Beams 4, 11 and 14 at altitudes close to 160, 250, and 320 km.The electron temper-
ature does not change significantly between different altitudes or beams. Especially along
Beam 11, the simulated electron temperatures captures the overall trend of the measure-
ments well, except for overestimating the values around 500 K between 0718-07226 UT at
160 km. The electron temperature preserves the same variability but increases in magnitude
with altitude. The variability seen in electron temperature data is around 2 minutes, which
is closer to the lower limit of the meso-scale interval. Overall, the meso-scale drivers do not
alter the simulated electron temperatures considerably.

The change in ion temperature between 0630 to 0800 UT, is shown in Figure 11 in a
similar manner to Figures 9 and 10. In general, ion temperature decreases with altitude.
The profiles in Figure 11b demonstrates the key differences between drivers. The GITM-
HIME[B] and GITM-HIME[T] captures the overall trend of the measurements,especially
for the peaks at 0707 UT and 0743 UT, where GITM[W] and GITM-HIME[V] results don’t
compare well. All four simulation results fail to capture the peak at 0639 UT. It is important
to note that ion temperature results with GITM-HIME[B] have a higher magnitude, whereas
the GITM-HIME[V] results are more dynamic. Both behaviors, increased magnitude and
variability, can be seen in GITM-HIME[T] ion temperature profiles.

Figure 12 illustrates the three components of ion convection velocities, East-West (top),
North-South (middle), and Vertical (bottom), between 0630-0800 UT at three different lat-
itudes, 66 , 68", 70" along PFISR longitude. The gray lines show the PFISR 2D estimated
velocities extracted at the same locations, and the same color codes are preserved for sim-
ulation results which are extracted at 250 km. Figure 12a shows both the GITM-HIME[V]
and GITM-HIME[T] simulations capture the peaks and variability of the estimated velocity
measurements very well, however there is no clear winner throughout the interval. Simula-
tions driven with GITM[W] potentials do not show significant variations in time, remaining
constant around -500 m/s. Figure 12d shows the North-South component of the velocity.
Both GITM-HIME[V] and GITM-HIME[T] simulations capture the magnitude and vari-
ability of the estimated velocities very well, except for a brief interval between 0655-0710
UT. The North-South component of the velocity tended to be smaller than the East-West
component, however it became larger after 0745 UT. The vertical component of the velocity
shown in Figure 12g is the smallest component of the velocit@imilarly, the GITM-HIME[V]
and GITM-HIME[T] simulations outperformed the GITM-HIME[B] and GITM[W] simula-
tions. Likewise, the simulated East-West velocities compared at 68 ° demonstrated the
GITM-HIME[V] and GITM-HIME[T] simulations captured the variability and enveloped
the magnitude very well as shown in Figure 12b. Both the North-South and Vertical com-
ponents shown in Figures 12e and h were underestimated around the peaks at 0635, 0655,
0715, and 0725 UT. The Figure 12¢ shows the East-West velocity extracted at 70, close to
the upper boundary of the domain. The GITM-HIME[T] simulation results outperform the
others in comparison to estimated velocity. Both the GITM-HIME[V] and GITM-HIME[T]
simulations capture variability but miss the magnitude in North-South component shown in
Figure 12f. As for the vertical velocity in Figure 12i, the GITM-HIME[V] simulation results
had the best agreement with the estimated velocity.

To understand how the simulated neutral winds are affected by the meso-scale electric
fields, the neutral wind velocities around 250 km altitude are compared with the measured
neutral winds at the SDI sites, Eagle (left column), Poker Flat (middle column) and Toolik
(right column) as shown in Figure 13. At the Eagle site, measured neutral wind velocities
were around 50 m/s westward (Figure 13a) and around 25 m/s southward (Figure 13d).
The simulated velocities were larger, around 100 m/s westward, but gradually decreased
to 40 m/s towards the end of the interval. However, the simulation results showed initial
northward velocities around 75 m/s dropping to 65 m/s around 0800 UT. At the Poker
site, both the observed and the simulated velocities were westward ranging between 100 to
50 m/s (Figure 13b). Similar to the comparison with the Eagle site observations, the sim-
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ulations mischaracterized the neutral wind as northward whereas measurements indicated
southward flows (Figure 13e). At the Toolik site, neutral wind measurements indicated
mostly southward flows with speeds ranging from -20 to 60 m/s (Figures 13 c and f), how-
ever simulations indicated strong neutral wind in the northwest direction. The vertical
component of the neutral wind was slow and mostly fluctuated around zero in all three sites
(Figures 13g, h, and i). Although, the simulation responses didn’t differ much throughout
the period, GITM-HIME results for northward velocity started to diverge from GITM[W]
results around 0639 UT, resulting in an average of 5 m/s difference in magnitude onwards.
Similar behaviour was seen in Toolik and Eagle sites as well. ~ ¢'For the studied interval
the east-west components of the neutral winds are aligned with the ion convection profiles
shown in Fig 12. However, the modeled neutral winds do not show the same variability
displayed by ion convection profiles.

4 Discussion
4.1 Sources of Discrepancies

The ion convection comparisons of PFISR estimates with the GITM-HIME[V] and
GITM-HIME[T] simulations demonstrated promising results for the presented meso-scale
electric field variability modeling approach.The data-model comparisons of the electron den-
sity, electron and ion temperatures along the PFISR beams showed some disagreements.
Among compared quantities, the simulated neutral wind profiles showed the most discrep-
ancy compared to the observations, in addition to a very small response to the meso-scale
drivers. A detailed study on thermospheric weather simulations was conducted Harding
etal. (2019). Their results demonstrated that GITM simulations of  neutral winds only
showed limited spatial variability and had a low correlation factor compared with the ob-
servations. Therefore, we conclude that the poor agreement with the modeled and observed
neutral winds, is not immediately related to the scale of  the driving. °'However, recent
results by Zou et al. (2018) showed that meso-scale F region winds respond to transient
nightside plasma flows, and the responsiveness could be explained with strong ionization
and enhanced electron density associated with auroras. The remainder of this subsection
will focus on the electron density response.

To understand the reasons for the disagreement in simulated and observed electron
densities, we will first look at the comparisons illustrated in Figure 9b and e, in which the
time series of data from Beam 11 at 162 km and 245 km altitudes were displayed. The
PFISR electron density measurements showed some minute-to-minute changes, however
there were three intervals of enhancement that was consistent between these two altitudes.
These intervals were between 0640 to 0650 UT, 0705 to 0725 UT, and 0745 to 0755 UT.
One possible explanation for the underestimated electron density is the meso-scale electron
precipitation that might have occurred during these intervals.

Figure 14 shows the Poker Flat DASC green (top row) and red (bottom row) line images
between 0630-0650 UT. The green line images shows a significant enhancement in intensity,
exceeding 1000 Rayleighs, between 630 70" latitudes and 210" to 220" longitudes at 0640
UT. At 0645 UT, the enhancement is confined in a narrow band located at the northeast
corner and the intensity starts to diminish by 0650 UT. The red line profiles shown in bottom
row does not demonstrate a significant variation. The intensity enhancements seen in red
line images were around 300 Rayleigh. The second interval is displayed in Figure 15. The
green line images showed multiple arc like formations between 0705 to 0720 UT. At 0705
UT, with the peak intensity centered around 66 ° latitude and 221° longitude. At 0710 UT,
the peak intensity was located around 68° latitude and 210° longitude. At 0715 and 0720

¢! DSO: Text added.
¢! DSO: Text added.
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Poker Flat DASC Between 0630-0650 UT
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Figure 14. The Poker Flat DASC images corresponding to the first peak seen in PFISR Beam-
11 data are shown. The images show green and red line emissions at 0630 (a and €), 0640 (b and
f), 0645 (c and g), and 0650 UT (d and h).

UT, the main arc started to diminish.  The red line images on the bottom row of Figure
15 showed a persistent, narrow arc with a lower intensity around 400 Rayleigh, spanning
through 70" to 65" latitude of the DASC FOV. The third interval between 0740 to 0755 UT
was very dynamic as displayed in Figure 16The green line emissions were strong, exceeding
1000 Rayleigh, and peaked at 0745 and 0750 UT, spanning a wide range in latitude and
longitude. These peaks were visible in the red line images, with intensity enhancements
around 700 Rayleigh. Overall intensity of the auroral features seen in green line images
were higher from the red line images. The green line images correspond to ©2100-150 km
altitude, whereas the red line images correspond to 250 km altitude. The PFISR electron
density measurements for Beam-11 shown in Figure 9b and and e also showed differences
based on altitude, where the enhancement in the 162 km profile was significantly larger
than the enhancement in the 245 km profile.  The video showing the temporal evolution
of the visible aurora with Poker Flat DASC 427.8 nm is not discussed here, since this line
corresponds to lower altitudes ( 100 km).

The dynamic features shown in Figures 14, 15, and 16 indicate significant electron pre-
cipitation at meso-scales (Syrgsuo & Donovan, 2002; Nishimura et al., 2010), supported by
the rapid changes in time. However, the Ovation model used to drive GITM and GITM-
HIME, is a large-scale precipitation model and can not resolve these meso-scale precipitation
features. The electric fields and auroral precipitation are known to have an inverse relation-
ship at auroral region (Evans et al., 1977) and their self-consistent treatment is crucial to
further understand the meso-scale variability in the |-T system.

Not accounting for the meso-scale precipitation of energetic particles may also result in
mischaracterization of the electron temperature profiles shown in Figure 10. The enhanced
electron temperature changes the electron density profile through production and transport.
Since the electron production due to photoionization remains the same and the meso-scale
precipitation is not accounted for in all four simulations, the electron temperature doesn’t
change between different runs, resulting in similar photoionization, radiative, and dissocia-

2 DSO: 100-km-
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Poker Flat DASC Between 0705-0720 UT
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Figure 15. The Poker Flat DASC images corresponding to the second peak seen in PFISR
Beam-11 data are shown. The images show green and red line emissions at 0705 (a and €), 0710 (b
and f), 0715 (c and g), and 0720 UT (d and h).

Poker Flat DASC Between 0740-0755 UT
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Figure 16. The Poker Flat DASC images corresponding to the third peak seen in PFISR Beam-
11 data are shown. The images show green and red line emissions at 0740 (a and €), 0745 (b and
f), 0750 (c and g), and 0755 UT (d and h).
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tive recombination rates for electrons. Although the change in simulated electron density
can not be attributed solely to chemical production, transport can explain the differences
among HIME-driven responses between 0700-0730 UT shown in Figure 9&/e calculate the
electron density change rate at 250 km due to transport in east-west and north-south direc-
tions as discussed in Meng et al. (2016). To account for the east-west transport the change
in electron momentum flux is calculated between the east-west boundaries of the PFISR do-
main where the drivers were altered. Similarly, to calculate the north-south transport rates
the electron momentum flux change between the north-south boundaries of the PFISR do-
main were used. The expressions used in calculating the rate of change in electron density
due to transport terms are shown in Equations 8 and 9.

dne SNV> gast =<NV'> yest
(g )ew = Ax ©
dn <nV> poun —<NV> goum
(¢ ) = A ©
Y

Here ne shows the electron density, V was taken as the ion velocity, and <> denote
averages along the boundaries. Ax and Ay correspond to the height (maximum latitude-
minimum latitude) and width (maximum longitude-minimum longitude) of the PFISR do-
main.

Figure 17 shows the temporal evolution of the east-west (a) and north-south (b) trans-
port rates inside the PFISR domain. The east-west transport rates are an order of magnitude
higher than the north-south transport rates, owing to the strong northward electric fields,
and westward ion convection. Around 0656 UT, the GITM-HIME[V] transport rates start
to increase in the westward direction, followed by a decrease at 0701 UT. This decrease was
also seen in GITM-HIME[T] transport rates until 0716 UT. The increase and decrease in
GITM-HIME[V] westward transport explains the decrease and increase seen in the GITM-
HIME[V] electron density (Figure 9e) profile.  Similarly the decrease in GITM-HIME[T]
transport coincides with the increase seen in the corresponding electron density (Figure 9e)
profile.

4.2 Evaluation of lon to Neutral Energy Transport Terms

The ion temperature peaks didn’t compare well with the observed peaks. Investigating
Figure 11e in detail shows that the addition of variability improves the estimates of ion
temperature peaks, whereas including the background potentials corrects the trend and
magnitude of simulation results. In order to understand the ion temperature behaviour, the
factors contributing to the temporal variation of the ion temperature in GITM should be
considered. The contributions from the collision and frictional terms in the energy transfer
equation are shown in Equation 10.

dT, X 1 nimy,
= i ~-Tiy+m - v;)2
dt ,- pC, My +mi 3k (Tn i)y+mn(un ~ Vi) (10)

Here p denotes mass density, £is the heat capacity, n is the number density, m is the
mass, vh is the ion-collision frequency, k is the Boltzmann coefficient, T is the temperature,
while un and vi denote the neutral and ion velocities. The i and n subscripts refer to ions
and neutrals. In the results section, we have discusses that the missing electron precipitation
may be responsible for the disagreement between the observed and simulated electron den-
sity responses. Neutral wind observations and simulations also showed disparities, further
playing into the mischaracterization of ion temperature.

Despite the underestimated ion temperatures the model results are still useful in un-
derstanding the coupling between I-T systems.For large-scale and quasi-static structures at
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Electron Transport Comparisons
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Figure 17. The east-west (a) and north-south (b) components of the electron transport are plot-
ted in between 0630-0800 UT. The the yellow (GITM[W]), green (GITM-HIME[B]), blue (GITM-
HIME[V]), and red (GITM-HIME[T]) lines show simulated responses.

—26—



598

599

600

601

602

603

604

605

606

607

608

609

610

Height Integrated lon to Neutral Energy Transfer Rates

0.0150

_ GITM[W]

<~,:E 0.0125 - —— GITM-HIME[B]
= i —— GITM-HIME[V]
‘g —— GITM-HIME[T]
‘% 0.0075 4

=

o

— 0.0050 -

©

()

=

0.0000 T T T T T T T
06:30 06:40 06:50 07:00 07:10 07:20 07:30 07:40 07:50 08:00
0.0150

-
Q
~

o
o
et
N
v
L

0.0100 A

(b) 06:30 06:40 06:50 07:00 07:10 07:20 07:30 07:40 07:50 08:00

(c) 06:30 06:40 06:50 07:00 07:10 07:20 07:30 07:40 07:50  08:00
Time [HH:MM]

Figure 18. Theiontoneutral heat transfer (a), frictional heating (b), and Joule heating (c)
rates are plotted in between 0630-0800 UT. The yellow (GITM[W]), green (GITM-HIME[B]), blue
(GITM-HIME[V]), and red (GITM-HIME[T]) lines show simulated responses.

high-latitudes, the ion-to-neutral heat transfer rate (3k 8 (T ~T i) term) and the ion-neutral
frictional heating rate (m n(un ~ Vi)?) can be assumed equal ((Thayer & Semeter, 2004),
(Schunk & Nagy, 2009), (J. Zhu et al., 2016)). Following the definition of J. Zhu et al.
(2016), the Joule heating rate is treated as the complete neutral to ion collisional energy
transfer rate as shown in Equation 11.

de; X nym;v, 2
T myem, el Ti)+mn(un = Vi) (1)

Figure 18 shows height-integrated ion to neutral heat transfer, frictional heating and
Joule heating transfer rates calculated at every 5 minutes for four simulations.  The heat
transfer profile displays a peak around 0632 UT, followed by a drop. The transfer rate
increases again around 0647 UT and stays around 0.003 W/m until 0747 UT. The GITM-
HIME[B] and GITM-HIME[T] simulations produce heat transfer rates that are around 0.002
W/m 2 higher than GITM[W] simulations between 0647 UT to 0737 UT, followed by a
peak of 0.004 W/m? that GITM[W] missed. The frictional heating rate (Figure 18b) for
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Figure 19. The vertical profile of ion to neutral volumetric energy transfer rates integrated
between 0630-0800 UT are demonstrated. The yellow (GITM[W]), green (GITM-HIME[B]), blue
(GITM-HIME[V]), and red (GITM-HIME[T]) lines show simulated responses.

GITM[W] does not vary significantly compared to the heat transfer rate. On the other hand,
the GITM-HIME[B], GITM-HIME[V] and GITM-HIME[T] simulations all produce higher
frictional heating rates. The Joule heating rate, which is treated as the sum of ion to neutral
heat transfer and frictional heating rates, is shown in Figure 18clt follows a similar trend to
the frictional heating rate profile. Overall, the GITM-HIME[V] and GITM-HIME[T] rates
produce three peaks at 0632 UT, 0707 UT, and 0742 UT. These enhancements all coincide
with the increased ion temperature shown in Figure 11e.Altogether, both height-integrated
heat transfer, frictional and Joule heating rates significantly differ from the GITM[W] results
when more realistic drivers are employed. It is also important to note that the highest
contribution to the height-integrated energy transfer rates comes from altitudes below 150
km during the entire period.

Figure 19 illustrates the altitude profile of the total  ion to neutral volumetric energy
transfer (Joule heating) rates obtained from the simulations. It can be seen that the GITM-
HIME[T] and GITM-HIME[B] simulations resulted in higher energy transfer rates starting
from 110 km compared to GITM[W] simulations. This difference became especially more
pronounced between 180-300 km, where the GITM-HIME[V] energy transfer rates were twice
the magnitude of GITM[W] transfer rates. These results yield an average enhancement of
30 nW/m =2 in GITM-HIME[V], 110 nW/m ~2 in GITM-HIME[B], and 140 nnW/m ~3 in
GITM-HIME[T] simulations compared with the GITM[W]  results at 120 km.  Likewise
the Alfv’enic heating study conducted by Lotko and Zhang (2018), found the heating due
to variability (66 mV/m) around 10 nW/m 3, and due to a quasi-static field (similar to
our GITM-HIME[B] approach) around 38 nW/m ~2 higher than the simulated response
with a Weimer type electric field at the same altitude. The simulated values at F region
altitudes follow a similar trend, however the magnitudes are very low due to nighttime
electron densities to be compared directly.  Verkhoglyadova et al. (2018) estimated the
energy deposition to reach about 10% of the overall energy budget calculated with a static
field around 250 km at high-latitudes. In this study we have shown the energy deposited
from ions to neutrals increased by 1.7 times for the GITM-HIME[V], 3.1 for the GITM-
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HIME[B] and 4.5 for the GITM-HIME[T] simulations compared to GITM[W] at the same
altitude. Ultimately, the meso-scale electric fields deposit more energy locally than the
large-scale electric fields. The overall energy deposited can depend on magnetic local time,
latitude, and magnitude of the fluctuations.

4.3 Future work

This study makes use of various empirical and physical relations, assumptions, ap-
proximations, numerical methods, observations and fitted data. As detailed in this paper,
there are certain discrepancies that arise between the modeled behaviour and the observa-
tions. We can understand some of these discrepancies better by categorizing them according
to their reducibility as epistemic and aleatory (Choi et al., 2006). Epistemic uncertainties
arise from the lack of or incomplete understanding of the underlying physical processe3he
missing meso-scale particle precipitation in the model is a good example of the epistemic
uncertainty. The Poker Flat DASC images (Figures 14, 15, and 16) have shown a signif-
icantly different auroral structure compared to what the OVATION model  can produce.
¢Previous studies on the auroral zone by Brekke et al. (1974) and Brekke and Hall (1988),
demonstrated that Hall and Pedersen conductivities are significantly altered due to particle
precipitation. Therefore, not accounting for meso-scale particle precipitation can result in
significant mischaracterization of the conductance profiles. As suggested by Cosgrove et al.
(2009), the independent treatment of conductance and electric fields can lead to indefinite
conclusions on whether Joule heating is over or underestimated by numerical models. Fu-
ture work to merge the empirical large-scale precipitation model with the meso-scale particle
precipitation, will significantly elevate the modeling effort presented.

Another source of epistemic uncertainty comes from the numerical method used to
calculate and merge new potentials with the Weimer potentials as discussed in Section 2.2.
We provided an error analysis in Figure 5 before the potentials were merged and showed
that the errors we introduce with this method were on the order of 10 ~' mV/minx, and
1072 mV/m in y components of the electric field. Even though the Weimer potentials do not
show significant change over the PFISR area that we modified, we still expect the errors to
increase after the two potentials are added as shown in Figure 7Finally, the Gaussian filter
applied at the boundary of the PFISR domain for a smooth blending alters the potentials
and adds to the electric field errors.

In addition to the epistemic uncertainties in the model, there are aleatory uncertain-
ties that can not be immediately remedied.  The aleatory uncertainties emerge from the
measurement discrepanciescomputation errors, lack of data and coverage. We identified
the sources of these uncertainties as PFISR observations fitted data, and other numerical
assumptions in GITM. Among these, the PFISR observations and fitted data are the most
prominent sources of uncertainty. Cosgrove and Codrescu (2009) suggested that there were
two kinds of model error with different characteristics, namely the resolved-scale model un-
certainty and the small-scale electric field variability. While the errors introduced by grid
resolution constitute the resolved-scale model uncertainty, the PFISR estimates introduce
further small-scale electric field uncertainties to the study. These measurements were ob-
tained during nighttime at F region altitudes during low electron densities, resulting in low
signal to noise ratios. These measurements were then fitted to a 2D grid (Nicolls et al.,
2014), where the aleatory uncertainties further propagated to the final electric field prod-
uct. The goodness of the fit parameter, which assesses whether or not the fitting model
was appropriate (Press et al., 2007) was shown in Figure 8. These values deviate from the
optimum value of 1 around the top, left and right boundaries, above 450 km altitude, in-
troducing uncertainties to the upper boundary driver of GITM. A recent study by Chen et
al. (2018) on investigating the role of uncertainties in electric field boundary conditions to

¢! DSO: Text added.
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determine cross polar cap potential values revealed that epistemic uncertainties play a big-
ger role in the performance of their physical model. Morley et al. (2018) examined how the
uncertainties in the solar wind input affect the ground magnetic perturbations and found
various intervals that can be explained by the propagation of  driver uncertainty. As the
uncertainty quantification is becoming an integral part of space weather studies (Knipp et
al., 2018), we plan to further evaluate the model performance with ensemble simulations
accounting for the electric field errors. A future work will be conducted with a set of electric
fields populated through a probability density function within the bounds of measurement
errors using the same covariance matrix used for the fitting to run GITM.

The incorporation of the meso-scale electric fields in a global model was the first step of
the HIME framework. As shown by this study, the crucial next development step for HIME
is including the meso-scale particle precipitation information. The isinglassv3 experiment
used in this study was designed to sample F region electric fields, however there are various
PFISR modes, such as Themis36 and WorldDay40, which enable sampling E and F layers
simultaneously using alternating codes and long pulses. With such experiments it is possi-
ble to obtain meso-scale electric field estimates as well as particle precipitation information.
J. L. Semeter and Kamalabadi (2005) has demonstrated a technique for inverting ISR mea-
surements to determine the electron energy spectrum, and later studies successfully applied
the same inversion technique (Sivadas et al., 2017).Further case studies will be conducted
to thoroughly validate the HIME framework using both meso-scale electric field and particle
precipitation information.

5 Conclusions

We have developed and successfully implement a new framework that can convey local
2D measurements of high-latitude meso-scale electric fields as drivers in a global ionosphere
thermosphere model. In the case study reported in the paper, HIME is constructed by
combining the Weimer empirical model with regional estimates of dynamic electric field
potential inferred from PFISR measurements. This approach was applied to modeling high-
latitude nighttime I-T dynamics during 2 March 2017 with GITM. The choice of event
was motivated by availability of a special multi-beam observational mode of PFISR. We
designed four numerical experiments to understand the effects of multi-scale driving on
the I-T system. The GITM simulations were driven with Weimer, = Weimer merged with
background, Weimer merged with variable, and Weimer merged with total electric field
potentials. To validate our modeling effort, we conducted data-model comparisons with
PFISR estimated ion velocity, as well as electron density, electron and ion temperatures
along PFISR beams, and neutral wind data from SDIs. We inter-compared effects of large-
scale and meso-scale driving on the I-T system.The modeling results agree reasonably well
with observations given high levels of noise for several of the observed time series. There
are also several notable discrepanciesWe investigated the sources for temporal changes in
plasma properties and quantified the amount of energy transferred from ions to neutrals by
calculating the heat transfer rates. We concluded with a discussion on the limitations of the
new framework and future directions of its development. The key findings of the paper are
summarized below.

1. With the proposed framework, HIME, local electric field variability can be successfully
conveyed to GITM.

2. lon velocity variations are better captured by HIME-driven simulations.

3. Changes in simulated electron density for the modeled event are likely due to the
horizontal transport mechanism, and the models do not reproduce the variability
observed in the PFISR data.

4. We suggest the missing meso-scale particle precipitation is likely responsible for the
underestimated electron density variations in the night-time high-latitude ionosphere.
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5. Electron temperature measurements show rapid changes within 2 minutes.The sim-
ulated responses are somewhat underestimated and are not sensitive to the scale of
lelectric field driving.

6. With meso-scale electric field driving, simulated ion temperature increases and be-
comes more dynamic.

7. The neutral wind velocities were not altered significantly through C1[egional meso-
scale driving.

8. The frictional heating rate is larger than the ion to neutral heat transfer rates when
meso-scale drivers are used.

9. The deposited energy increases locally in HIME-driven simulations compared to Weimer-
driven simulations above 110 km.

10. “®The meso-scale particle precipitation variations needs to be included to understand
the effects of meso-scale variability on the I-T system.
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