HOMOLOGICAL MIRROR SYMMETRY FOR HIGHER DIMENSIONAL
PAIRS OF PANTS
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ABSTRACT. Using Auroux’s description of Fukaya categories of symmetric products of
punctured surfaces, we compute the partially wrapped Fukaya category of the complement
of k 4+ 1 generic hyperplanes in CP", for k > n, with respect to certain stops in terms of
the endomorphism algebra of a generating set of objects. The stops are chosen so that the
resulting algebra is formal. In the case of the complement of n + 2 generic hyperplanes in
CP"™ (n-dimensional pair-of-pants), we show that our partial wrapped Fukaya category is
equivalent to a certain categorical resolution of the derived category of the singular affine
variety ©125..2n4+1 = 0. By localizing, we deduce that the (fully) wrapped Fukaya category
of the n-dimensional pair-of-pants is equivalent to the derived category of x1xs...x, 11 = 0.
We also prove similar equivalences for finite abelian covers of the n-dimensional pair-of-
pants.

1. INTRODUCTION

Originally homological mirror symmetry was conceived by Kontsevich as an equivalence
of the Fukaya category of a compact symplectic manifold with the bounded derived category
of coherent sheaves on a mirror dual compact complex variety. Since then it grew into a
vast program connecting Fukaya categories of several kinds associated with not necessarily
compact symplectic manifolds with derived categories of several kinds attached to possibly
singular algebraic varieties.

In [17], we proved a version of homological mirror symmetry relating Fukaya categories of
punctured Riemann surfaces with some derived categories attached to stacky nodal curves.
More precisely, for a punctured Riemann surface ¥ and a line field n on Y, we choose a
certain set of stops A, and consider the following sequence of pre-triangulated categories,
related by quasi-functors

F(X,n) = W(E,An) = W(E,n)

where F(X,n) is the compact Fukaya category ([30]), W(X, A, n) is the partially wrapped
Fukaya category ([2], [13]) , and W(X, n) is the (fully) wrapped Fukaya category ([1]). The
first functor is full and faithful, and the second functor is a localization functor correspond-
ing to dividing by the full subcategory of Lagrangians supported near A.

On the mirror side, we consider a nodal stacky curve C' obtained by attaching copies of
weighted projective lines at their orbifold points (see [17] for details), and we again have a
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sequence of categories
Perf(C') — D(A¢) — D"Coh(C)

where A¢ is a sheaf of algebras, called the Auslander order over C' that was previously
studied in [6]. We again have that the first functor is full and faithful, and the second
functor is a localization. The main result of [17] is an equivalence of homologically smooth
and proper, pre-triangulated categories

W(E, A, n) ~ DP(Ag). (1.1)

It is proved by constructing a generating set of objects on each side and matching their
endomorphism algebras. The main point is that these algebras turn out to be formal (in
fact, concentrated in degree 0), which means that we only need to prove an isomorphism
of the usual associative algebras and do not have to worry about higher products.

One then deduces an equivalence W(X, 1) ~ D°Coh(C) by identifying the subcategories
on both sides of the equivalence (1.1) with respect to which to take quotient. The equiva-
lence F(X,n) =~ Perf(C) is deduced by characterizing both sides as subcategories of the two
sides of (1.1). Note that considering the same generators in the localized categories leads to
dg-algebras which are far from formal. Note also that the embedding Perf(C') — D°(A¢)
is a simple example of categorical resolutions considered in [15].

Let us explain this in more detail in a simple case. Let X be the pair-of-pants, that is,
a 3-punctured sphere, A be 2 stops at the outer boundary as drawn in Figure 1. We also
choose a line field  on ¥ which has rotation number 2 around the outer boundary and 0
along the interior boundary components (see [18] for a recent detailed study of line fields
on punctured surfaces).

FIGURE 1. Pair-of-pants

The partially wrapped Fukaya category W(X, A, n) is generated by the Lagrangians
Lo, Ly, Ly drawn on Figure 1, and their endomorphism algebra is easily computed to be
given by the quiver with relations on Figure 2.
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u u2
UgU1 = 0= V1U2
Lo L2

F1GURE 2. Endomorphism algebra of a generating set

On the B-side, the mirror is given by the Auslander order A over the node algebra
R = k[z1, zo)/(z122),
where k is a commutative ring. The Auslander order in this case is simply
A= Endg(R/(z1) ® R/(x2) ® R).

One can directly see that A is isomorphic to the quiver algebra given in Figure 2. Note
that R is a Cohen-Macaulay algebra and the modules R, R/(x1), R/(x3) comprise the set
of indecomposable maximal Cohen-Macaulay modules of R, and they generate D’(A) as a
triangulated category, provided k is regular.

Now, the wrapped Fukaya category W(X,n) is the localization of W(X, A, n) given by
dividing out the subcategory generated by the objects T7, T supported near the stops. We
can express them in terms of Ly, L1, Lo as follows:

Ty~ {Ly % Ly 2 Ly}

Ty ~{Ly = L1 = Lo}
Similarly, D?(R) is the localization of D’(A) obtained by dividing out by the corresponding
subcategory, and this allows one to establish an equivalence

W(2,n) ~ D*(R).

1.1. New results. In this paper, we apply the above strategy to prove homological mirror
symmetry for the higher-dimensional pair-of-pants,

Pn - Symn(]P)l \ {p07p17 S 7pn+1})7

where Sym"(X) = 3" /&,,, see Section 2 for a brief review of symplectic topology of these
spaces. In other words, n-dimensional pair-of-pants is the complement of n + 2 generic
hyperplanes in P".

On the A-side, we first introduce a stop A = A; U Ay where A; = {¢;} X Sym"™ !(¥) for
some base points ¢, q2. We pick a grading structure n and consider the partially wrapped
Fukaya category W(P,, A, n), where we use some commutative ring k as coefficients. There
is a natural generating set of objects {Lg: S C {0,1,...,n+ 1},|S| = n} in this category
and our first result is an explicit computation of the algebra of morphisms between these
objects. In fact, we do this more generally for the symplectic manifolds

Mn,k = Symn(Pl \ {p07p17 s 7pk}>a

see Theorem 3.2.5 for the precise description of the resulting algebra.
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Next, we specialize to the case & = n + 1. In this case, on the B-side we consider the
categorical resolutions of the algebra

R =Kz, 29,...,xpu1]/(v122 ... Tpi1)
given by
B° :=Endr(R/(x1) ® R/(zp,2) ® ... ® R/(xpn) ® R)
and
B := Endg( @ R/(xr)),
IC[1,n+1],T£0
where the summation is over all nonempty subintervals of [1,n + 1], and for I C [1,n + 1]
we use the notation x; := Hiel ;.
By explicit computations we prove the following theorem (see Theorem 5.2.1).

Theorem 1.1.1. There exists a grading structure n on P, such that we have an equivalence
of pre-triangulated categories over k,

W(P,, A, n) >~ Perf(B°).

We next analyze the localization of these categories corresponding to dividing out by
objects supported near the stops to deduce homological mirror symmetry for the (fully)
wrapped Fukaya categories:

Corollary 1.1.2. For the same grading structure n we have equivalences of pre-triangulated
categories over k:
W(P,, A1,n) ~ Perf(B°).
Assume that k is a reqular ring. Then we also have an equivalence
W(Pn,n) ~ D'Coh(x1;. .. Tpyy = 0).

Finally, we deduce similar equivalences for finite abelian covers of P,,, associated with
homomorphisms 7, (P,) ~ Z"™! — T into finite abelian groups I'. On the B-side we take
equivariant versions of the above categories with respect to the natural actions of the dual
finite commutative group scheme G = I'* (see Theorem 5.3.3).

Note that to prove the homological mirror symmetry statement (the second equivalence
of Corollary 1.1.2), it is enough to work with one stop A;. The reason we consider the
picture with two stops is due to the relation with the Auslander order discussed above and
to Ozsvath-Szabd’s bordered algebras (see also Remarks 5.3.5 and 3.2.7).

1.2. Relation to other works. Homological mirror symmetry for pair-of-pants is a much
studied subject. However, a complete proof of Corollary 1.1.2 has not appeared in writing
until this paper. A motivation for studying these particular examples of mirror symmetry
comes from a theorem of Mikhalkin [22] that a hypersurface in CP"*! admits a decompo-
sition into several P,, much like a Riemann surface admits a decomposition into several
Pi.

In [31], Sheridan identifies the mirror (immersed) Lagrangian in P, corresponding to
Oy, the structure sheaf of the origin in the triangulated category of singularities of the
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normal crossing divisor xoz1Ts . .. T, = 0 in C"™2. By a theorem of Orlov [25], the latter
category is quasi-equivalent to the matrix factorization category mf(C"*2 xozims ... Tpy1).
Note that by the result of Isik [14], the latter category (or more precisely, its G,,-equivariant
version where x1, .., , 11 have weight 0, and z( has weight 2) is naturally quasi-equivalent
to the derived category of z1xs...x,41 = 0 (see also [32]). Under this equivalence, Oy
corresponds to a perfect object supported at the origin.

In [24] instead of wrapped Fukaya category of P,,, Nadler studies the Zsy-graded category
of wrapped microlocal sheaves associated to a skeleton of P,, (see also the follow-up paper
by Gammage and Nadler [8]). It is then verified that this category agrees with the Zo-
graded category of matrix factorizations mf(C""2 xoz s ... 2,.1). It is expected and in
certain cases proved that wrapped microlocal sheaves category is equivalent to wrapped
Fukaya category - see [12] for the case of cotangent bundles. However, such an equivalence
for arbitrary Weinstein manifold has not yet been accomplished. Nonetheless, in view of
the works of Ganatra-Pardon-Shende [10], [11],[12] such an equivalence in the case of P,
seems to be within reach (see in particular the discussion in [12, Section 6.6] which outlines
a proof depending on a work-in-progress). Establishing such an equivalence for P, would
give another confirmation for Corollary 1.1.2 (at least, in the Zs-graded case).

The closest to our work is [4], where Auroux sketches a proof of homological mirror
symmetry for P, which depends on certain conjectures about generation by an explicit
collection of Lagrangians and a classification of A..-structures on their cohomology.

We also mention that partially wrapped Fukaya categories of symmetric products appear
predominantly in Heegaard Floer homology [20], [2], [3] (see also [16]). In particular, our
computations of W(M,, ;) give an alternative viewpoint for knot Floer homology. We defer
this to a future work.

The paper is organized as follows. After reviewing some background material on partially
wrapped Fukaya categories of symmetric powers of Riemann surfaces in Sec. 2, we present
the computation of the algebra of morphisms between generating Lagrangians in M,, ; in
Sec. 3. Then in Sec. 4 we deal with the B-side of the story: we study the derived categories
of modules over B° and B°°. In particular, we construct semiorthogonal decompositions of
these categories and obtain the localization results similar to those corresponding to the
removal of a stop on the A-side. Finally, in Sec. 5 we prove the equivalences of categories
on the A-side and on the B-side (see Theorem 5.2.1).

Conventions. We work over a base commutative ring k. When we write complexes of
modules in the form [... — -], we assume that the rightmost term sits in degree 0. The
morphism complexes in dg-categories are denoted by lowercase hom, while their cohomol-
ogy are denoted by Hom®. We also abbreviate Hom" simply as Hom. The wrapped Fukaya
category we consider is defined as the split-closed pre-triangulated envelope of the category
whose objects are graded exact Lagrangians.

Acknowledgments. A.P. is grateful to Victor Ostrik for useful discussions. Y.L. is partially
supported by the Royal Society (URF). A.P. is partially supported by the NSF grant DMS-
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ics of Physics” of the Swiss National Science Foundation, and by the Russian Academic
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Excellence Project ‘5-100’. While working on this project, A.P. was visiting Korea Insti-
tute for Advanced Study and ETH Zurich. He would like to thank these institutions for
hospitality and excellent working conditions.

2. A BRIEF REVIEW OF FUKAYA CATEGORIES OF SYMMETRIC PRODUCTS OF
RIEMANN SURFACES

Let X be a Riemann surface. For each m > 0, there exists a smooth n-dimensional
complex algebraic variety

Sym" (%) :=¥X"/6, (2.1)

where &, is the permutation group which acts by permuting the components of the product.

Let 7 : ¥ — Sym"(X) be the branched covering map. Fix an area form w on . In [27,
Section 7], Perutz explains how to smoothen the closed current 7, (w*™) on Sym"(X) to a
Kaéhler form Q by modifying it in an arbitrarily small analytic neighborhood of the (big)
diagonal. In particular, outside this neighborhood we have 2 = m,(w*™). Throughout, we
will view Sym" (X)) as a symplectic manifold equipped with such a Kéhler form €.

If we write g = g(X) for the genus of X, the first Chern class of such a variety is given
by

c1(Sym™(¥)) = (n+1—g)n—0

where 17 and 6 are the Poincaré duals of the class {pt} x Sym™ *(2) and the theta divisor,
respectively. These two cohomology classes span the invariant part of H%(Sym” (X)) under
the action of the mapping class group of ¥. Moreover, we have that [Q] = 7.

In particular, when

Z:]Pl\{po,pl,'--,pk} (2.2)

Sym"(X) is an exact symplectic manifold with ¢; = 0. Such symplectic manifolds are
sometimes referred to as symplectically Calabi-Yau manifolds, and their Fukaya categories
can be Z-graded [28]. From the point of view of symplectic topology, the positions of the
points do not matter, so let us introduce the notation

Mn,k = Symn<IED1 \ {p07p17 v 7pk:}> (23)

to denote the exact symplectic manifold with ¢; = 0. The grading structures are given
by homotopy classes of trivializations of the bicanonical bundle, and there is an effective
H'(Sym™(¥)) ~ H'(X) worth of choices.

Recall the well-known isomorphism of algebraic varieties

Sym"(P') ~ P" (2.4)

given by sending an effective divisor of degree n on P! to its homogeneous equation defined
up to rescaling.

Therefore, one can think of M,, ;, as the complement of k£ + 1 generic hyperplanes in P".
This provides an alternative way to equip M, ; with a symplectic structure by viewing
it as an affine variety but we will not pursue this any further, as we prefer to emphasize
the structure of M, ; as a symmetric product on a punctured genus 0 surface. The two
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symplectic structures are equivalent as they both tame the standard complex structure
J = Sym"(j) on M, induced from P™ (see [27, Prop. 1.1]). This also makes it clear that
for 0 < k <n, M, = Cr* x ((C*)k which is a subcritical Stein manifold, so our main
interest will be for k > n.

We will also equip M, j, with stops Az corresponding to a choice of symplectic hypersur-
faces of the form {p} x Sym"*(X) for p € Z, where Z is finite set of points. The set Z will
be indicated by choosing stops in the ideal boundary of . More precisely, by removing
cylindrical ends, we view ¥ as a 2-dimensional surface with boundary and the set Z will
be chosen as a finite set of points on 9.

We write W(M,, x, Az) for the partially wrapped Fukaya category. Motivated by bor-
dered Heegaard Floer homology [20], these categories were originally constructed by Au-
roux in the papers [2], [3]. These works provide foundational results on these categories,
as well as some very useful results about generating objects and existence of certain exact
triangles.

All of the Lagrangians that we use will be of the form L; x Ly x ... L, where L; C X
are pairwise disjoint Lagrangian arcs in ¥, which can be considered as objects in W(X, 7).
Auroux proves in [3, Theorem 1] that given a set of Lagrangians Lg, L1, ..., Ly such that
their complement in ¥ is a disjoint union of disks with at most 1 stop in their boundary then
for 1 <n < (k+ 1), the corresponding partially wrapped Fukaya category of Sym"(X) is
generated by (kzl) product Lagrangians L;, X ... L; where (iq,...,1,) runs through size n
subsets of {0, 1, ..., k}. Notice that this generation result only depends on the configuration
of L; on ¥ and is independent of n.

Furthermore, Auroux explains how to compute the dg-endomorphism algebra for such
product Lagrangians (see [3, Prop. 11]; note that there are no higher products). As vector
spaces, the morphism spaces are defined by

hOHl(Li1 X Li2 X ... X Linaij X Lj2 X ... X L]n)
— @ hOIn(Lil, La(il)) X hOIIl(L,‘Z, Lg(i2)) ®...& hOHl(LZ'n, Lg(in))

where o runs through bijections {iy,...,i,} = {Jj1,--.,Jn}-
Following [20], we can represent these generators via strand diagrams as follows. First,
the endpoints of the Lagrangians L, ,...,L;,, Lj,...,L; are grouped into equivalence

classes according to which boundary component of ¥ they end on. Note that the set of
endpoints lying on each boundary component has a cyclic order induced by the orienta-
tion of the boundary. Thus, given a morphism (fi,...f,), we can assume that it is of
the form (fi1,17 cey fir1,17 fi1727 N fi'r272 ey fil,k7 cey fi’!‘kyk> where fi1,sa ey firs,s are Reeb
chords along the s boundary component 93, C 9%, where the Reeb flow is simply the
rotation along the orientation of the boundary. Thus, each f;, ; either represents the idem-
potent of the corresponding Lagrangian L;, ; or goes in the strictly positive direction along
03,. Thus, the set of Reeb chords f;, , ..., fi, s can be represented in R x [0, 1] as upward
veering strands from R x {0} to R x {1}, or as a straight horizontal line if it corresponds
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to an idempotent. Here, R is the universal cover of the component 93, and [0, 1] is the

time direction, see Figure 3.

FIGURE 3. A strand diagram with 3 boundary components

In the case when a boundary component contains stops the Reeb chords are not allowed
to pass through the stops. Hence, instead of using the universal cover R, one cuts along
the stops and uses the subintervals to draw the strand diagram. We do not elaborate on
the notation to describe this.

Now, the product in W(M,, s, Az) is induced by the composition in W(X, Z). Namely,
we have

(fi®...@f)o(®...®gn) = (f1901) @ f200@2) @+ @ [udomn))

if there exists a 0 € &,, such that all the compositions f;g,¢;) in W(X, Z) are non-zero, and
with the additional important condition that in the strand representation no two strands
of the concatenated diagram cross more than once; otherwise the product is set to be zero,
see Figure 4

FIGURE 4. A strand diagram with two strands crossing more than once.
The differential on the space of morphisms is defined as the sum of all the ways of

resolving one crossing of the strand diagram excluding resolutions in which two strands
intersect twice, see Figure 5.

FiGURE 5. Resolution of strand diagram

In this way we get an explicit dg-category, quasi-equivalent to W(M,, x, Az). In what
follows, we use these results without further explanations.
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We can choose a line field to give W(X, Z) a Z-grading (see [18] for a recent study of
this structure). There are effectively H!(3) worth of choices for the line field. The set of
grading structures for M, ; is a torsor for an isomorphic group H'(Sym" (X)) & H'(X).
However, the relation between grading structures on ¥ and on Sym" (%) seems to be quite
subtle: it is easy to see that the grading of a morphism (f; ®... f,,) in W(M,,x, Az) cannot
be given by the sum of the gradings of morphisms f; in W(3, Z). For example, we will
encounter objects L, Ly and morphisms u € hom(Lq, Ly) and v € hom(Lsy, L) such that

J(idr, ®uv) = d(vu ®idg,) = v ® u € hom(Ly X Lg, Ly X Ls).

This makes direct determination of the gradings in W(M,,x, Az) difficult. Instead, we
are able to pin down the grading structures on M, ; using an explicit calculation of the
endomorphism algebra of a generating set of Lagrangians.

Finally, we recall a basic exact triangle from [2, Lemma 5.2]. Let us consider the La-
grangians L = Ly X Lo X ... X L, L' = L} X Ly X ... Ly, and L" = L] x Ly x ... L,,, where
L7 is the arc obtained by sliding Ly along L. Then L, L' and L” fit into an exact triangle

LS 1 — L] (2.5)

coming from an exact triangle
Ly —— L} = L] — Ly[1]

in W(X,Z)

Similarly, if L = Ly X Ly X ... L, and L' = L} X Ly X ... L,, where L} is obtained by
sliding Ly along Ly, then L and L’ are isomorphic in the category W(M,, s, Az). Indeed,
in this situation one can show that L and L' are Hamiltonian isotopic (see [27], [2]).

3. A-SIDE

Throughout, we will work over a commutative ring k. We consider the sphere ¥} with
(k + 1) holes and 2 stops Z = ¢; U g2 on one of the boundary components. We have a
generating set of Lagrangians Lo, L1, ..., Ly, which connect i*" hole to (i + 1) hole for
i € Z/(k+ 1), see Figure 6 for k = 3. As in Figure 6, we view X as a k-holed disk. We
call the punctures that lie in the interior of the disk the interior punctures of 3; and label
them with 1,2,...,k from left to right. We call the unique puncture that corresponds to
the boundary of the disk, the exterior puncture of 3, and label it with 0.

Let M, = Sym"(¥;) and A = Az = A; U Ay be the corresponding stops. Thus,
A; = ¢; x Sym™ (%}, are symplectic hypersurfaces in M, ;.

The objects Ly, ..., Ly generate the partially wrapped Fukaya category W(3, 7). Fur-
thermore, by Auroux’s theorem [3, Theorem 1], the category W(M,,, A) is generated by

the Lagrangians
LS:Li1 ><Li2 X o X L

in

where i; € S and S is a subset of [0, k| of size n.
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Below we are going to describe the algebra
@ HOII]W kA (Ls, LS’) (31)
5,8/
It will turn out that for n < k, A°° is in fact an R-algebra, where
R =X[zy,...,xg]/(z1 ... ). (3.2)

Here z; will correspond to the closed Reeb orbit around the i interior puncture of ¥j.

FIGURE 6. Sphere with 4 holes, 2 stops, a generating set of Lagrangians
(L;) and certain other Lagrangians supported near stops (77 and T5)
At the i*" interior puncture, we write w;, v; for the two primitive Reeb chords
u; € homW(Ek,Z)(Li—h L), v; € hOmw(zk,Z)(Lz‘, Li_y),
as in Figure 6.

3.1. Case of 2-dimensional pairs-of-pants. As a warm-up, let us consider the special
case n = 2,k = 3. The symplectic manifold M, 3 is also known as the 2-dimensional pair-
of-pants. The category W(M, 3, A) is generated by (3) = 6 Lagrangians, and the following
proposition computes all the morphisms between them.

Proposition 3.1.1. We have natural identifications
EHd(L2 X L3) = R/(.ﬁlfl)

End(Lg x L3) = R/(x2)
End(Ly x Ly) = R/(x3)
End(Ly x L3) = R/(x122)
End(Lg x Ly) = R/(x223)
End(L; x Ly) = R/(z12273)
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The morphisms between these objects are encoded by the following quiver over R with
relations:

L1><L2
L1><L5

PN
ZNW

LUXL3

"
N

LQXL1

F1GURE 7. Morphisms between a generating set of objects.

where

UV; = Ty = Villy, UUp = Va3 = Uy = V12 = 0
and

U3Uy = U U3, V3V = V1U3, UgV1 = V1U3, U1V3 = V3Uy

Proof. When K and L do not have endpoints on the same boundary component of 3, the
generators for end(K x L) are just given by k®id, id ®l where k € End(K) and [ € End(L).
The differential on end(K x L) is zero, and k and [ commute. For example,

EHd(LO X Lg) = k(ld ®x3,az1 X 1d> = R/(xg)

On the other hand, when both K and L have an end in the ith boundary component of
Y., we have that end(K x L) contains the vector subspace spanned by the elements

(vui)™ @ (wv;)", wi(viw)™ @ vy (u;v;)", for myn > 0. (3.3)
To understand the algebra structure let us set
a; = vu; ®idyp, b; = idg Quv;, ¢ = u; @ v;.
Then we have the relations
a;b; = bia; =0, a;c; = ¢;b;, bic; = ¢ay,

where the first relation comes from the product rule explained in Figure 4.
The quadratic algebra with these relations has the Grobner bases

(C?a a; Cn bm ?)n207m>07
which is exactly the elements (3.3). The differential is given by
8(&1) = —8(b2) = (4, 8(01) =0
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and extended by the graded Leibniz rule, where we have deg(a;) = deg(b;) = 0, deg(c;) =
1. It is easy to check that the relations are preserved. This also determines the signs.
Furthermore, we have

o) =0, daich) = —dbick) = i, dap'el) = —d(brey) = (= + by )+,

(3 K3 (2 (2

where m > 2.
If K and L end at the i boundary component of ¥, we let

xr;, = a; + bl = V;U; & ldL +1dK XRu;v;.

One can see by a straightforward calculation from the explicit description of the chain
complex given above, that the contribution to the cohomology End(K x L) from the
i'" boundary components comes from z; and its positive powers. This determines the
cohomology. For example,

End(L1 X LQ) = k<u1v1 X 1d, Valy & id +id ®UQU2, id ®’U3'LL3> = R/(mll'gl’g)

The morphisms between different Lagrangians are calculated in the same way (see The-
orem 3.2.5 below for a more general calculation). U

Let us record one simple computation used above.
Lemma 3.1.2. Let us consider the subcomplez of end(K x L) spanned by the elements
((viug)™ @ (wivs)" Jmz0m>0,  (Ui(Vity)™ @ Vi(Uvi)" ) m>0.n>0-
Then this subcomplex is exact.
Proof. In terms of the generators a;, b;, ¢;, our subcomplex is spanned by the elements

(GTC?)mzo,mo, (b;mc?)m>0,n20-

This complex splits into a direct sum of subcomplexes with fixed total degree (given by
m +n). The subcomplex C* corresponding to the degree n > 0 has terms

CO = ("), C'={(a} " e;, b ey, C% = (a2, br 3, ...,

C" V= (a;c bk, C" = (c]).
Now we see that for m € [1,n — 1], one has
ker(d : C™ — C™) = {(a™™ + b)) = im(d : O™ — O™),

while ker(d : C° — C') =0 and im(d : C"! — C") = C". O

3.2. General n, k with £ > n. We now describe the computation for arbitrary k,n with
k >mn. Let Ly, ..., Li_1, L be the arcs that generate W(X, Z) as before. The generators
of W(M,, x, A) are given by the (k;tl) Lagrangians. Let
LS:Li1 XLZ'2 X ... XLZ'", WlthS:{Zl <lp < ... <Zn} C [O,l{?]
In order to understand morphisms between Lg and Lg we need the following combina-
torial statement.
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Proposition 3.2.1. Let S, 5" C [0,k] be a pair of size n subsets, and let g : S — S be
a bijection such that for every i € S one has g(i) € {i —1,i,i + 1}. Then there exists a
collection of disjoint subintervals Ir, ..., I, C [0,k] such that S\ U;I; = 8"\ U;1;; g(i) =1
fori e S\ U;l;; and for each subinterval I; one of the following holds:

(1) I; =[,i+1] CcSNS and g swaps i with i + 1;

(2) I; =a,b], SN =[a,b—1], S'NI; =[a+1,b], and g(i) =1+ 1 forie SNI;;

(3) I; =a,b], S'NIj=la,b—1], SNI; =[a+1,b], and g(i) =1 —1 forie SNI;.

We need some preparations before giving a proof. For a pair of size n subsets S,S’" C
0, k], let us set

T=T(S,8) == {i | £(SN[0,1]) = #(S' N [0,1])}.
We can write T" as the union of disjoint intervals,
T = [Sl,tl] L [52, tg] L. .. [Sr7tr]7

where t, =k, s; <t;and t; + 1 < s;41.
Lemma 3.2.2. (i) Let g : S — S’ be a bijection such that for every i € S one has
g(i) € {i —1,i,i+ 1}. Then g induces bijections
SO[si41,t] — S'N[s;i4+1,t:],2 < i <r, SO[ti+1, si41] — S'N[ti+1,85:4],1 <i < r—1.
In addition, if s1 =0 then

g(S N [O,tl]) =5N [O,tl] = S/ N [O,tl],
and if s; > 0 then

g(Sm [0731]) =5'N [Oa Sl]a g(Sm [81 + 1,t1]) =S5'N [Sl + 17t1]'
Furthermore, we have
SN[si+1,t] =5 N[s;+1,t]

(note that these intervals could be empty). On the other hand, each restriction

g: SN [tl + 1, Si+1] — S/ N [tz + 1,Si+1]
(resp., g : SN0, s1] = SN0, s1] if s1 > 0) is given either by g(j) =j—1 org(j) =j+1.
(ii) Let g : S — S be a permutation such that for everyi € S one has g(i) € {i—1,4,i+1}.
Then there exists a subset So C S of the form

SO = {/L.hil + ]-77:272.2 + ]-a s 7iT7iT + ]-}7
where iy + 1 < igy1, such that g swaps is and ig1q for s=1,...,r, and g(i) =i for every
i€ S\ 5.
Proof. (i) Note that for every i we have g(SN0,:]) € S’ N[0,i+ 1] and g~1(S' N[0,4]) C
SN[0,i41]. Now, since t; € T and t;+1 ¢ T, we have either t;+1 € S\ S" or t;4+1 € S\ S.
In the former case we have

g(SN[0,¢]) C S N0t + 1] =5 N[0,¢],
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while in the latter case we have
g NS’ N0,t]) c SN0t +1] = SN0,

Thus, we get g(SN[0,t;]) =S"N[0,t].
Next, we have s; — 1 € T and s; € T, so either s; € S\ " or s; € S"\ S. In the former
case we have

g(SN[si+1,k]) C S Nsi, k] =S N[si + 1, k],
while in the latter case we have
g NS N[si+1,k]) C SN[si, k] =SN[s; + 1,k

Since #(SN[s;+1,k]) = #(5'N[s;+ 1, k]), we deduce that g(SN[s;+1,k]) = S"N[s;+1, k.
This implies our first assertion.

Assume that s; + 1 < ¢;. Since both s; and s; + 1 are in T, either the element s; + 1
belongs to SN .S, or it does not belong to both S and S’. Proceeding in the same way we
see that SN [s; +1,t;] =5 N[si + 1,8

Next, let us consider the interval [t; + 1, s;11]. For every i in this interval, except for the
right end, we have ¢ € T'. Assume first that ¢; +1 € S. Then, since t; € T and t; + 1 & T,
we should have t; +1 & S, so g(t; +1) =t; +2 € S'. If t; + 2 < s;31 we can continue
in the same way: since #(SN[0,¢; + 1)) = #(5'N[0,t; + 1))+ 1l and t; +2 € S'\ T, we
should have t;+2 € S, and so g(t; +2) = t;+ 3, etc. In the case t; +1 & S, we should have
t;+1€ 5’ so we can apply the same argument with S and S’ swapped and g replaced by
gL
(ii) We use induction on the cardinality of S. Let iy be the minimal element of S. Then we
have either g(ig) = i or g(ip) = ip+ 1. In the former case we have g(S\ {io}) = S\ {io}, so
we can apply the induction assumption to S\ {ig}. Now let us assume that g(ig) = o+ 1.
Then g~'(ig) # 4o, so we should have g~'(ig) = ip + 1. Thus, in this case g swaps iy and
ip + 1. Now we can replace S by S\ {ig,i0 + 1} and apply the induction assumption. [

Proof of Proposition 3.2.1. By Lemma 3.2.2(i), we can partition [0, k] into subintervals of
two kinds: those for which one of the conditions (2) or (3) of Proposition 3.2.1 holds, and
subintervals [ such that SNI =5 NTI and g(SNI)= 5" NI. It remains to apply Lemma
3.2.2(ii) to all subintervals of the second kind. O

Definition 3.2.3. We say that two size n subsets S, 5" C [0, k] are close if there exists a
bijection g : S — S’ such that g(i) € {i — 1,4,7 + 1} for every i.

Corollary 3.2.4. If size n subsets S, S" C [0,k] are close then there exists a unique col-
lection of disjoint subintervals of [0, k], (I1,..., 1., Ji,...,Js), such that

o ([0,k]\ Uol, Ul Jy) NS = ([0, k] \ Ualy UL Jy) NS
o foreacha=1,...,r, if [, =1i,j| then I,NS =[i,5—1], [,NS =[i+1,j];
e foreachb=1,...s,if J, =1i,j] then J,NS" =[i,j— 1], J,NS=[i+1,]].
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For every proper subinterval [z, j] C [0, k], let us set

k[l’i,...75Ej+1]/(l'i...{[‘j+1) 1fZ>O,] <k’,
A[iJ] — k[ﬂ?l, ce ,Jlj+1] if 1 = 0,] < k,
K[z, ..., xg] ifi>0,j =k,

AI[ZJ] = kl:xiJrl’ e 7‘7’.]]

Finally, for each interval [i, j| we consider the elements

Ufi j) 2= Uir1 ® Uipo @ ... @ u; € hom(Ly, Litq) ® hom(Lit1, Lite) ® ... hom(L;_y, L;),

Vfij] = Vig1 @ Viga @ ... ®v; € hom(Lig1, L) ® hom(L;y9, Lit1) ® ... hom(L;, L;_).
Theorem 3.2.5. (i) For every k-tuple of integers (dy,...,dy) € ZF there exists a unique

grading structure on M, j such that for S = [i1, j1] U [i2, jo] U. ..U [iy, Jp| with js+1 < iz,
one has a natural isomorphism of graded algebras

End(Ls) >~ A(S, S) := Alir 1) ® Afi o] ® -+ - © Ay il
where we have deg(x;) = d;.

(ii) For a pair of size n subsets S,S" C [0, k], one has Hom(Lg, Ls/) = 0 if S and S’ are
not close. If S and S’ are close then there is a natural identification

HOHI(LS, LS/) >~ A(S, S/) . fS,S’, with A(S, S/) = A(So, So) & ®A/[a & ® Ai]b’ (34)
a=1 b=1

where we use the subintervals (1,), (Jy) from Corollary 3.2.4, and set
So =S5\ (Ual, UlpJy) = 8"\ (Ua Iy ULy Jy),

fS,S’ = ®u1a & ®Ujb ®id € HOHI(LS, LS’)
a=1 b=1
Furthermore, (3.4) is an isomorphism of End(Lg) — End(Lg)-bimodules, where the struc-
ture of a A(S',S") — A(S, S)-bimodule on A(S,S") is induced by the surjective homomor-
phisms of k-algebras

A(S,S) — A(S,S"), A(S',S") — A(S,S")
sending each x; either to x; or to 0 (if x; is absent in A(S,S")).

(#ii) The compositions are uniquely determined by the bimodule structures on Hom(Lg, Lg)
together with the rule

(i—1acres,s sm i) - fssn, S and S” are close,
0, otherwise.

fssnfss = { (3.5)

Here (1,), (Jy) (resp., (1), (J},)) are the subintervals of Corollary 3.2.4 for the pair S, S’
(resp., S',S"), and
T(S,5,5") = ((Uala) N (Up Jy)) U ((UarLly) N (Ud))-

which can be empty in which case we put fs g fss = fs,sm.
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(i) The dg-algebra Pg g hom(Ls, Lgr) contains a quasi-isomorphic dg-subalgebra with the
trivial differential, in particular, it is formal.
For any abelian group D, and any given assignment of degrees, deg(x;) = d; € D,

1=1,...,k, there is at most one D-grading on the algebra
./4.00 == @ Hom(LS, LS’)
5,5

coming from some choices of deg(fss/) = dss € D, up to a transformation of the form
ds s +— dgs +dg —dg. For D =7 and any d; € Z, such a Z-grading exists.

Proof. (i) Recall that a grading structure on M, is given by a fiberwise universal cover
of the Lagrangian Grassmannian of the tangent bundle ([28]). Such a cover exists since
2¢1(M, ) = 0, and the set of possible gradings structures up to homotopy is a torsor
over H' (M, ,Z) ~ Z*. As all our Lagrangians Lg are contractible, they can be graded
(uniquely up to a shift by Z). Changing the homotopy class of the grading by some
cohomology class ¢ € HY (M, ; Z) ~ H'(M,, L; Z), changes the degree of a Reeb chord
x € end(Lg) by (c,[z]) where [z] € Hi(M,, Ls;Z) (see [1, Sec. 9al).

Now we use the fact that away from the big diagonal A C M,, j, the Reeb flow is just the
product of the Reeb flows on the surface. In addition, we observe that the homotopy class
of any Reeb loop of the form (pt. X ... x pt. X v; X pt. X ... x pt.) in M, \ A, coming from
the loop 7v; = w,;v; in X, for fixed ¢ does not depend on the choice of points in the other
components. It follows that the degree of the generator of end(Lg) corresponding to such
a loop is independent of S (it depends only on 7). Hence, the fact that grading structures
on M, . form a torsor over H'(M, x,Z) implies that for a given (di,ds, ..., dy) € ZF, there
exists a unique grading structure such that |z;| = d;.

Let us first calculate End(Lg) in the case S = [i, j], where i > 0, j < k. Let us set

Eli, j] == end(Ly ;).
First, we claim that there is a natural quasiisomorphism of dg-algebras
klzi, ..., xja]/(zi. .. zj00) = E4, j], (3.6)
such that
= () @1d®. ..
Ts ... RIdR(vsus) RIAR ...+ ... ®1d®(ugvs) ®Id® ... fori<s <y,
Tjpr ... Q1A ®(Vjp1Uj41).

Here we view the source as a complex with zero differential. It is easy to check that the
morphisms corresponding to xs are closed, pairwise commute and their product is zero, so
the map (3.6) is well defined.

Next, we want to prove that (3.6) is a quasi-isomorphism. We proceed by induction on
7 —i. In the base case j = i this is easy to see. For the induction step we start with a
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decomposition into a direct sum of subcomplexes,
Eli. j] = D Eli. jl(n).
n>0

Here for n > 0, Eli, j|(n) is spanned by elements of the form (u;v;)" ® ..., while E[i, 5](0)
is spanned by the remaining basis elements.

It is easy to see that for n > 0, E[i, j](n) is isomorphic (by multiplication with z!") to
Eli+ 1, j], so we know its cohomology from the induction assumption. More precisely, we
know that the map

xf ki, xal /(@i xg) = Bl l(n)
is a quasiisomorphism.
It remains to deal with E[i, j](0). Namely, we want to prove that the natural map
klzigr, .. xia] = Eli, 7](0)

is a quasiisomorphism.
Let us define subcomplexes C'(0) C C(1) C EJi, j](0) as follows. We define C'(0) to be
the span of all elements of the form

(Vig1ig1)™ @ (Uig1vi41)" ®1dL, , @ .. )m>0n>05
(i1 (Vig1Uig1)™ @ Vig1 (Uit10i41)" @ idL,, 0 @ .. ) mz0.0>0-

By Lemma 3.1.2, the complex C(0) is acyclic.
Next, we define C(1) to be spanned by C(0) and by all elements of the form id;, ® ...
We have an isomorphism

Eli+1,5](0) — C(1)/C(0)

induced by the natural embedding of E[i + 1,5](0) into C'(1). Thus, by the induction
assumption, the natural map

k?[lL'H_g, . ,IL’j+1] — C(l)/C(O)

is a quasiisomorphism.

Finally, the quotient El[i, 7](0)/C(1) splits into a direct sum of subcomplexes F(n) num-
bered by n > 0, where F(n) is spanned by elements of the form (v;11u;41)" ® ... (modulo
C(1)). Note that we have

fEZ_l = (’Uz‘+1ui+1)n X id X ... mod C(l),
and it is easy to see that the multiplication by xj ; gives an isomorphism of complexes,
Eli+1,j](0) — E(n).
Therefore, we deduce that the natural map
l'?+1k[$i+2, R 7:Ej+1] — E(n)

is a quasiisomorphism for every n > 0.
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Thus, we have a morphism of exact triples of complexes

0

klziva, .. xj] — klwiga, .. x50] — @n>0 TP k(Tive, - T

0 C(1)/C(0) —— Eli, 51(0)/C(0) Efi, j1(0)/C(1) 0

in which the left and right vertical arrows are quasiisomorphisms, hence, the middle one is
also a quasiisomorphism.

Next, we can slightly modify the above argument for the cases i = 0 and j < k (resp.,
i >0 and j = k). In these cases we still claim that the natural maps

k[l’l, . ,xj+1] — E[O,]], k[[Ez, C ,ack] — E[Z,k’]

are quasiisomorphisms. Namely, in the case of E|0, j] we skip the first step and just deal
with this complex exactly as with the complexes E|i, j](0), considering the subcomplexes
analogous to C'(0) and C(1). In the case of E[i, k], we repeat exactly the same steps as for
Eli, j], considering first the subcomplexes E[i, k|(n) and using the induction assumption

to see that the maps
I’ZL : k[xi—i-lu s 7‘7;]6] — E[Zv k](n)
are quasiisomorphisms.

Now for S = [iy, j1]U[i2, jo]U. . .U[ér, jr] with js+1 < isyq, we have a natural identification
end(LS) ~ end(L[ihm) X...x end(L[i“jr]),

and so we have a similar decomposition of End(Lg).
(ii) Now let us compute Hom(Lg, Lg/) for a pair of size n subsets S, S C [0,k]. If S and
S" are not close then we have hom(Lg, Lg/) = 0. Otherwise, we have a decomposition

hom(LS, LS’) = end(L([o,k]\ualauubjb)ms) ®® hom(LlamS, LlamS') ®® hom(Lmes, LmeS’)>
a=1 b=1
(3.7)
where we use the subintervals (1,), (J,) from Corollary 3.2.4.
It remains to identify the complexes hom(Ly,ng, L1,ns’) and hom(L g, Ljns). First,
let I =1,=1i,j],sothat INS=1[i,j— 1] and INS = [i+1,5]. We have

hOIIl(L[” 1] L[H_l J] ® hOIIl p+1),
pEli,j—1]
with the basis given by
Ui+1<1}i+1ui+1)m1 ®...Q U]’(Ujuj')mjfi, m1 2 O, Ce ,mj,z- Z 0.

It is easy to check that we have

wigt (Vipauign) ™ @ o @ (V)™ = (2w up g = g (@2,
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where we view the monomial in x1, ...,z as an endomorphism of Ly j_y or of Ly 5. In
particular, the differential on hom(Ly ;—1), Ljiy1,5)) is zero.

Similarly, we see that for J = J, = [4, j], the space hom (L1, Ly j—1]) is spanned by

(CH x;ﬁ”z)v[i’ﬂ = v (i - .x;n]”),
and has zero differential.
(iii) Formula (3.5) can be checked directly. To compose arbitrary elements in Hom(Lg, Lg)
and Hom(Lg, Lg») we can use (ii) to write them in the form fg¢p(z) and ¢(x)fs g, with
p(z) and ¢(x) some polynomials in z, ..., xy, and then use (3.5).
(iv) The first assertion is clear from our previous computations: the subalgebra in question
is generated by fs ¢ and by z; € end(Lg).

By (i), we know that for each choice deg(x;) = d; € Z, there exists a Z-grading on
A°° coming from a grading structure on M, ;. Thus, it is enough to prove uniqueness
of (dgs) up to adding dsr — dg (for given d; € D). The numbers dg ¢ are constrained
by equations (3.5), corresponding to triples (S, 5", S”) of pairwise close subsets. Thus, a
difference between two systems (dgs) is a 1-cocycle for the following simplicial complex
X. The set of vertices, Xy, is the set of all size n subsets in [0, k]. The set of edges, X7,
is given by pairs (S,.5") of subsets which are close, and the set of 2-simplices, X5, is the
set of triples (.5,5,5”) of pairwise close subsets. Our uniqueness statement would follow
from the vanishing of H*(X, D). We claim that in fact the geometric realization | X|,ca is
simply connected. The proof is by induction on k. The case k = 1 is straightforward (for
n = 0 we get a point and for n = 1 we get a segment). Another special case we have to
include to make our proof work is n = k + 1, when X reduces to a point.

Let us write X = X (n, k). We have natural embeddings as simplicial subcomplexes,

i X(n,k—1) = X(n,k): SC[0,k—1]— S,

gk X(n—1,k—=1) = X(n,k): S C[0,k—1]— SU{k},

so that every vertex of X (n, k) is either in the image of i; or in the image of jy.

Let us in addition consider the subcomplex Y C X (n, k) spanned by all vertices of the
form SU{k —1} and SU{k}, with S C [0,k — 2], |S| = n — 1. Note that whenever S and
S’ are close subsets of [0, k — 2], all four subsets

Su{k—1}, Su{k}, S'u{k—-1}, S'U{k}

are pairwise close. This implies that |Y|,ca can be identified with the 2-skeleton of | X (n —
1,k — 2)|rear X I, where I is a segment. In particular, by the induction assumption, |Y|;eal
is simply connected.

Now assume that we have an edge e between a vertex S in ix(X(n,k — 1)), where
S C [0,k —1] and a vertex S"U{k} in ji(X(n—1,k—1)). This means that S and S"U{k}
are close, which can happen only if S =T U{k — 1}, with 7" and S’ close. In this case the
triangle

(S=Tu{k-1},Tu{k},S"U{k})
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gives a homotopy between e and a segment (T'U {k — 1},7 U {k}) in Y, followed by a
segment in jp(X(n—1,k—1)). Since ix(X(n,k—1)), ju(X(n—1,k—1)) and Y are simply
connected, this implies that X (n, k) is also simply connected. ]

Corollary 3.2.6. The algebra A*° has a structure of k[xq, ..., x;]|-algebra. In the case
n <k, it has a structure of an algebra over R =klxy, ..., xx]/(z1 ... xk).

Remark 3.2.7. Comparing our description of the algebra A°° in Theorem 3.2.5 with the
definition of the Ozsvath-Szabd’s bordered algebras B(m, k) in [26, Sec. 3.2], we see that
there is an isomorphism

A°° ~ B(k,n),

which is analogous to the Auroux’s identifications in [2] in the case of surfaces with one
boundary component. This raises a natural question of interpreting the bimodules defined
in [26] in terms of Lagrangian correspondences.

3.3. Localization by stops. By the general stop removal theorem [11, Theorem 1.16],
removing a stop corresponds to localizing by the subcategory of Lagrangians supported
near the image of the stop. In our case the stops A; and A, are neighborhoods of the
symplectic submanifolds M,,_; ; and using the generators of the partially wrapped Fukaya
category of M, _;j, we obtain that these subcategories are given by

D1:<T1XX:X:Li1X---XLin,1>

D, = (Tyx XX = Ly x % L, )

where {i1,...,4,-1} runs through size (n — 1) subsets of [0, k]. Thus, we have the following
result.

Theorem 3.3.1. We have equivalences of pre-triangulated categories

W(Mn,k; Al) ~ W(Mn,ka A)/DQ

W(M, ) ~W(M,x, AN)/(D1,Ds)

Remark 3.3.2. If we only consider one stop, say ¢;, then the partially wrapped Fukaya
category W(3, q1) is generated by the Lagrangians Ly, ..., L (i.e., we do not need Ly),
as in this case the complement of Ly, ..., L; is a disk which contains at most 1 stop in its
boundary. Furthermore, by Auroux’s theorem [3, Theorem 1], the category W(M,,_1 x, A1)
is generated by L; x ... x L; , with {é1,...,i,-1} C [1,k]. This allows to reduce the
number of generators in the definition of D; and D, above. For the same reason, it is enough
to use only products of Lq,..., L; when generating the fully wrapped Fukaya category of
M, k.

We next give an explicit description of the objects in D; and D, in terms of the generators

Of W(Mn,k:a Az)
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Proposition 3.3.3. Let X = L; x...xL; , andletj; < jo... < jg—nt2 be the complement
of {i1, ... in—1} in [0, k], then in W(M,x, Az) we have the following equivalences

Tyx X~ {Ly, x X 222 s X Dbonetdionia) g x X1,

Jk—n+2

Ulik—nt1-dk—n+2l Yli1,42]
x X R XX = ... /2 L x X}

Jk—n+1

Ty x X ~A{Lj,_,,,
The first equivalence also holds in W(M,, x, A1).

Proof. This is obtained by repeatedly applying the exact triangle given by (2.5). More
precisely, first as in Figure 8, we slide L;, ., along the components of X until one of its legs
gets next to Lj,. This gives an isomorphism

L xX~0L xX.

Jk+1 Jk+1

Next, let us consider

C :=cone(Lj,,, x X = Lj, x X).

Because of the above isomorphism we also have an exact triangle

L.

g XX = Ly x X = C — ...

which is shown in Figure 9.
Thus, applying this kind of triangle repeatedly, we can express TQ X X drawn in Figure
10 as
Ty x X ~{L; x X = Lj xX —...—=L; x X}

where Ty has the property that all objects Ly, ..., L; to the left of the left leg of T5 are in
X and all the objects Lj,..., L to the right of the right leg of Ty are in X. Therefore,
sliding T over these Lagranglans we exhibit a Hamiltonian isotopy between Ty x Xand
Ty x X, which completes the proof of the proposition for 75 x X. The case of T7 x X is
considered similarly. O

Jk—n+2 —n+1

xX =L  xX

F1GURE 8. Hamiltonian isotopy of L

Jk+1 Jk+1
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FiGURrE 9. Exact triangle

15
~

FIGURE 10. Hamiltonian isotopy Tp x X — Tp X X

4. B-SIDE

4.1. Two categorical resolutions on the B-side. Recall that we work over a base
commutative ring k. Let R = Ry denote the ring k[z1,...,23]/(21 ... 2;). Here we
define two categorical resolutions of the category Perf(R). Both are given using modules
over certain finite R-algebras.

For every subset I C [1, k], let us set xy := [[,.; x;. We consider two R-algebras,

el

BO — Bfl,k:] = EndR(R/(xl) o, R/(l’[lz}) e...66 R/(l‘[l,kfl}) b R),

B°° —= [Oﬁk] = EHdR( @ R/(I[)),

IC[1,k],I0

where the summation is over all nonempty subintervals of [1, k]. Note that both B° and
B°° are finitely generated as R-modules (in particular, they are Noetherian when k is
Noetherian).

For each nonempty subinterval I C [1,k] (resp., for I = [1,m]) we denote by P the
natural projective B°°-module (resp., B°-module) corresponding to the summand R/(z7).
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When we need to distinguish the B°-module P ,, from the B°°-module with the same
name, we will write P, (resp., Pﬁf’m]) to denote the B°-module (resp., B°°-module).
Note that every B°°-module M, viewed as an R-module, has a decomposition
M= @ M.
IC[1,k], 10

with M; = Hompges (P, M), corresponding to the natural idempotents in 3°°.
It is easy to see that we have natural identifications

Hom(P;, Py) ~ Homg(R/(zs), R/(x1)),
compatible with composition. In particular, End(P;) = R/(xy), and

k
(B°)P = EndBoo(@ Pim)-
m=1

Thus, if we set P = P 4, then we get natural faithful functors

i Perf(R) — Perf(B°) : M +— P ®@p M,

k
ige : Perf(B°) — Perf(B*) : M — (€D Pim)) @5 M,
m=1
which are left adjoint to the restriction functors
r5 . D(B°) — D(R) : M ~ Homge (P, M),
k
rb . D(B*°) — D(B°) : M HOIHBOO(@ P, M). (4.1)
m=1

Here we denote by D(A) the bounded derived category of A-modules, while Perf(A) is the
full subcategory of bounded complexes of finitely generated projective modules. We also

consider composed functors i% = i5. 08 and
r =l ok (4.2)
We are going to show that the algebras B°° and B° are homologically smooth over k and

that the restriction functors r5.” and r8™ are localization functors with respect to explicit

subcategories of D’(B°°) (provided k is regular), whereas i and 5" are fully faithful, so
that B°° and B° provide categorical resolutions of R.
For a subinterval I C [1,k], let us denote by Ry, B?° and Bj the algebras defined in the
same way as Ry y), Bffyk} and B[Ol,k:}’ but with the variables z1, ...,z replaced by (x;):e;.
We will need to use some other induction functors, in addition to i8." and % . Let us
consider the natural (exact) restriction functors

: B° —mod — BY,_qj[zx] — mod : M +— Hompeo ( @ Py, M),
JC[Lk—1],77#0

rg[;zk] ) - B —mod — B[] —mod : M — HomBOO(JC[g?Jﬁ Py, M),

BOO
T {eJe}
8[1,1@71] (]
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where we use the identifications

Ry /xpe-1 = Rug—qlze], Ruw/Tpr = Rexlel.

It is easy to see that in both cases the restricted module has the decomposition into
components (which are R-modules) of the form

rge (M) = P M.
JCI,J#0
Lemma 4.1.1. (i) One has natural isomorphisms
ige (PG ~ P55, i (R) ~ P = Puy,
where 1 <1 < k. The canonical adjunction maps

BOO

00 . o .3°
Id — rge oipe, Id— 1% oif

are isomorphisms on perfect derived categories and on abelian categories.
(ii) The restriction functor rg%;;k] (1] has a left adjoint functor

-[B°° . 200 00
U0 foa] ¢ Bpy ) — mod — B° — mod
BOO .BOO
o0 O 00 :
such that TB[M] (1] ZB[M] (1] Id and

P )I:{Mmm 14,

Bz el 0 I=1.
. .BOO . BOO .BOO o
In particular, the functor ZBfﬁkl[zl] 1s exact and ’I‘B[o;k] 1] © ZB[OQO,k] o] = Id. For I C [2,k], one
has

igfiz;k][z1]<P[2’k] []) =~ Pla-

(i11) The restriction functor ngl,kfl][xk] : B° —mod — B, ,_j[zk] — mod has a left adjoint

functor

-B°

ZBFl,k—l][zk] : Bfl,k—l} [xk] — mod — B° — HlOd,

which is exact and satisfies rg’;’ (4] © igz = Id. Furthermore, for 1 <1 < k —1,
[1,k—1]k

0 k—1 (k]
we have
.BO
ZBfl,kfu[xk](P[lvﬂ [xk]) = P[l,i]'

Proof. (i) For any B°°-module M, we have
Hompes (P3%, M) o My = e (M), = Homge (P, 5 (M),

12

which gives an isomorphism igzo(Pﬁﬂ) ~ F3%- The proof of the isomorphism i8(R)~ P

[1,i

is similar.
This implies that our two adjunction maps are isomorphisms on all projective modules,
hence on the perfect derived subcategories. It is also easy to see that these maps are iso-
morphisms on the abelian categories (since the induction functors on the abelian categories

can be explicitly described).
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(ii),(ili). The proofs are straightforward and similar to (i). O

For a pair of disjoint subintervals I, J C [1, k], such that I U J is again an interval, let
us denote by
a{[, J} € Homgoo (PI, P[|_|J) = HOHIR(R/LUIHJ, R/JL’[)
the generator corresponding to the natural projection R/xy,; — R/xr, and let
ﬂ{[, J} € Hompoo (P[uJ, PJ) = HOHIR(R/JZJ, R/.Z'IL,J)

be the generator corresponding to the map R/z; —— R/xj.;. In the case when this makes
sense we use the same notation for the similar morphisms in the category of B°-modules.

Proposition 4.1.2. For every i = 2,...,k let us define a B°-module P; from the exact

sequence
af[Li—1],[i]}

0— P[l,i—l] P[l,i] — ?z — 0,

and let P = Py Then

R/(z;) m=20

. O, (4.3)

Ext?o (?17 ?z) ~ {

and one has a semiorthogonal decomposition,
Pel”f(Bo) = <<?k>, R <F2>7 <?1>>>
where (P;) ~ Perf(R/(z;)).

Proof. The surjectivity of the map R/(xp ) — R/(2p1,-1)) implies that the map a{[1,7 —
1], [7]} is an embedding. Furthermore, it is easy to see that

(Pi)pg) = {0 o
, j <.
In particular, Ext*(Py ;;, P;) = 0 for j < i and Ext*(P;, P;) = R/(z;). This immediately
implies the required semiorthogonalities and the equality (4.3).
Now let us consider the restriction and induction functors

HE e P(B) = DYB ) i DB ylnd) = DY(BY)

[1,k—1] (]

BO .BO
(@]
We have TB[OI,kfl] - zBkail] (4]

1 < k —1 one has

= Id, so the functor ig; NN is fully faithful. Since for
1,k—1

Tp

o

igﬁ,kfu ) (P [2e]) = P, (4.4)
we deduce that this induction functor sends perfect complexes to perfect complexes and
B° P ~ P.

ZB‘[’17k_1][xk](Pi[Ik]) ~ Pj,

for ©+ < k — 1. Using the induction on k, we see that it remains to prove that there is a
semiorthogonal decomposition

Perf(B°) = ((P}), ik

[1,k—1] [zx

1 Perf(Bf [z1]))- (4.5)
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Since we already proved the semiorthogonality, by [5, Lem. 1.20], it is enough to check
that the two subcategories on the right generate Perf(B°). In view of (4.4), it remains to
see that they generate the module P 3. But this follows from the exact sequence defining

Py O

Remark 4.1.3. It is easy to see that for every 7 one has an isomorphism of B°-modules
D B°° 00
Py~ rpo (Fp).

Now we introduce a certain family of B°°-modules, which will play an important role for
us.

Lemma 4.1.4. For a pair of nonempty disjoint subintervals I, J C [1,k], such that I U J
18 still an interval, the sequence

0— P oAl Pry Gtk Py

is exact. We define the module M{I,J} as the cokernel of the last arrow, so that we have
an exact sequence

0— Pr— Pyy— Pyp— M{I,J} —0.

Proof. We just need to show that the kernel of the morphism P;,; — P; is isomorphic to
P;. But this immediately follows from the exact sequence

0— R/(QZJ) BN R/(SL’[L,J) — R/(SC[) — 0.

For every j € [2, k], we have a natural exact functor of “extending by zero”,
i} ij(jk] [z1,...,2j_9] —mod — B° —mod.
Namely, it is given by
My IClj k],
0 otherwise.

(@{g}M)r = {

It is easy to see that there is a natural structure of a B°°-module on i{j}M.
We will also use the notation 7/{1} = Id : B°° — mod — B°° — mod.

Lemma 4.1.5. For every m > 7 > 2 one has an isomorphism of B°°-modules,
M{[] - 1]7 []7 m]} = Z'{j}(P[%m][xl? s 7‘1'j*2])'

Proof. We need to compute the cokernel C' of the map {[j — 1], [1,m]} : Pj_1m] = Pjm]-
We have

(Bym)1 = Hom(R/(w(jm)), B/ (1)) = (@njm)/(@1),  (By—rm)1 = (@nj-1m)/ (1),
and our map is given by the multiplication by z;_;.
Assume first that j — 1 € I. Then I\ [j,m]| =1\ [j — 1,m], so we get

Cr = (Pjm)1 ® R/(x;).
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Note that in this case we have either I C [1,5 — 1] or I C [j,k], and in the former case,
(P[j,m])l = O, SO C] =0.
On the other hand, if j — 1 € I then setting I’ = I\ [j — 1, m| we have

(Pym))1 = (xjzp)/(z1), (Pj—1m)r = zr/(z1),

so in this case the map (Pyj_1,m))1 Liy (Pyjm))1 is surjective, so Cp = 0.
This easily leads to the identification C' ~ i\{j}(Pjm[21,-..,2j-2]). O

Theorem 4.1.6. For every j =1,...,k, the composed functor
. ~ BP? o 00
q)j = Z[{j}ZBg:IIj : Perf(BU’k} [1’1, ce ,xj_g])) — Db(B ) (46)

is fully faithful, takes values in Perf(B°°), and we have a semiorthogonal decomposition
Perf(B°°) = (@), Perf(Bjy[x1, ..., 21-2]), . . ., 3 Perf(B} j[71]), Po Perf(Bp 4), @1 Perf (B[ 4))-

Proof. Recall that by Lemma 4.1.1(i), the functor 5. : Perf(B°) — Perf(B°°) is fully
faithful. Thus, the functor ®; is fully faithful.

To check that the functor ®;, for j > 2, is fully faithful and takes values in Perf(B°°),
we observe that by Lemma 4.1.5 together with Lemma 4.1.1(i), we have

(P i [w1, - - -y wja]) = M{[j — 1], [, m]}. (4.7)
By definition, the latter module is perfect. Also, for any Bf;fk] [%1,...,2;_9]-module M one

has Hom(P}j_1 ), {j} M) = 0 for any m > j — 1. Hence, using (4.7) and the defining
exact sequence for M{[j — 1], [j,m]}, we get an identification

Hom(®; (5 ,ylx1, - - xj-2]), u{ g} M) ~ Hom (B my, i{7 3 M) = (i{5} M) 1jm)
= Mpjm) >~ Hom(Py ) [@1, - .., 2j—2], M).
Applying this to M = zi%og (P[j',m/]
For j <k, let us denote by P; C Perf(BB°°) the subcategory generated by the projective
modules Py ., with j° < 7, so that P, = &, Perf(Bka]). Let us prove by induction on j
that we have a semiorthogonal decomposition

Pj = <1Hl (I)j,,])j,1> (48)

(for j = k this will give the theorem). Note that (4.7) together with the defining exact
sequence for M{[j — 1], [j, m|} imply that im ®; C P;. The semiorthogonality immediately
follows from the fact that the image of i{j} (and hence of ®;) is right orthogonal to P;_;.
Finally, the defining exact sequence for M{[j — 1], [j,m]} shows that P};,) belongs to the
subcategory generated by im ®; and P;_;. Hence, our assertion follows from [5, Lem.
1.20]. O

x1,...,Ti_9|), we derive that ®; is fully faithful.
j J

Remark 4.1.7. Noncommutative resolutions similar to B° and B°° were considered in [7]
and in [15].
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4.2. Homological smoothness. Recall that a k-algebra B, flat over k, is called homo-
logically smooth if the diagonal bimodule B is perfect as an object of D(B ®y B°). In
the case when k is a field, this implies that B has finite homological dimension (|21, Lem.
3.6(b)]). A similar argument proves the following result.

Lemma 4.2.1. Let B be a homologically smooth k-algebra, flat over k. Assume also that
B is left Noetherian. Then every finitely generated B-module M, that has finite projective
dimension as a k-module, is perfect as a B-module.

Proof. We use the fact that the diagonal bimodule is perfect, so it is a homotopy direct
summand of a bounded complex of free B ®x B°’-modules of finite rank. Applying the
corresponding functors D(B) — D(B) to M, we get that M is a homotopy direct summand
in a bounded complex of B-modules whose terms are finite direct sums of B ®, M. By
assumption, these terms have finite projective dimension over B, so M also has finite
projective dimension over B. Since M is finitely generated, this implies that it is perfect.

O

Proposition 4.2.2. Assume that k is Noetherian. Then the algebras B° and B°° are
homologically smooth over k.

Note that wrapped Fukaya categories are always homologically smooth. This can be
seen by combining [10, Thm 1.2] and [9, Thm 1.2]. Thus, Proposition 4.2.2 will follow
from Theorem 5.2.1 below. However, it is also not hard to give a direct proof. The idea of
proof is to use semiorthogonal decompositions (4.5) and (4.8), together with the following
fact. Here we use the notion of gluing of dg-categories along a bimodule, which reflects the
situation of a semiorthogonal decomposition on the dg-level (see [15, Sec. 4]).

Lemma 4.2.3. ([15, Prop. 4.9]) Let Dy and Dy be smooth dg-categories, flat over k, and
let D = Dy x, Dy be a dg-category obtained by gluing D, and Dy along a bimodule ¢ in
Perf(Dy? ®y D1). Then D is smooth over K.

The more concrete situation in which we will apply this is described in the following

Lemma 4.2.4. Let D be a dg-category over k equipped with a semiorthogonal decomposition
Perf(D) = (M), (M2)),

where for i = 1,2, Ext™(M;, M;) = 0 while B; := End(M;) is a homologically smooth
k-algebra B;, flat over k. Assume in addition that By is Noetherian and the complex
hom (M, Ms) has bounded cohomology, finitely generated as By-modules and of finite pro-
jective dimension as k-modules. Then D is homologically smooth.

Proof. To apply Lemma 4.2.3 we need to check that the B; — By-bimodule hom (M, M)
is perfect. Since Bs is smooth, it is enough to check that it is perfect as a Bj-module (see
[33, Lem. 2.8.2]). By Lemma 4.2.1, this follows from our assumptions. g

Proof of Proposition 4.2.2. To prove that B° is smooth we apply Lemma 4.2.4 iteratively to
semiorthogonal decompositions (4.5). Since the algebras R/(x;) are homologically smooth,
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it suffices to check that the R-modules Ext* (P, Pp4), for i < k, are finitely generated and

are free as k-modules. Computing these using the projective resolution of Py, we realize
them as cohomology of the complex (in degrees [0, 1])

R/(x[l,z]) LK R/QZ'[LZ}

Thus, we only have nontrivial Ext!' isomorphic to R/(21,, Tji+1,4), and the assertion fol-
lows.

Similarly, to prove that B°° is smooth we apply Lemma 4.2.4 iteratively to semiorthogo-
nal decompositions (4.8). It suffices to prove that the R-modules Ext*(M{[j—1], [j,m]}, Pr),
where I = [j’,m/] with j/ < j, are finitely generated and are free as k-modules. Using the
defining projective resolution of M{[j — 1], [j,m]}, we get the complex (in degrees [0, 2])
that computes this Ext*. If m’ < j — 1 then this complex is zero. For m’ > j — 1 it has
the form

Ti-1 PlimN
R/(xjmnr) = R/(@[j—1,mjnr) —— . R/(xj_1),
Thus, only Ext? is nontrivial and it is isomorphic to R/ (-1, Tj,m]\ 1), which is free over
k. 0

4.3. Localization on the B-side. We say that a collection of objects (X;);c; in an abelian
category C generates C if the minimal abelian subcategory of C closed under extensions
and containing all X; is the entire C.

We want to describe the restriction functors r5." and r5 ™ (see (4.1) and (4.2)) as local-
izations with respect to some subcategories.

Theorem 4.3.1. (i) The functor 8" induces an equivalence of enhanced triangulated
categories
Perf(B°°)/ ker(rh. ) ~ Perf(B°),

For every 1 <i<j<m< k, the module M{[i, jl,[j + 1,m]} belongs to the subcategory
ker(r.") C Perf(B>). Furthermore ker(rB:") is generated by the modules (M{[i],[i +
L j1})i<;-
(ii) Assume that k is reqular. Then the functor v8° induces an equivalence of enhanced
triangulated categories

DVB)/Kker(r") = D'(R),

where D°(?) denotes the bounded derived category of finitely generated modules.

For every pair of disjoint intervals I,J C [1,k]|, such that I U J is an interval, the
modules M{I,J} belong to the subcategory ker(r8"). Furthermore, ker(r8”) is generated
by the modules (MA{[i], [i + 1, j]}, M{[j], [¢,J — 1]})i<; as a triangulated category.

Proof. (i) The first assertion follows immediately from the semiorthogonal decomposition
of Theorem 4.1.6 together with the adjunction of the induction and restriction functors
(ige 5 )

To check that M{[i, j], [ + 1, m]} belongs to ker(rk: ), we need to prove the surjectivity
of the map

(Bim)) ) = (By1,m) (1,7
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induced by z; ;1. In other words, we need to check that the map

(@i / (@07) == (@anpem)/ (@)
is surjective for every m. Indeed, if 7 > r then the target is zero. Otherwise j < r and the
assertion follows from the equality (1 ,)\(j+1,m] = T[i, T[]\ [i,m]-

By Theorem 4.1.6, the subcategory ker(r5. ) is generated by the images of @y, ..., ®,.
Hence, it is generated by the images of projective modules under ®,, ..., ®,,. Since these
images are given by formula (4.7), the last assertion follows.

(ii) The restriction functor between abelian categories

rB° . B —mod — R — mod
is exact. Furthermore, by Lemma 4.1.1(i) the induction functor i% "~ provides a cosection,
so the category R — mod is a colocalization of B°° — mod, which gives an equivalence

R —mod ~ B°° — mod /(ker(r5") N B°° — mod).

The similar equivalence with derived categories follows from the work [23].
As in (i), the assertion that M{I, J} belongs to ker(r5™) amounts to the surjectivity of
the map

(@panaun) — (@),
which follows from the equality (i i\s = Zr2 )\ (100)-

Let C C B° — mod denote the kernel of 75" i.e., the full subcategory consisting of B°-
modules M such that M 5 = 0. It is enough to prove that the modules rg. (M{[j], [¢,j —
1]}) generate C as an abelian category. We will use the induction on k. In the case k = 1,
we have C = 0 so there is nothing to prove.

Let D C B° — mod denote the full subcategory of B°-modules M such that M; =0. Let
us set B° = = By lzi], B = = Bj, jy[z1]. Note that the restriction functor rf : B° — mod —

B° — mod induces an equivalence
®:D~B —mod.

Furthermore, as we have seen in Lemma 4.1.1(ii), we have rgsoz’%EZ(M ) € D and

D(rge 5o (M)) = rie (M).

Let C' c B — mod denote the kernel of rgc[;l]. By induction assumption, C’ is generated
by the modules ’rf “(M{[5),[i,j — 1]}), where 2 < i < j < k, and M{[j],[i,j — 1]} are B"-

modules defined snmlarly to M{[j],[i,7—1]}. We have zBOOM{[ 1, (4,7 —1]} = MA{[j], [¢, 5 —
1]} for 2 <i<j <k, so

O (B (M{[5), i, § — 1)})) = rB B (M), [0 5 — 1}) = v (M{[j], [i.5 — 1]}).

Thus, the subcategory ®1(C') = C N D belongs to the subcategory generated by the
modules r5. (M{[j],[i,7 — 1]}), with 2 <i < j < k.
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It remains to check that C is generated by C N'D and by the modules r5.° (M {[;], [1,7 —
1]}). Note that C N D is precisely the kernel of the functor
r:C— R/(x1,29...2,) —mod : M — M.
Now for 2 < j < k, let us define the functor
ix(J) : B/ (w1, 25) = C
sending N to the B°-module M such that

with the maps My -1 = Mp1m) (vesp., Mpm) — M m—1)) being the identity maps (resp.,
multiplication by x,,) for m < j.

For 2 < j <k, let C; C C denote the full subcategory of M € C such that z;M; = 0.
Since for every M € C one has xy ...z, M; = 0, it is easy to see that the subcategories C;
generate C as an abelian category. Now for every M € C;, there is a natural morphism

inducing the identity map i.(j)(M;); — M;. Hence, the kernel and the cokernel of the
morphism 4,(j)(M;) — M are in C ND. It follows that the images of the functors i.(j)
together with C N D generate C.
It remains to observe that for each j > 2, there is an exact sequence
0 = in(j)(R/(21,25)) — 1o MA{[], (1,7 — 1]} = rge M{[5], (2,5 — 1]} = 0

(where for j = 2 the last term is zero). This implies that the image of ,(j) is contained in
the subcategory generated by r5.° M{[j],[1,j — 1]} and r5° M{[j],[2,5 — 1]} O

4.4. Cases k =2 and k = 3. Consider first the case k = 2. We have Ry 9 = k[z1, x2]/(2122),
2 = Endr(R® R/(21) & R/(x2)), By = Endr(R® R/(x1)).
Note that we have an isomorphism
R/(z1) ® R/(x2) ~ I,
where I = (z,y) C R is the ideal corresponding to the node. Thus, BfﬁQ] is isomorphic to

(e]e]

the Auslander order over the affine nodal curve Spec(Ry;9). We can also think of T
the algebra of the quiver with relations given in Figure 2, where the vertex Lo (resp., Ls)
corresponds to [2] (resp., [1]).

The semiorthogonal decomposition of Proposition 4.1.2 becomes

Perf(B) 5) = ((Pa), (P1)),

where (Py) ~ Perf(k[z,]), (P) ~ Perf(k[z,]). Furthermore, Ext*(Py, P;) ~ k[—1].
The semiorthogonal decomposition of Theorem 4.1.6 becomes

Perf(B[oij]) = ((MA{[1][2]}), igzo Perf(Bfm])),
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where (M{[1][2]}) ~ Perf(k). Furthermore, it is easy to see that M{[1][2]} corresponds to
the simple module over the quiver in Figure 2 at the vertex L.

The localization functor D’( o) = DP(Ryy 9)) takes P g to R and Py to R/(z;). The
kernel of the functor is generated by the modules M{[1][2]} and M{[2]|[1]}, which are
precisely the simple modules at vertices Lo and Ly of the quiver in Figure 2.

Next, let us consider the case k = 3. We have R = R 5 = k[z1, 22, x3]/(z12223),

(3 = Endr(R & R/(z122) © R/ (1)),

while the algebra Bﬁ‘j?)] can be described by the quiver with relations over R given in Figure
7, where the vertices Ly X L3, Lo X L3 and Ly X Ly correspond to [1], [2] and [3], Ly X L3
and Lo x Ly correspond to [1,2] and [2, 3], Ly x L corresponds to [1, 3]. The algebra B, 5
is described by the subquiver with vertices [1], [1,2] and [1, 3].

The semiorthogonal decomposition of Proposition 4.1.2 becomes

Perf(B] 3)) = (Perf(k[za, x3]), Perf(k[z1, z3]), Perf(k[xz, 23])).
The semiorthogonal decomposition of Theorem 4.1.6 becomes
Perf(BfYy) = (M{[2][3]}), (M{[1][2, 3]}, M{[1][2]}), ig- Perf(Bj 4)),

where (M{[2][3]}) > Perf(k[z]) and (M{[1][2,3]}, M{[1][2]}) ~ Perf(B[, ;). The kernel
of the localization Db(B[Ol,g]) — DP(Rp3)) is generated by the modules i,(2)(R/(x1, z2)),

i+(3)(R/(z1,73)) and r5. M{[3][2]}, where the first module is R/(z;, ) supported at the
vertex [1], the last is R/(z2, z3) supported at the vertex [1,2]. The module i,(3)(R/(z1, z3))
is supported at vertices [1] and [1,2], with both components given by R/(z,x3), the
identity map from [1, 2] to [1], and the multiplication by xzs map from [1] to [1,2].

5. HOMOLOGICAL MIRROR SYMMETRY

5.1. Isomorphism of algebras corresponding to two stops. Now we specialize to
the case n = k — 1 on the A-side and the Z-grading on the Fukaya category such that
deg(z;) = 0 (see Theorem 3.2.5). The main observation is that in this case the algebra A4°°
on the A-side is isomorphic to the algebra (3°°)°.

First, we observe that there is the following bijection between the Lagrangians (Lg) in
this case and the subsegments I C [1, k:

Lio iy <> [0+ 1,1, (5.1)
where 0 <17 < j <k.
Lemma 5.1.1. For n =k — 1 one has an isomorphism of R-algebras

A%° ~ B ~ (BOO)op — @ HomBoo(P[,PJ),

I,JCl1,k]

compatible with the correspondence (5.1).
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Proof. We have

HOIHBoo(P[, PJ) ~ HOIHR(R/(ZEJ)7 R/(ZE[)) ~ ([E[\J)/(l’]) = CL’[\J . R/(ZE[QJ).
It is easy to see that mapping Hompge. (P, Py) to Hompeo (Py, Pr) using these identifica-
tions gives an isomorphism of the algebra B°° with its opposite algebra (see below for the
computation of compositions).

On the other hand, for S = [0,k] \ {a,b} and S’ = [0,k] \ {a’,b'} we have the following
four possibilities, and we can calculate the subintervals I,, .J, of Corollary 3.2.4 in each of
them.

Case 1. a < ad',b< V. If @ > bthen S and S’ are not close, so we can assume that a’ < b.
In this case we have J; = [a,d], Jo = [b, V'], so using Theorem 3.2.5(ii) we get

A(S,S") =Kz, ... 20 @K[Tas1, .. 2| OK[Tarir, .o, o)/ (Tjars1)

® k[xb-f—h CIE ax;)] ® k[xb’—‘rl) LI 7xk‘] . fS,S’ - R/(w[a’+1,xb]) : fS,S"
Case 2. a < a', b > V. In this case we have J, = [a,d'], I; = [V, b] (I; should be omitted if
b=1), so by Theorem 3.2.5(ii) we get

A(S,S") =Kz, ..., 2a) QKk[Tas1, .., 2] OK[Twi1, ..o, 2w/ (Tpars1p)

R K[zyg1, -, ) @ K[@ogr, -, 2k) - fss = R/ (Tars1,2,)) - fssr
Case 3. a > a’', b <. In this case we have I} = [d/,a], J; = [b,V] (I; should be omitted if
a = a’), so by Theorem 3.2.5(ii), we get

A(S,S") =Kz, ..., 20) QK[Tas1, -, o] @ K[Tar1, .-, T/ (Tjat1)

® k[l’b+17 e ,llfb'] & k[ﬂib'ﬂ; . 737k] : fS,S' = R/(I[a—i-l,:cb}) : fS,S'-

Case 4. a>a',b>1V. If a >V then S and S’ are not close, so we can assume that a < ¥'.
In this case we have I} = [d/,al, Is = [I/,b] (where I; is omitted if @ = @’ and I is omitted
if b =b"). By Theorem 3.2.5(ii), we get

A(S,S") =Kz, ..., 20) @Kk[zat1, ., o] @ K[Tat1, - -, Tw] [ (Tlat1,p])

Qk[zyi1, ... 2] @ K[Tpq1, .o, 2k] - fo9 = R/ (Tlag1,2,)) - fosr-

In all of these cases we deduce that
A(S,S") ~ R/(x1n5) - fs.s,
where I = [a+ 1,b], J = [a' + 1,b]. So we get an identification of R-modules
A(S, 8" ~ Hom(Py, Py)

sending fg.s to zp .

To check the compatibility with the composition, we note that for three intervals I, J, K C
[1, k] one has

rng - THNK = TN\K * H L.
1€(J\(JUK))U(INK\J)

Thus, the assertion follows from Theorem 3.2.5(iii) and the equality
{i: |[i—1,4 cT(S,S5,8}=U\NTUK)UINKN\J), (5.2)



34 YANKI LEKILI AND ALEXANDER POLISHCHUK

where Lg, Lgr and Lg» correspond to I, J and K under (5.1). The proof of (5.2) is a
straightforward but tedious check, so we will consider only one of the cases. Let

S = [ka] \ {avb}7 S = [ka] \ {a/7b,}> S = [07 k:] \ {a”vb”}a
I=la+1,b], J=[d+1V], K=][d"+1,b"].

Assume that a < d/, b < ¥V, ’ < o, V" < V. Then we have J; = [a,d'], Jo = [b,V],
I =[d",d], I, = [b", V], hence,

T(S,5",8") = [max(a,a”),a’] U [max(b,b"), b'].
On the other hand,
INK\J=[max(a+1,a"+1),d], J\ (IUK)=[max(b,b")+ 1,V],

so the equality (5.2) follows in this case. The other cases are considered similarly. O

5.2. Equivalences of categories.

Theorem 5.2.1. There are equivalences of enhanced triangulated categories over Kk,

W(Pr—1,Az) = Perf(B), (5.3)
W(Pr—1, A1) = Perf(By ), (5.4)

Assume that the base ring k is reqular. Then we also have an equivalence
W(Pr-1) =~ D*(Rp ), (5.5)

The above equivalences are compatible with localization functors on the A-side and the
restriction functors r8.° and r8 . Furthermore, the first equivalence sends the Lagrangian
Ls = [laeg La for S =1[0,k]\{3,7}, wherei < j, to the projective module Py, ;. Here the
Fukaya categories are equipped with the Z-grading coming from a unique grading structure
on Pr_1 = My_1y such that deg(z;) =0 fori=1,...,k (see Theorem 3.2.5).

Proof. Note that by Theorem 3.2.5(iv), shifting the graded structures on each Lg if needed,
we can achieve that the algebra A°° is concentrated in degree 0. Since the Lagrangians (Lg)
generate the wrapped Fukaya category, the first equivalence is an immediate consequence
of the isomorphism of algebras proved in Lemma 5.1.1.

The second and third equivalences are obtained from the first by localization, using
Theorem 3.3.1 on the A-side and Theorem 4.3.1 on the B-side. Namely, we observe that
under the equivalence (5.3), the resolutions of objects Ty x X (resp., of T} x X) from
Proposition 3.3.3 (in the case n = k — 1) correspond to the complexes defining modules
MAli, ], [7 + 1,m]} (resp., M{[j + 1,m],[4,]}). Thus, under (5.3) the subcategory Dy C
W(My,_14.) (vesp., (D1, Ds)) corresponds to the subcategory ker(r8. ) C D’(B°°) generated
by all the modules M{[i, j], [j +1,m]} (resp., ker(r5 ") generated by all M{I,.J}). Hence,
using Theorems 3.3.1 and 4.3.1, we derive the equivalences (5.4) and (5.5). O
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Remark 5.2.2. It follows from Remark 4.1.3 that under equivalence (5.4) of Theorem
5.2.1, the object P; defined in Proposition 4.1.2 (involved in a semi-orthogonal decompo-
sition of Db(Bﬁ’k])) corresponds to Lg = [[,.o Lo with S = [0,k \ {i — 1,4}.

acsS
Remark 5.2.3. The semiorthogonal decomposition
Db(B*°) = (im(®y,), . .., im(dy), im(P;))
constructed in Theorem 4.1.6 has a natural geometric meaning on the A-side. Namely, let
Ci € W(My_1x,Az) be the subcategory corresponding to im(®;). Then C; is generated
by the Lagrangians Lg with S C [1,k], and for each i = 2,... k, the subcategory C; is
generated by the Lagrangians of the form T5 x Ly ;_sjus with 8" C [i, k], |S"| = k —i. The
required semiorthogonalities can be easily seen on the A-side. Also, the natural functor
Ci = W(My—11, 1)

is an equivalence, which corresponds to the equivalence of im(®;) with D?(B°). On the
other hand, for each i = 2, ..., k, there is an equivalence

C:—N>CZL|—>T2XL

from the subcategory C; C W(Mj_a, Az) generated by all Ly, gus with S C [i, k].
Furthermore, since End(Ljo;_g)) ~ k[1,...,%;—], one can see that there is an equivalence

C’L{/ Rk k[‘rlu R 7xi*2] — Cll t L= L[O,i—3] X L’

where C! C W(Mj._; 1, Az) is generated by Lg with S” C [i, k]. Finally, we have a natural
equivalence

~

C/ —— W(My—ip—iy1, \1)

induced by filling in the first ¢ — 1 interior holes and removing one of the stops.

5.3. Homological mirror symmetry for abelian covers. We are going to deduce from
Theorem 5.2.1, a similar equivalence involving wrapped Fukaya categories of finite abelian
covers of My, = Pr_1.

Namely, as is well known, for k > 2, there is a natural isomorphism m(Py_1) ~ ZF,
where as generators we can take products of loops v; = wv;, e = 1,...,k, in ¥ with k£ — 2
points in 3. We denote these generators as (%;).

Now let us fix a homomorphism

¢:mi(Pyor) ~ZF - T,
where I is a finite abelian group. It is determined by the k& elements
o =o¢(%)el, i=1,... k.

Let
T M — P

be the finite covering associated with ¢, so that I' acts on M as a group of deck transfor-
mations.
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Then M has the induced symplectic structure, the induced stops 77! (A) and the induced
grading structure, so we can consider the category W(M, 7~ (A)).

Note that each of the Lagrangians Lg C Py_q, for S = [0,k] \ {7, 7} can be lifted to a
connected Lagrangian Zs C M (since it is simply connected). Let us fix one such lift Es
for each S (we’ll have to adjust it later). Note that all other connected lifts of Lg are of
the form 'YZS for some v € I", where I" acts on M by deck transformations.

As explained in [29, Sec. 8b], a choice of liftings (ZS) defines a I'-grading on each space
hom(Lg, Ls/). Namely, a Reeb chord x : [0, 1] — Py_y with 2(0) € Lg, (1) € Lg lifts to
a path 7 : [0,1] — M, such that Z(0) € Lg and (1) € vLg, for some v € T', and we set
degy (z) = 7.

This gives a certain ['-grading on the algebra A°°. Note that ['-degrees of the elements
x; € end(Lg) are just given by

degi(z;) = ¢s.

Note that endomorphism algebra of the objects (755) is obtained from the I'-grading

on A° by the following formal construction: it is given by

P A, (5.6)

v,y er

with the natural product.
Let
G =TI"
be the finite commutative group scheme dual to I' (so if I' = [[Z/d,Z then G = [] pq;)-
Then I' can be identified with the set of all algebraic characters of G. Suppose A is an
associative algebra with a ['-grading. Then we can form a new associative algebra similarly

to (5.6) by setting
AF = @ A'y’—’y‘
ol

'€l
On the other hand, we can use the I'-grading to define an algebraic action of G on A and
consider the category of A-modules with compatible G-action, or equivalently, I'-graded
A-modules. For every v € I' we have a natural such module A ® v, and we have an
identification
Ap ~ @ Homy(A® v, A®+)C.
Y
Thus, the category described by the algebra Ar is equivalent to the perfect derived category
of A-modules with G-action (one can also explicitly identify Ar with the crossed product

ring A[G]).
Proposition 5.3.1. The collection of Lagrangians yLg for v € I and S = [0,k] \ {i, 5},
i < j generates the wrapped Fukaya category W(M, 7w (Az)).

Proof. The proof follows along the lines of [3] where Auroux proves generation of W(Py._1, Az)
by the Lagrangians Lg. Namely, one first constructs a simple branched m-fold covering
of the unit disk, a Lefschetz fibration with zero-dimensional fibers, @ : ¥ — I for some
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m > k and such that the collection of Lagrangians L; for ¢ = 0,...,k is a subset of a
distinguished set of thimbles {A;}, for @ and Z is a subset of @™'(—1). Note that, by
re-indexing if necessary, we can assume that L; = A; for ¢ = 0,...k. The fact that such
a simple branched covering exists is elementary (see [3, Sec. 3.3.4]). A useful observation
here is that the number of stops in @ '(—1)\ Z is the same as m — k. Furthermore, local-
izing along points in @ !(—1) \ Z corresponds to removing extra objects in the collection
{A;}™, to finally reduce it to the collection {L;}¥ .

Next, Auroux associates a Lefschetz fibration w, : Sym"(¥) — D whose thimbles are
given by the collection of products Lagrangians Ag where S runs through subsets of [0, m]
of size n, and applies a celebrated result of Seidel [30, Thm. 18.24] to show that this col-
lection generates the wrapped Fukaya category W(Sym"(X), A;-1(_y)). Finally, to deduce
generation of W(Sym"(X),Az) by the collection of products of Lagrangian Lg where S
runs through subsets of [0, k| of size n, Auroux applies the localization functors associated
to removing the extra stops in Ag-1(_1) \ Az. Namely, localizing along the extra stops
Ao-1(_1)\z corresponds to removing extra objects in the collection {Ag} for S C [0,m] to
finally reduce it to the collection Lg for S C [0, k]. This is thanks to the existence of basic
exact triangles recalled in equation (2.5) associated to exact triangles in W(X, Z).

The key observation that allows us to apply the same strategy to generate W(M, 7~ (Ay))
is that the composition

wp_10om: M —D

is again a Lefschetz fibration and the stops m~1(Az) is a subset of (wwj_; o )71 (—1).
Moreover, the thimbles of wy,_; o 7 are given by lifts {yAg},.s of thimbles Ag after fixing
connected lifts Ag of Ag. Thus, again by Seidel’s theorem, the set of these lifted thimbles
generates the partially wrapped Fukaya category W(M, (w1 o )~ 1(—1)).

Finally, removing stops in @, *,(—1) \ Z corresponds to localization of lifts of the extra
thimbles {Ag} that are not in the collection {Lg}. To justify this we apply Lemma 5.3.2
which completes the proof. Il

Lemma 5.3.2. Suppose that we have Ly, L}, L C 3 such that LY is the arc obtained by
sliding Ly along L) avoiding a set of stops Z so that we have an exact triangle
Ly — Ly — LY — Lyi[1]

in W(X,Z). Let Lo, ..., Lx_1 be disjoint arcs in ¥ and let Ls = Ly X Ly X ... Lg_1,
=Ly x Lyx...Lpy and L', = L] x Ly x ... Li_y be Lagrangians in Pyr_1 so that we
have the corresponding exact triangle

Lg — Ly — L — Lgll] (5.7)

in W(X,Ay). Let w: M — Py_q be a covering and let L, f/s and Eg be connected lifts of
these Lagrangians to M. Then, in W(M, 7 '(Ay)), the Lagrangian Ls is generated by the

collection {yL's}yer U {y L%} er-

Proof. As we explained before, we can describe the subcategory of W(M, 7w 1(Az)), gener-
ated by (vLg), by the algebra (5.6), and hence, identify it with the perfect derived category
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of I'-graded A°°-modules, such that vLg corresponds to Ps ® -, for the natural projective
A°°-modules Pg

Now we observe that all the morphisms in the exact triangle (5.7) are homogeneous with
respect to the I'-grading (i.e., they all have some degree in I'). This implies that this exact
triangle can be viewed as an exact triangle of I'-graded A°°-modules of the form

PS — PS’ ®’y/ — PSN ®’y” — Ps[l]
The corresponding exact triangle in W(M,7~1(Az)) proves our assertion. Il

On the B-side, we can consider the homomorphism
G — G*,

dual to the homomorphism Z* — T. The group GF acts on the ring R = Ruy =
k[zy,...,2k]/(x1 ... x) by rescaling the coordinates, and on the R-modules R/(xy), so we

_ e]e]

get the induced action on the algebras B° = Bﬁ,k] and B°° = (oA Via the homomorphism

G — G* we get algebraic G-actions on R, B° and B*.
Let Perfg(B) (resp., D%(R)) denote the perfect derived category of G-equivariant B-
modules (resp., bounded derived category of finitely generated G-equivariant R-modules).

Theorem 5.3.3. We have equivalences of enhanced triangulated categories over k,

W(M, 771 (A)) ~ Perfg(Bgy), (5.8)
W(M, 7" (Ay)) ~ Perfa (B 4)- (5.9)

Assume that k is a reqular ring. Then we have an equivalence
W(M) ~ D&L(Rux), (5.10)

where the Fukaya categories are equipped with the Z-grading induced by the grading structure
on Pi_1 considered in Theorem 5.2.1.

Proof. The action of G on B°° can also be viewed as a I'-grading on it, deg, which satisfies

degr (z;) = ¢;.
By the isomorphism of Lemma 5.1.1, it can be viewed as another I'-grading on A°°. Ap-
plying Theorem 3.2.5(iv), we deduce the existence of (vs) such that

degf (fs,sr) = degf (fs,s) +vsr — Vs

This means that by adjusting the choices of lifts Lg (by the action of vg), we can achieve
that the gradings degf and deg? are the same.
Now as we have observed before, the category Perfg(Bfﬁk]) is equivalent to the perfect
derived category of the algebra
By =P By,

'€l
Since the isomorphism between A°° and B°° is compatible with the I'-gradings, the latter
algebra is isomorphic to (5.6), which implies the equivalence (5.8).
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To deduce equivalences (5.9) and (5.10) we first observe that an analog of Theorem 4.3.1
holds for equivariant categories, where the modules M{I, J} are equipped with natural
G-equivariant structure, and to generate the kernels of 75;" and 78”° we use appropriate
modules twisted by all possible elements of I'. Thus, we derive these equivalences as in
Theorem 5.2.1 using localization on both sides. O

As an application we deduce a version of homological mirror symmetry for invertible
polynomials (see the recent paper [19] for background on this topic). Let

kook
w=> []z}" (5.11)
i=1 j=1
be an invertible polynomial, which is a weighted homogeneous polynomial that has an
isolated critical point at the origin and is described by some integer matrix A = (a;;)F;_,
with non-zero determinant.
Let
My = {(21,...,21) € (C)Y* | w(zy,...,2) = 1}
be the “punctured” Milnor fiber. We have a covering map
T My — Pr_1

. k aij k az; k [ .
given by (x1,29,...,x1) — (szl T ,szl T ,...,szl z;*) where we view Pj_; as a
hypersurface in (C*)** via the identification

Pr_1= {($1,...,$k) € (C*)Xk XXt X = 1}
The group of deck transformations of this covering map is
U= {(t1,te,...,tr) € GIF Vi #1520 =1},

which is exactly the group of diagonal symmetries of w.
Let G = Hom(I', G,,) be the dual group. As an immediate corollary to Theorem 5.3.3,
we get the following homological mirror symmetry statement for My,.

Corollary 5.3.4. Assume k is regular. Then W(My) ~ D%(Rp k).

Remark 5.3.5. There is also an analog of Theorem 5.3.3 for arbitrary finite connected
coverings of the 3-punctured sphere ¥ = P;. Namely, we have an identification of 7 (3)
with the free group with two generators 7, 2, so such a covering 7 : M — > corresponds
to a finite set S with a pair of permutations oy, 09 € Aut(S), generating a transitive action
of m1(X) on S (so that v; acts as ;). Choosing a lifting of the Lagrangians Lo, Ly, L to the
universal covering of ¥, we get as above, a 7 (X)-grading on the endomorphism algebra
A of (Lo, L1, Ly) in the partially wrapped Fukaya category W(X, Z,n) where Z = ¢; U ¢o
(see Figure 1). Now a similar reasoning to Theorem 5.3.3 shows that W(M, 71 (Z),n)
is equivalent to the perfect derived category of S-graded modules over A (where the S-
grading on a module is compatible with the m (X)-grading on A). Furthermore, we can
choose liftings of the Lagrangians in such a way that the 7 (X)-grading on A, which
is identified with the Auslander order over k[zy,xs]/(z122), is induced by the grading
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deg(x;) = i, i = 1,2. Localizing we get a similar connection between the fully wrapped
Fukaya category of M and S-graded modules over k[zy, z5]/(z122).
For example, taking I' = Z/d (for d > 0) and the homomorphism 7, — 1mod(d),

72 — —1mod(d), corresponds to the d : 1 covering Y — Y2, that can be identified with the
(d+2)-punctured sphere. Namely, if we realize ¥ with P!\ {0, 1, 00} in such a way that the
puncture with stops corresponds to 1, then we can take the covering 7 : R R
ramified at 0 and oo, and identify ¥ with

P'\ 771({0,1,00}) = P\ {0, o0, (exp(27im/d))m=0....d4-1}-

The above equivalence relates the partially wrapped Fukaya category of X (with respect to
the preimages of two stops) with modules over the Auslander order on the corresponding
stacky curve, the quotient of Spec(k|xy, z3]/(x122)) by the action of pg4, the group of dth
roots of unity, where ¢ acts on (z1,72) by (Cx1,("'z). This equivalence is a particular
case of [17, Thm. A].
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