SplinterDB: Closing the Bandwidth Gap for NVMe Key-Value Stores
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rent key-value stores struggle to fully utilize the bandwidth £ - =
of such devices. This paper presents SplinterDB, a new key-

value store explicitly designed for NVMe solid-state-drives.

SplinterDB is designed around a novel data structure (the
STBEé-tree) that exposes I/O and CPU concurrency and re-
duces write amplification without sacrificing query perfor-
mance. STBE-tree combines ideas from log-structured merge
trees and B®-trees to reduce write amplification and CPU
costs of compaction. The SplinterDB memtable and cache are
designed to be highly concurrent and to reduce cache misses.

We evaluate SplinterDB on a number of micro- and
macro-benchmarks, and show that SplinterDB outperforms
RocksDB, a state-of-the-art key-value store, by a factor of
6-10x on insertions and 2-2.6X on point queries, while
matching RocksDB on small range queries. Furthermore,
SplinterDB reduces write amplification by 2 x compared to
RocksDB.

1 Introduction
Key-value stores form an integral part of system infrastruc-
ture. Google’s LevelDB [22] and Facebook’s RocksDB [8] are
widely used, both within their companies and outside. Their
importance has spurred research into several aspects of key-
value store design, such as increasing write throughput, reduc-
ing write amplification, and increasing concurrency [1-3,6,8—
17,19,21,22,26,30-32,34,35,37,39,42,43,45-47,50-52].

Existing key-value stores face new challenges with the in-
creasing use of high-performance NVMe solid state drives
(SSDs). NVMe SSDs offer high throughput (S00K-600K
IOPS) and low latency (10-20 microseconds).

LevelDB and RocksDB struggle to utilize all the available
bandwidth in modern SSDs. For example, we find that for
the challenging but common case of small key-value pairs,
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Figure 1: YCSB load throughput and write amplification benchmark
results with 24-byte keys and 100-byte values.

RocksDB is able to use only 30% of the bandwidth supplied
by an Optane-based Intel 905p NVMe SSD (even when using
20 or more cores).

We find that the bottleneck has shifted from the storage
device to the CPU: reading data multiple times during com-
paction, cache misses, and thread contention cause RocksDB
to be CPU-bound when running atop NVMe SSDs. Thus,
there is a need to redesign key-value stores to avoid these
CPU inefficiencies.

We present SplinterDB, a key-value store designed for high
performance on NVMe SSDs. On workloads with small key-
value pairs, SplinterDB is able to fully utilize the device band-
width and achieves almost 2x lower write amplification than
RocksDB (see Figure 1). We show that compared to state-of-
the-art key-value stores such as RocksDB and PebblesDB,
SplinterDB is able to ingest new data 628 x faster (see Fig-
ure 1) while using the same or less memory. For queries,
SplinterDB is 1.5-3x faster than RocksDB and PebblesDB.

Three novel ideas contribute to the high performance of
SplinterDB: the STBE-tree, a new compaction policy that
exposes more concurrency, and a concurrent memtable and
user-level cache that removes scalability bottlenecks. All three
components are designed to enable the CPU to drive high
IOPS without wasting cycles.

At the heart of SplinterDB is the STBE-tree, a novel data
structure that combines ideas from log-structured merge trees
and BE-trees. The STBE-tree adapts the idea of size-tiering
(also known as fragmentation) from key-value stores such as
Cassandra and PebblesDB and applies them to BE-trees to
reduce write amplification by reducing the number of times a
data item is re-written during compaction. The STB®-tree also
introduces a new flush-then-compact policy that increases



compaction concurrency across the entire tree and exploits
locality in the insertion workload to accelerate insertions.
By enabling fine-grained, localized compactions, STB®-trees
push ideas from PebblesDB to their logical conclusion.

Concurrency at the data structural level could be wasted
if the data structure is accessed through a cache with poor
concurrency. We designed a new user-level concurrent cache
for SplinterDB that uses fine-grained, distributed reader-writer
locks to avoid contention and ping-ponging of cache lines, as
well as a direct map to enable lock-free cache operations. All
the data read and written by SplinterDB flows through this
concurrent cache.

SplinterDB is not without limitations. Like all key-value
stores based on size-tiering, SplinterDB sacrifices the perfor-
mance of small range queries, although less than one might
expect. For large range queries, SplinterDB can use the full
device bandwidth. Similarly, size-tiering is known to tem-
porarily increase space usage until multiple versions of a sin-
gle data item are compacted together. Finally, SplinterDB was
designed for the most stringent requirements: small key-value
pairs and restricted memory. In cases where key-value pairs
are large or memory is plentiful, other choices may prove as
good as SplinterDB, and we make some of those comparisons
below.

In summary, the contributions of SplinterDB are as follows:

e We introduce the STBE-tree, which reduces write ampli-
fication and enables fine-grained concurrency in com-
paction operations (sections 2 to 3).

e We design and build a highly-concurrent memtable that
is able to drive enough operations to the underlying
STBE-tree (section 5).

e We combine the STBE-tree, memtable, and user-level
cache in SplinterDB, a key-value store that can fully
utilize NVMe SSD bandwidth. (section 6).

2 High-Level Design of STB®-trees

The basic STB?-tree design has three high-level goals:

e Handle inserts using bulk I/O, so that inserts are
bandwidth-bound.

e Minimize the number of times each key-value pair gets
read or written, so as to reduce write amplifiction, I/O am-
plification (i.e. read and write amplification), and CPU
costs of inserts.

e Maintain sufficient indexing information so that, under
normal conditions, each query requires at most one I/O.

In section 3 and section 4, we explain how we refine tree

operations to support high concurrency.

The STBE-tree shares many ideas with LSM trees, Bé-trees,

and external-memory hash tables from the theory literature.
See section 7 for details.

2.1 Overall Structure

The STBE-tree is a tree-of-trees, as shown in fig. 2. The back-
bone of the STBE-tree is the trunk tree (or just trunk). Each
node of the trunk has pointers to a collection of B-trees, called
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Figure 2: The structure of a STB®-tree. The rectangles repre-
sent trunk nodes and the triangles represent branch trees and the
memtable. The inset boxes indicates the first active branch for each
pivot, referencing the pointer labels to the branches.

branch trees (or just branches). The branches store all of the
actual key-value pairs in the dataset. Each branch also has
an associated quotient filter, which serves the same purpose
as Bloom filters in LSM trees. Trunk nodes have a fanout
of up to F (typically 8 to 16), which is also an upper bound
on the number of branch trees. Branch trees have a fanout
determined by the number of pivot keys that can be packed
into a 4KB node.

The overall STBé-tree also has a memtable, which is used
to buffer insertions, as explained below. The memtable is also
a B-tree, just like the branches.

Within a trunk node, the branches are numbered from old-
est to youngest, i.e. all the key-value pairs in branch i were
inserted before any of the key-value pairs in branch i + 1.
The number of branches For example, in fig. 2, the root of
the trunk tree has four branches, numbered O through 3, with
branch 0 being the oldest.

Furthermore, stored with each child pointer ¢ in a trunk
node is an integer a, indicating the oldest branch that is active
for that child. Inactive branches are ignored during queries,
as explained below. So, for example, in fig. 2, only branches
2 and 3 are active for the root trunk node’s leftmost child,
branches 1, 2, and 3 are active for its middle child, and all
branches (0 through 3) are active for its rightmost child.

2.2 Queries

Queries begin by searching in the memtable. If the queried
item is not found in them memtable, then the query proceeds
down the trunk tree. Recall that all the data is stored in the
branches, and trunk nodes only contain metadata and pointers
to branches and filters.

When a query for a key k arrives at a trunk node ¢, it first
searches the pivots of ¢ to determine the correct child ¢ for k.
It then iterates over the active branches for ¢, from youngest
to oldest. For each branch b, it first queries b’s associated quo-
tient filter. If the quotient filter indicates that & is definitely not
in b, then the query moves on to the next branch. Otherwise,
is queries for k in b. If it finds a hit, it returns the result to the
caller. Otherwise, it moves on to the next branch. If none of
the branches contain k, then the query recurses to c.

Analysis. We now explain why queries take at most one /0O
in common configurations: those which use at least 32-byte



key-value pairs and have RAM which is at least 10% of the
dataset size.

The memory used by filters and branch tree indices is
bounded as follows. Quotient filters use about 1-2 bytes per
key, so the overhead of quotient filters is greatest when key-
value pairs are small. With 32-byte key-value pairs, quotient
filters will be about 6% of the total database size. Branch trees
will have a very high fanout, e.g. ~ 128 for 4KB nodes, so the
interior of the branch trees will be less than 1% of the total
database size. Trunk nodes contain only metadata about the
branches and filter, and so use negligiable RAM. Therefore
all the indexing information will fit comfortably in a RAM
that is = 7% of the total database size. For larger keys, e.g.
256 bytes, the branch trees will have a fanout of only about
16, and hence the interior nodes could be up to 6% of the total
database size. However, the quotient filters will be less than
1% of the data size, so the indexing data will still be less than
10% of the database size.

Thus the only I/Os during a query will be to load leaves
of branch trees. However, the false positive rate of quotient
filters with two bytes per key is < 1%, which is low enough to
ensure that most queries do not encounter any false positives
from the quotient filters that they query. Hence most queries
will query exactly one branch tree, which will contain the
desired key-value pair. Queries for keys that are not present
in the database will usually require no I/Os at all.

2.3 Insertions

When an item is inserted, it is first buffered in the memtable.
‘When the memtable is full, it is added to the root as a new
branch, say branch i. We also construct a quotient filter for
the memtable at this time. We call the process of adding the
memtable to the root of the trunk an incorporation.

The size of the memtable affects performance in the fol-
lowing ways. If the memtable gets too large, then some of its
nodes will get evicted from RAM and, once enough nodes
spill, a workload of random inserts would require essentially
one random I/O per insert, contradicting our goal of han-
dling inserts using bulk I/O. For most systems, this means the
memtable should be kept substantially smaller than RAM, e.g.
at most a few gigabytes for typical hardware configurations.

On the other hand, the memtable will eventually become a
branch, and we want branches to be large enough that scan-
ning a branch can use bulk I/O (i.e. if a branch consisted of
only a handful of nodes, then reading the entire branch would
be bottlenecked on I/O overheads, rather than bandwidth).
Branch scanning performance is critical for compactions and
range queries (see Sections 2.4 and 2.6). For most storage
devices, it is sufficient to ensure the branches (and hence the
memtable) are at least a few megabytes in size.

Thus, for most systems, the memtable can be anywhere
from a few megabytes to a few gigabytes in size. Since we are
specifically interested in building a system that is robust to
low-memory situations, and since making the memtable larger

has diminishing returns in terms of scanning throughput, we
select a maximum memtable size m that is just comfortably
large enough to ensure efficient scanning performance. In our
prototype, m = 24MB.

2.4 Flushing and Compaction

We cannot keep adding new branches to the root trunk in-
definitely. Eventually, the root will fill up and have no more
room for branch pointers. This solved by compacting data
and flushing it to its children.

This section describes a basic version of flushing and com-
paction which captures the basic underlying mechanics of
a STBE-tree. In section 3, we describe SplinterDB’s more-
involved flush-then-compact policy which leverages its B&-
tree structure to expose more compaction concurrency and
optimize non-random insertion workloads.

In this simplified version, when a trunk node is full, data
is removed from it by repeatedly compacting some of its
branches into a single branch and flushing the resulting
branch to a child until the parent is no longer full (see fig. 3).
As in LSM trees, compaction is necessary to keep queries
fast. Without compaction, the number of branches that must
be queried would grow without bound.

A node p is considered to be full when its branches contain
F x m bytes of active key-value pairs, where F is the fanout
and m is the memtable capacity in bytes. When p becomes
full, the child ¢ with the most active key-value pairs is chosen
and p is flushed into ¢. We construct a new branch b by
compacting all the branches in p that are active for c. Note
that the branches in p may contain keys for any of p’s children,
not just ¢, so when we compact the branches for a flush to c,
we scan over only the portions of each branch that contain
keys destined for c. We then add b to ¢ as ¢’s youngest branch.
We also build a quotient filter for b and store a pointer to the
filter in c. Finally, we mark all the branches in p as inactive
for ¢, so they will not be flushed to ¢ again. Any branches of
p that were active only for ¢ are no longer active for any of
p’s children and can be garbage collected.

Since branches are large, compacting the branches for ¢
can proceed at disk bandwidth. Furthermore, we always flush
to the child with the most pending items in the parent. This
ensures that the resulting branch b will have at least m items
in it, and hence will be efficient to scan when we, at some
point in the future, flush it from the child to one of its children.

Analysis. Each time a key-value pair participates in a com-
paction, it moves one level down the trunk tree. Thus the
worst-case write amplification of the STB®-tree is O(logy N),
which is the same as in a size-tiered LSM tree. Level-tiered
LSM trees and (normal) Bé-trees have a substantially larger
write amplification of O(F logy N). In Section 3, we describe
our flush-then-compact strategy, which enables some key-
value pairs to skip compaction at some levels, particularly
when the workload exhibits locality.
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Figure 3: In a STB®-tree, a flush to a pivot P consists of compacting
its active key-value pairs (from its branches) into a new branch in
the child. The dashed arrow indicates compaction.

2.5 Splitting

When a trunk leaf is full, it is split, and similarly when a
trunk internal node has more than F pivots, it is split. As in
standard B-trees and B®-trees, the I/O costs of splitting and
merging do not asymptotically change the costs of inserts. See
Section 4 for how we make splitting and merging compatible
with hand-over-hand locking in STBE-trees.

2.6 Iterators and Scans

To construct an iterator starting from key k, we walk the trunk
search path for k, constructing B-tree iterators (also starting at
k) for each active branch along the path. We then construct a
merge iterator on top of the B-tree iterators, which simply re-
turns the smallest key from among all of the underlying B-tree
iterators. The merge iterator can be efficiently implemented
using a heap.

While constructing the B-tree iterators, we also compute
an upper bound u for the leaf of k’s search path. As soon as
the merge iterator returns a key that is greater or equal to u,
we tear down the merge iterator and all the B-tree iterators
and rebuild them, starting from u.

2.7 Deletions and Updates

Deletions are implemented through tombstone messages, i.e.
a key-value pair with special value indicating that the key has
been deleted. More generally, the STBE-tree supports update
messages that encode a function to be applied to the value
associated with a key.

3 Flush-then-Compact

This section describes the flush-then-compact algorithm,
which improves the I/O and CPU concurrency of compactions
during flushing and improves the performance of update work-
loads with locality, such as sequential workloads. The idea
behind flush-than-compact is to decouple the flushing step
from the compaction step, as shown in fig. 4.

In a flush, the references to the child’s active branches are
copied from the parent to the child, along with references
to their quotient filters, as shown in fig. 4. The child’s active
branch counter in the parent is updated to reflect the flush, just
as before. At this point the parent and child are in a consistent
state and any locks can be released. Since a flush is just a
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Figure 4: With the flush-then-compact policy, flushes are broken
into two steps. First references to the active branches are flushed
to the child and removed from the parent (by setting the pivot’s
active branch number). Then those branches are compacted by an
asychronous process. The compaction stage is performed without
holding a lock on the node, and during this time it can still flush, be
flushed into, split and by queried.

pointer swing, write locks are held very briefly.

Note that branches can now be referenced by multiple trunk
nodes, so branches are reference counted.

From here, if the child is full, we will perform a flush from
the child to its children, before initiating any compactions
(hence the name “flush-then-compact”™). This flush will copy
the newly arrived branches from the child to one or more of its
children, exactly the same way that the branches were flushed
to the child. This process can repeat recursively.

Once all the flushes have completed, we schedule back-
ground jobs to compact all the new branches at each node
that received a flush. The background jobs will construct the
new branches and need to acquire write locks only to replace
the old branch pointers with a pointer to the newly created
branch.

Flush-then-compact accelerates non-random workloads.
Since we perform flushes before compactions, some of the
branches involved in a compaction at node p may already
be inactive for some of p’s children when we perform the
compaction. This means we can skip over those keys when
we compact those branches. And, since branches are stored as
B-trees, we can skip over those key ranges efficiently. Thus
we effectively avoid compacting those keys at p’s level in the
STBE-tree.

To see why this accelerates non-random insertion work-
loads, consider an extreme case: a workload of insertions all
for a single trunk leaf, £. For simplicity, assume also for the
moment that all the nodes on the path from the root to ¢ have
zero branches. The memtable will repeatedly fill with key-
value pairs for £ and get incorporated into the root. Once the
root fills, it will flush to its child ¢ along the path to ¢. This
will cause ¢ to immediately become full and flush to its child.
This process will repeat until all the branches arrive at £.

At that point, the system will schedule background com-
pactions for each trunk node along the path from the root to £.
However, at each node other than ¢, there will be no live data
in any of the branches. The compactions will thus skip all the
data in the branches, resulting in empty branches at each inte-
rior node. Consequently the interior nodes will again be left
with zero branches. Thus only ¢ will have a non-degenerate



compaction. As a result, the new key-value pairs will partic-
ipate in only one compaction, and hence the STB®-tree will
have a write amplification of 1 for this workload.

Now consider the case when the nodes along the path to £
do not have zero branches. The first few times the root fills,
it may choose to flush to some child ¢’ that is not along the
path to ¢. This would happen if the root happened to contain
more items for ¢’ than c. However, as long as the workload
consists only of items for ¢, eventually the root will contain
more items for ¢ than for any of its other children. From that
point forward, it will always flush to c¢. Then the same process
will repeat at c. Eventually, each time the root fills, the system
will flush all the new branches to ¢, as described above.

Thus this flushing protocol automatically adapts to the
insertion workload without knowing a priori what that work-
load is. Furthermore, if the workload changes then, after some
time, the flushing decisions will adapt to the new workload
automatically.

Furthermore, this flushing algorithm exploits less-than-
perfect locality automatically. For example, suppose the inser-
tion workload consists almost entirely of key-value pairs for
£, but a few random items for other leaves. Almost every time
the root fills, it will flush to ¢, and the process described above
will occur. However, each flush will leave a few new items in
the root. This cruft will accumulate, eventually causing the
root to flush to a child other than c, cleaning out some cruft.
After that, the root will resume flushing to ¢ until enough cruft
accumulates again. Thus most data will get flushed directly
to ¢, and hence have a write amplification of 1, but a small
amount of data will get compacted at every level.

As these examples show, the flush-then-compact algorithm
is much more robust than the special-case optimizations fre-
quently implemented for sequential insertions. Special-case
optimizations can be foiled by a few random insertions sprin-
kled into a sequential workload. Flush-then-compact, on the
other hand, exploits locality rather than sequentiality. In sec-
tion 6.3 we show empirically that flush-then-compact enables
SplinterDB to outperform other systems on near-sequential
workloads.

Flush-then-compact exposes concurrency. Flush-then-
compact improves concurrency by setting up several com-
pactions and then launching them simultaneously, which im-
proves both CPU and I/O parallelism. The hierarchical nature
of the BE-tree structure makes it trivially safe to perform com-
pactions concurrently at different trunk nodes. In a standard
compact-then-flush approach, each time the root is flushed,
it initiates a single compaction. The system would not start
another compaction until the root is filled (and flushed) again.

4 Preemptive Splitting for STB:-trees

Splits and merges pose problems for hand-over-hand locking
in B-trees (and B®-trees). Hand-over-hand locking proceeds
from root to leaf, but splits and merges proceed from the
leaves up.

An approach to solving this issue in B-trees is to use pre-
emptive splitting and merging [40]. During a B-tree insert, if
a child already has the maximum number of children, then
it is split while the insertion thread still holds a lock on its
parent. Then the insertion can release the parent’s lock and
proceed down the tree, assured that the child will not need
to split again as part of this insertion. Analogously, deletions
merge a child with one of its neighbors if the child has the
minimum number of children. This works because insertion
and deletions can increase or decrease the number of children
of a node by at most 1.

This approach does not work in B&-trees, because a flush
to a leaf could cause that leaf to split multiple times. In STB®-
trees with flush-then-compact, we can move all pending mes-
sages along a root-to-leaf path to the leaf before performing
any compactions, splits, or merges. The total number of mes-
sages moved to the leaf is bounded by O(Fmlogg N), i.e. the
capacity of a trunk node times the height of the tree. The leaf
can therefore split into as many as O(logy N) new leaves of
size B. Similarly, a collection of flushes full of delete mes-
sages to several leaves of a single parent can reduce the par-
ent’s number of children by O(log, N). In practice, logp N is
less than 10 for typical fanouts F ~ 8 and dataset size N < 280
key-value pairs.

We extend preemptive splitting and merging to STB®-trees
as follows. We reserve space in each node to accommodate
up to F + H children, where H is an upper bound on the
tree height, e.g. H = 10. We then apply preemptive splitting,
except we preemptively split a node during a flush if its fanout
is above F'. For merges, we take a similar approach. If, during
a flush, we encounter a node with less than F'/2 children, then
we merge or rebalance it with one of its siblings.

Thus all operations on the STBE-tree—flushes, com-
pactions, splits, and merges—proceed from root to leaf and
can therefore use hand-over-hand locking.

The mechanisms for flush-then-compact make it easy to
handle branches during splits. Recall that each branch can
be marked dead or alive for each child, and branches are
refcounted and hence can be shared by multiple trunk nodes.
Thus we can split a trunk node by simply giving its new sibling
references to all the same branches as the node had before
the split. In the new node, we copy the liveness information
for each branch along with the children that are moved to the
new sibling.

5 From STB®-trees to SplinterDB

In this section, we discuss the details of SplinterDB’s im-
plementation, which addresses the concurrency and memory
bottlenecks associated with driving NVMe devices to full
bandwidth.

5.1 Branch Trees and Memtables

SplinterDB uses the same B-tree implementation for both its
branches and its memtables, although there are some differ-
ences to optimize for their use cases.



Branch trees, extents, and pre-fetching. When a branch is
created from a compaction, its key-value pairs are packed
into the leaves of the B-tree, and the leading edge of internal
nodes are created to index them. The nodes in each level
are allocated in extents of 32 pages, and the header of each
node stores the address of the following node, but also of the
next extent. In this way, the nodes of each level form a singly
linked list.

Iteration through a branch is performed by walking the
linked list formed by its leaves. Whenever the iterator reaches
the beginning of a new extent, it issues an asynchronus
prefetch request for the next extent. The extent length is con-
figurable to tune to the latency of the storage device.

Memtables. The basic design of the memtables mirrors that
of the branch B-trees, but includes some optimizations to
increase their insertion performance and concurrency.

As in the case of the static branch trees, the nodes on each
level of the memtable form a singly-linked list, and nodes
are allocated in extents. However, because nodes are created
on demand as nodes split, we do not try to guarantee that
successive nodes reside in the same extent. Furthermore, since
memtables are almost always in RAM, we do not perform
prefetching during memtable traversals.

The memtable uses hand-over-hand locking together with
preemptive splitting, as described by Rodeh [40]. To increase
concurrency, write locks are only obtained on internal nodes
when a split is required.

To ensure locks are held briefly, especially on nodes near
the top of the tree, the tree uses a new technique called shadow
splitting. To split a node c, a write lock is obtained on ¢ and
the parent p. We allocate a physical block number (PBN) n
for the new sibling, ¢’ and add it as part of a new pivot in p.
However, in the cache, we initially point n to c. At this point,
we can release all locks on p. Now, we fill in the contents
of ¢/, update the PBN # to point to ¢’ in the cache, and then
release all locks on ¢’. Finally, we upgrade to a write lock on
¢, truncate its child list (via a metadata operation) and then
release all locks on c.

5.2 User-level Cache and Distributed Locks

SplinterDB has a single user-level cache which keeps recently
accessed pages in memory. Almost all the memory that Splin-
terDB uses comes from this cache, so pages from all parts
of the data structure—trunk node pages, branch pages, filter
pages and memtable pages—are all stored there. Only cache
and file-system metadata, as well as small allocations used to
enqueue compaction tasks are allocated from system memory.

This design allows nearly all the free memory to be used
for whichever operations are being performed, so that parts
of the data structure which are not in use can be paged out.

The cache at a high level is a clock cache, but with several
features designed to improve concurrency.

Each thread has a thread-local hand of the clock, which
covers 64 pages. The thread draws free pages from the hand,

and if it has exhausted them, it acquires a new hand from a
global variable using a compare-and-swap. It then writes out
dirty pages from the hand which is a quarter turn ahead, and
evicts any evictable pages in its new hand. Thus threads clean
and evict pages from distinct cache lines within the cache
metadata, avoiding contention and cache-line ping-ponging.

SplinterDB uses distributed reader-writer locks [24] to
avoid cache-line thrashing between readers. Briefly, a dis-
tributed reader-writer lock consists of a per-thread reader
counter and a shared write bit. Each reader counter is on
a separate cache line to avoid cache-line ping-ponging when
readers acquire the lock. Writers set the write bit (using com-
pare and swap) and then wait for all the read counters to
become zero. Readers acquire the lock by incrementing their
read counter and then checking that the writer bit is 0. If it is
not, they decrement their reader counter and restart.

Distributed reader-writer locks allow readers to scale es-
sentially perfectly linearly, at the cost that acquiring a write
lock is expensive. However, the design of SplinterDB makes
writing rare enough that this is a good trade-off.

We make distributed reader-writer locks space efficent by
storing each thread’s reader counters in an array indexed by
cache-entry index. Each reader counter is one byte, so the
total space used by locks is ¢ X ¢ bytes, where 7 is the number
of threads and c is the number of cache entries.

SplinterDB supports three levels of lock: read locks,
“claims”, and write locks. A claim is a read lock that can be
upgraded to a write lock. Only one thread can hold a claim at
a time. After obtaining a read lock, a thread may try to obtain
a claim by trying to set a shared claim bit with a test-and-set.
If this fails, they must drop the read lock and start over. Oth-
erwise, they can upgrade their claim to a write lock by setting
a shared write bit and waiting for all the read counters to go
to zero.

5.3 Quotient filters

Bloom filters [7] are the standard filter for most LSMs [8,22,
39]. However, the cost of Bloom filter insertions can dominate
the cost of sorting the data in a compaction. Therefore modern
key-value stores often use more efficient filters; for example,
RocksDB uses blocked Bloom filters [38];

Similarly, SplinterDB uses quotient filters [4, 5, 36] instead
of Bloom filters. A full presentation of quotient filters is out
of scope for this paper, but we review their salient features
for SplinterDB. See Pandey, et al. for a full presentation on
quotient filters [36]. The key feature of quotient filters is that,
like blocked Bloom filters, each insert or query accesses O(1)
cache lines (and hence O(1) page accesses). Quotient filters
are roughly as space efficient as Bloom filters—for the range
of parameters used in SplinterDB, quotient filters use between
0.8x and 1.2x the space of a blocked Bloom filter. We view
the space as essentially a wash. Quotient filter inserts and
lookups also require only one hash function computation. In
past work, quotient filter insertions and queries were shown



to be 2-4x faster than in a Bloom filter.

A quotient filter for set S stores, without error, i(S) =
{h(x) | x € S}, where & is a hash function. Since the quo-
tient filter stores /(S) exactly, all false positives are the result
of collisions under 4. Thus each insertion or lookup requires
only one hash function computation. Furthermore, a quotient
filter stores the elements of A(S) in sorted order in a hash
table using a variant of linear probing. Thus most inserts and
lookups in a quotient filter access only 1 or 2 adjacent cache
lines. As a result, insertions and lookups in quotient filters are
typically 2-4 x faster than in a Bloom filter. Finally, quotient
filters are space efficient, using slightly less space than Bloom
filters whenever the false positive rate € is less than 1/64,
which is typical. For example, a quotient filter with € = 0.1%
uses about 10% less space than a Bloom filter [36].

SplinterDB further reduces the CPU costs of filter building
during compaction by using a bulk build algorithm. During
the merging phase of compaction or when inserting into a
memtable, SplinterDB builds an unsorted array of all the
hashes of all the tuples compacted or inserted. The array is
then sorted (by hash value) and the quotient filter is built.
Since the quotient filter also stores the hashes in sorted order,
this means that the process of inserting all the hashes is a
linear scan of the sorted array and of the quotient filter. Hence
it has good locality and can benefit from cache prefetching.

5.4 Logging and Recovery

SplinterDB uses per-thread write-ahead logical logging for
recovery. By using per-thread logs, we avoid contention on
the head of a single, shared log.

The challenge is to resolve the order of operations across
logs after a crash. For this, we use a technique similar to
“cross-referenced logs” [25]. Our scheme works as follows.
Each leaf of the memtable has a generation number. Whenever
a thread inserts a new message into the memtable, it records
and increments the generation number of the memtable leaf
for the inserted key. It then appends the inserted message to
its per-thread log, tagged with the leaf’s generation number.
During recovery, the generation numbers in the logs give a to-
tal order on the operations performed on each leaf (and hence
on all the keys for that leaf), so that the recovery procedure
can replay the operations on each key in the proper order.
When a leaf of the memtable splits, the new leaf gets the same
generation number as the old leaf.

6 Evaluation

We evaluate the performance of SplinterDB on several mi-
crobenchmarks and on the standard YCSB application bench-
mark [20]. We compare this performance against that of two
state-of-the-art key-value stores, RocksDB and PebblesDB.
The following questions drive our evaluation:

e How much does SplinterDB improve insertion perfor-
mance? To what extent is improvement achieved through
reduced write amplification and other factors?

e Despite being size-tired, how much does SplinterDB

mitigate [range] query performance? Can SplinterDB
utilize device bandwidth for large range queries?

e How much faster are sequential (or otherwise local) in-
sertions in SplinterDB? Do they have lower write ampli-
fication?

e Do point lookups scale with the number of threads?

6.1 Setup and Workloads

All results are collected on a Dell PowerEdge R720 with a
32-core 2.00 GHz Intel Xeon CPU, 256 GiB RAM and a
960GiB Intel Optane 905p PCI Express 3.0 NVMe device.
The block size used was 4096 bytes.

In general, we use workloads derived from YCSB traces
with 24B keys. We generally use 100B values, but also include
a set of YCSB benchmarks for 1KiB values. We instrumented
dry runs of YCSB in order to collect workload traces for the
load and A—F YCSB workloads and replay them on each of
the databases evaluated. In order to eliminate the overhead
of reading from a trace file during the experiment, the trace
replayer mmaps the trace file before starting the experiment.
We use the same traces for each system.

In general, we limit the available memory to 10% of the
dataset size or less. In order to perform the benchmarks on
reasonably sized datasets, we restrict the available system
memory with a type 1 Linux cgroup, sized to the target mem-
ory size plus the size of the trace, which we pin so that it
cannot be swapped out. Unless otherwise noted, the target
memory size is 4GiB. PebblesDB has an apparent memory
leak, which causes it to consume the available memory, so we
allow it to use the full system memory. On the YCSB load
benchmarks, this causes it to swap for a small portion at the
end, but this was less than 10% of the run time.

Unless otherwise noted, SplinterDB uses a max fanout
of 8, a memtable size of 24MiB and a total cache size of
3.25GiB. The difference between this cache size and the target
memory size of 4GiB is to accommodate other in-memory
data structures maintained by SplinterDB.

Each system is run with the thread count which yields the
highest throughput. RocksDB is configured to use background
threads equal to the number of cores minus the number of
foreground threads, with a minimum of 4. PebblesDB uses
its default number of background compaction threads. Splin-
terDB is configured without background compaction threads.

6.2 YCSB

We measure application performance using the Yahoo Cloud
Services Benchmark (YCSB). The core YCSB workloads
consist of load phases and run phases. The load phases create
a dataset by inserting uniformly random key-value pairs. The
run phases emulate various workload mixes. Workload A
is 50% updates, 50% reads, workload B is 95% reads, 5%
updates), workload C is 100% reads, workload D is read latest
(95% reads, 5% insertions), workload E is short range scans
(95% scans, 5% insertions) and workload F is read-modify-
writes (50% reads, 50% RMWs).
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Figure 5: YCSB throughput and I/O benchmark results.
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The results with 100B values and 1KiB values are shown
in Figure 5 (both workloads use 24B keys). Figure 6 shows
the write and I/O amplification in the 100B-value benchmark.

On the load phase, SplinterDB is faster than RocksDB by
almost an order of magnitude. Because of size-tiering and
its compaction/flushing policy SplinterDB has about 1/2 the
write amplification of the other systems. Note PebblesDB
performs almost no reads because it was given unlimited
memory. Surprisingly PebblesDB does not show substantially
lower write amplification than RocksDB.

On the run phases, which the exception of E, SplinterDB
is 40-150% faster than RocksDB, the next fastest system. On
E, SplinterDB is roughly 15% slower than RocksDB in the
100B-value case, and about 15% faster than RocksDB in the
1KiB-value benchmark.

Latency. SplinterDB maintains high throughput without
sacrificing latency. Table | reports insertion latency for Splin-
terDB and RocksDB. Unsurprisingly, the latency of RocksDB
is at least 3x that of SplinterDB on all metrics. This is because
mechanisms such as flush-and-compact (Section 3) improve
concurrency and eliminate stalls on the write path.

Table 2 reports read latency for SplinterDB and RocksDB.
SplinterDB read latency is comparable to RocksDB, because
the quotient filters (section 5.3) in SplinterDB behave simi-
larly to Bloom filters in RocksDB.

KVell. KVell [33] is a key-value store also designed to
utilize full NVMe bandwidth. It has an in-memory B-tree
index that maps all keys to disk page offsets. It does well on

system mean median P95 P99

SplinterDB 7.0 3.1 124 277

RocksDB 40.2 29.7 505 86.7
Table 1: Insertion latency (us) for the workload in fig. Sa.

system mean median P95 P99
SplinterDB ~ 46.4 133 126.3 216.1
RocksDB 51.1 28.8 108 221.1
Table 2: Read latency (us) for the workload in fig. 5a.
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large (4KiB) key-value pairs, but on small key-value pairs,
the overhead of the in-memory index becomes a significant
fraction of the dataset size. In particular, it was impossible
to run KVell in a memory cgroup of 4GiB. Figure 7 shows
KVell’s performance on the YCSB workload with 100B val-
ues, for different memory sizes. At 22GiB, which is around
the size of the in-memory index, KVell’s performance starts
to drop. At 20GiB, KVell becomes unusable. Therefore in
realistic memory settings, KVell is not a viable option for the
small key-value sizes that SplinterDB targets.

SplinterDB is designed to work well even under low-
memory scenarios (less than 10% of total data size). However,
we also run the YCSB experiment with higher memory, 20
GiB, to compare with KVell in a regime where KVell per-
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forms well. As shown in fig. 7, we find that SplinterDB al-
most matches KVell on insertions, but outperforms KVell by
roughly a factor of 2.5 on queries.

For larger values, the memory cliff for KVell is much lower.
We run the same YCSB workload on both systems, but with
1KiB values. In this case, KVell’s memory cliff is between
3GiB and 4GiB, as shown in fig. 8. For these larger values,
KVell outperforms SplinterDB insertions (see Figure 5b) due
to a low write amplification, but still can only achieve 55-
77% query throughput of SplinterDB on the other YCSB
workloads. KVell’s range-query performance (workload E) is
particularly lower than SplinterDB’s because KVell does not
keep key-value pairs sorted. Thus each 1KiB key-value pair
in the range requires a separate, random 4KiB I/O, resulting
in a read amplification of about 4x. Splinter, on the other
hand, sorts and packs key-value pairs into 4KB blocks, for a
read amplification close to 1 during range queries.

As soon as the memory cliff hits, KVell exhibits the same
performance drop as in the previous experiment. However,
when values are so large, this may not be so important, since
indexing information can easily fit in RAM.

6.3 Sequential Insertion Performance

Because of the flush-then-compact policy, we expect Splin-
terDB’s performance will improve substantially on insertion
workloads with a high degree of locality (see section 3). We
demonstrate this by performing 20GiB of single-threaded in-
sertions from a trace composed of interleaved sequential and
random keys in different proportions. For comparison, we
perform the same workload on RocksDB.

As shown in fig. 9a, SplinterDB’s performance improves
smoothly from 349K insertions per second for a purely ran-
dom workload to 614K insertions per second for a purely
sequential workload, which is 76% faster. This improvement
is partially obscured by the log, which adds a constant additive
IO overhead. If we disable the log, SplinterDB improves from
430K insertions per second on a purely random workload
to 866K operations per second on a purely sequential work-
load, 100% faster. Note that we would expect the intermediate
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Figure 9: Single-threaded insertion throughput by varying mixed
sequential/random locality percentage. X-axis not to scale.

throughputs in the best case to be the [weighted] harmonic
mean of the pure cases, because they are rates. At 50% ran-
dom, 50% sequential for SplinterDB with no log this is 575K
insertions/second, so its actual performance of 521K inser-
tions/second captures a substantial amount of the potential
improvement.

RocksDB also improves as the workload becomes more
sequential, but this effect is much smaller, a 35% speedup.
Furthermore, RocksDB shows less than 20% speedup until
the workloads becomes 99% sequential.

Figure 9b shows that as predicted, SplinterDB incurs less
IO amplification on more sequential workloads. With the
log disabled, its write amp approaches 1 as the workload
approaches purely sequential. In contrast, while RocksDB
also has less 10 amplification on more sequential workloads,
it still incurs write amplification of 4.1 even when 99% of the
keys are sequential. It is only when the workload becomes
100% sequential that the write amplification becomes close
to 1 (because of caching it even falls below 1).

6.4 Concurrency Scaling

SplinterDB is designed to scale with the number of available
cores up to the performance limits of the storage device. This
is especially true for reads, where the use of distributed reader-
writer locks and a highly concurrent cache design, together
with a careful avoidance of dirtying cache lines, can avoid
almost all contention between threads.

Read Concurrency. We test the read concurrency scaling
of SplinterDB by running YCSB workload C with 160M key-
value pairs, where, as in fig. 5a each instance of the test divides
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the keys evenly into N batches, which are then performed in
parallel by N threads. The results are in fig. 10.

The results show nearly linear scaling—throughput with
24 threads is 18.5x the single-threaded throughput. Between
roughly 24 and 32 threads, the scaling flattens out, but at that
point the measured throughput is 2.07-2.24 GiB/sec, which
is 88-95% of the device’s advertised random read capability.

While RocksDB also scales well, its throughput with 24
threads is 17.4x its single-threaded throughput, and with
32 threads it uses 91% of the device’s advertized random
read capability. Therefore, even though SplinterDB can per-
form more operations per second, RocksDB is still making
nearly full use of the device for reads. We conclude here
that SplinterDB is making better use of the available memory
for caching, since it has noticeably lower read amplification.
Finally, PebblesDB is unable to scale with more threads, flat-
tening out at around 300K reads/sec.

Insertion Concurrency We test the insertion concurrency
scaling of SplinterDB by running the YCSB load workload
with 673M key-value pairs divided into N batches, each of
which is inserted in parallel by a different thread. fig. 11
reports throughput for various N.

The results show that SplinterDB scales almost linearly
up to 10 threads. With 10+ threads, it performs 2.0-2.4M
insertions per second with IO amplification around 7.5, which
implies that it uses 1.9-2.2GiB/sec of bandwidth, which is at
or near the device’s sequential bandwidth of 2.2GiB/sec.

RocksDB’s insertion performance also scales as the number
of threads increase up to 14 threads, by a factor of 2.7. At
its peak, it uses 754GiB/sec of bandwidth. PebblesDB scales
slightly as well. For both RocksDB and PebblesDB, as many
background threads as available are used for flushing and
compaction during this benchmark.

6.5 Scan Performance

An inherent disadvantage of size-tiering is that short scans
must search every branch along the root-to-leaf path to the
starting key. Each of these searches is likely to incur an 10
to the device. As a result, as seen in fig. 5a, SplinterDB with
124B key-value pairs has scan throughput on small ranges
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that is about 85% that of RocksDB. During that workload,
SplinterDB performed 2.26 GiB/sec of 10, which is within
96% of the devices advertised random read capability (short
scans of small key-value pairs are essentially random reads).

However, once the initial search for the successor to the
starting key has completed, the root-to-leaf path within each
relevant branch will be in memory. Together with prefetching,
this allows subsequent keys to be fetched at near disk band-
width. Therefore, we expect that scans have a relatively high
startup cost for the search to the starting key, followed by a
very low iteration cost of obtaining subsequent keys.

Thus, when the amount of data requested grows to mul-
tiple pages, the disadvantage begins to dissipate. One way
this happens is with larger key-value pairs: with 1kib values,
SplinterDB is about 16% faster than RocksDB.

Another way this can happen is with scans of more key-
value pairs. We modify YCSB workload E to have only fixed-
length scans of N key-value pairs, where N is 1, 10, 100, 1K,
10K or 100K. We perform runs of 10M scans of length 1,
10 and 100, 1M scans of length 1000, 100K scans of length
10000 and 10K scans of length 100000. Each run is performed
on a dataset of 80GiB (with 24B keys and 100B values) and
4GiB memory.

The result is shown in fig. 12. Short scans on SplinterDB
have low effective bandwidth, and in fact the bandwidth scales



close to linearly with the scan length for scans of up to 100
key-value pairs. This suggests that for scans of this length,
the startup cost dominates the iteration cost, which is as ex-
pected. As the scan length increases, the effective bandwidth
of the scans approaches the device’s advertised sequential
read bandwidth, delivering 91% at scans of 1,000 key-value
pairs. At scans as small as 100 key-value pairs, SplinterDB
returns data at nearly half the bandwidth of the device.

7 Related Work

The STBé-tree is based on a Bé-tree, a data structure that has
been used in several file systems and databases [18,27-29,
44,48,49]. The closest work to ours is Tucana [37], a BE-tree
optimized for SSDs. They also focus on CPU cost, concur-
rency, and write amplification. Our work pushes this to the
even more demanding case of NVMe devices. SplinterDB im-
proves on techniques that have been applied to log-structured
merge (LSM) trees and key-value stores to reduce write am-
plification and increase concurrency.

Size-Tiering. Cassandra [19], Scylla [42] PebblesDB [39],
and RocksDB [8] (in “universal compaction” mode) use size-
tiering to reduce write amplification. Size tiering delays com-
paction of sorted runs in order to reduce write amplifica-
tion. This can harm query performance because queries must
search more runs to find the queried item. Fluid LSMs [16],
Dostoevsky [16], LSM bushes [17], and Wacky [17] use
hybrids between size-tiering and level-tiering to tune the
trade-off between write amplification and query performance.
See [39] for a survey of LSM-compaction schemes.

Size-tiering also decreases write amplification in Splin-
terDB. Because of the design of the STB®-tree, SplinterDB
further leverages size-tiering for flush-and-compact, which
greatly increases the concurrency of background operations.

Write amplification vs. range queries. Several systems
sacrifice range-query performance in order to reduce write am-
plification in other ways. Wisckey [34] reduces write amplifi-
cation by declustering their key-value store: they log values
and only store keys in the LSM-Tree. Since values are stored
on disk in arrival order, a range query must gather values from
the log. On NVMe, this is not a problem once the values are
4KB or larger. However, for smaller values, this can induce
huge read amplification, limiting range query performance to
a tiny fraction of device bandwidth. HashKV [10] builds on
Wisckey by introducing hash-based data-grouping to further
reduce write amplification, but inherits Wisckey’s range query
performance limitations.

Other approaches improve write amplification by sacrific-
ing range queries altogether. Conway et al. [14] describe a
write-optimized hash table, called the BOA, that also uses
size-tiering with an LSM. They also introduce the concept of
a routing filter, which extends the functionality of Bloom fil-
ters, in order to speed up queries. The principle advantage of
routing filters is that performance does not degrade as much
when they don’t fitin RAM. The BOA meets a provable lower

bound on the I/O costs of insertions and queries [26]. The
downside is that the BOA does not support range queries,
which are crucial to many key-value-store applications. LSM-
tries [46] organize the LSM tree using tries, resulting in re-
duced write amplification. However, LSM-tries do not support
range queries.

Other approaches. Researchers have also attempted to
reduce write amplification by exploiting special hardware
features such as flash translation layers [35] and vector in-
terfaces [45]. VT-Tree [43] uses indirection to avoid copy-
ing data that is already sorted, similar to “trivial moves” in
RocksDB and PebblesDB. TRIAD [1] reduces write amplifi-
cation by holding hot keys in memory, delaying compaction
until different runs have significant key overlap, and by reduc-
ing redundancy between log and LSM tree writes. All these
techniques are orthogonal to our work and can be used in
conjunction with our techniques.

Concurrency is also an important aspect of key-value store
performance. One of the first works in increasing concurrency
in LSM-based stores was cLSM [21] which introduces a new
compaction algorithm. Zuo et al. [52] show how to tune a
cuckoo hash for NVM. Such a scheme suffers from high write
amplification, since each insertion must re-write all keys in
a data block. Zuo et al. do not report write amplification
numbers but instead focus on concurrency.

Kourtis, et al. describe several systems-level optimizations
for improving key-value-store throughput on NVMe, such as
efficient use of user-level asynchronous I/O and low-latency
scheduling [31]. Their techniques are largely orthogonal to
the work in this paper.

8 Analysis

We begin with a disk-space analysis, showing that, in STB®-
tree, size-tiered compaction and flush-then-compact do not
blow up the on-disk space usage by more than a constant fac-
tor. We then use this to analyze memory usage from indexes
and filters, and finally summarize STB®-tree’s asymptotic per-
formance.

Disk-space. Like level-tiered and size-tiered LSM trees and
BE-trees, the STB®-tree can have a space overhead when there
are updates to existing keys. This is because all of these data
structures buffer updates and apply them lazily. We begin
by showing that the space used by the STB®-tree is O(N),
where N is the number of distinct keys in the database. This
compares quite favorably to the space of a size-tiered LSM,
which can be as bad as @(FN).

Theorem 1. Let N be the number of distinct keys in a STBE-
tree. Then the STBE-tree uses O(N) space on disk.

Proof. We give only a sketch. The four key observations in
the proof are that (1) every leaf must be at least half full of
distinct keys due to the splitting and compaction policy, (2)
each branch has size at most mF due to the flushing policy,
(3) each non-leaf trunk node references at most 3F branches



due to the flushing policy, and (4) the number of non-leaf
trunk nodes is at most O(1/F) times the number of leaves.
Together, these prove that the total amount of data referenced
in the interior of the tree is at most a constant factor times the
number of distinct keys in the leaves.

O

For a workload of random updates to existing keys, we
estimate that the space blowup would be roughly a factor of
3. If the workload also contains insertions of new keys, then
the blowup would be even lower.

Asymptotic analysis. The height of the trunk is
O(logy N/Fm), and each item gets compacted at most
once per level, so the I/O complexity of random insertions are
O(W), which is the same as in a size-tiered LSM tree.

Assuming that all index nodes and filters fit in RAM, the
I/0 complexity of random point queries is O(1) I/Os, since
the filters will eliminate all but the correct branch from being
searched.

Long sequential insertion workloads will cost O(1/B) I/Os
per item. The I/O efficiency comes from the fact that, once
the first batch of items gets flushed to a leaf, the root-to-leaf
path for future insertions will be in cache, so no more I/O
will be needed, except to write out the new data. This also
workload has O(1) pass complexity because our flush-then-
compact policy will skip compactions at intermediate layers.
A straightforward implementation of a size-tiered LSM, on
the other hand, will have the same I/O and pass complexity
for both random and sequential insertion workloads.

Range queries returning k items cost O(F logz N/Fm) 1/Os
to get started (since the range query must perform a query
in every branch along the root-to-leaf path of the query key).
Thereafter, they cost O(k/B) 1/Os to return all the items. This
is comparable to the I/O cost of range queries in a size-tiered
LSM tree.

9 Conclusion

Our work shows that, by combining ideas from LSM trees
and BE-trees, we can build a key-value store that outperforms
current key-value stores by up to an order of magnitude on
insertions, matches or outperforms on lookups, and is com-
petitive on range queries.

SplinterDB targets the common case of small key-value
pairs and non-uniformly random workloads. Many real-world
key-value workloads come from different clients, some of
which might be performing very localized operations, while
others are performing relatively random operations. Splin-
terDB exploits whatever locality is available.

SplinterDB makes contributions to both the data-structural
and systems design of high-performance key-value stores. We
show how to get the low write amplification of size-tiered data
structure while maintaining the high query throughput and
workload-adaptivity of a BE-tree. We also describe several
systems issues, such as cache, lock, and memtable design,

that one must address to extract the full performance of high-
performance NVMe devices.
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