A large deviation principle linking lineage statistics to fitness in microbial populations
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In exponentially proliferating populations of microbes, the population typically doubles at a rate
less than the average doubling time of a single-cell due to variability at the single-cell level. It is
known that the distribution of generation times obtained from a single lineage is, in general, insuffi-
cient to determine a population’s growth rate. Is there an explicit relationship between observables
obtained from a single lineage and the population growth rate? We show that a population’s growth
rate can be represented in terms of averages over isolated lineages. This lineage representation is
related to a large deviation principle that is a generic feature of exponentially proliferating popula-
tions. Due to the large deviation structure of growing populations, the number of lineages needed
to obtain an accurate estimate of the growth rate depends exponentially on the duration of the

and experimental data sets.

A key determinant of fitness in microbial populations is
€3 the population growth rate [1-3]. For organisms such as Es-
cherichia coli which undergo binary fission, the exponential
= growth rate of the population is determined by single-cell
properties such as generation time, defined as the time from
——cell birth to division. In the simplest case where each cell
[1] in the population has a generation time of exactly 74, the
. number of cells in the population, denoted N(t), will grow
S as N(t) ~ e, where the exponential growth rate, A is given
*= by A =1In(2)/74. In reality, any clonal population of bacteria
;. will exhibit a distribution of generation times due to a com-
O bination of factors, including intrinsic stochasticity of gene
I_'expression [4-7], asymmetric segregation of growth limiting
— resources at cell division [8-11] and environmental fluctua-
> tions [12]. Together these factors will result in a distribu-
O tion of generation times, 1(74), throughout the history of
' the population. The relationship between this distribution
and the population growth rate, A, has been the subject of
numerous studies. A key result is the Fuler-Lotka equation
: [1-3, 13-15],
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which establishes a link between ¢(7) and A. Equation (1)
is a generalization of a relation originally obtained by Euler
and later rediscovered by Lotka [16].

Despite the elegant simplicity of the Euler-Lotka equation,
it obscures the underlying relationship between the stochas-
tic dynamics along single lineages and the population growth
rate. The reason is that ¢(74), like A, is a property of the
population rather than an intrinsic property of individual
cells and it is therefore unclear how differences in single cell
dynamics are reflected in t(74). Only in the special case
where the generation time of a newborn cell is completely
uncorrelated with its immediate ancestor, or mother, does
1 (7) correspond to the distribution of generation times along
a single-lineage [1, 14]. In this limit one can, in principle, in-
fer A without access to the entire population. In contrast,
when generation times are correlated between mother and
daughter cells, the distribution of generation times, f(7),
along a single lineage no longer contains enough informa-
tion to deduce the growth exponent A using equation (1).
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lineages, leading to a non-monotonic convergence of the estimate, which we verify in both synthetic

Such correlations emerge naturally through feedback mecha-
nisms and are required to maintain homeostasis of cell sizes
[17, 18]: if intrinsic stochasticity within a cell causes it to
grow abnormally large, the daughter cell will tend to have
a shorter generation time in order to account for the addi-
tional size inherited from its mother. This leads to negative
correlations between mother and daughter cells. There are
numerous other mechanisms which can generate correlations
between mother and daughter cells. For example, environ-
mental fluctuations can induce positive correlations between
mother and daughter cells [3, 13].

The discrepancy between the statistics of a lineage and
those from the entire population, which determine the popu-
lation’s fitness, raises the question of how to quantify fitness
from data obtained from a single lineage, or a collection of
independent lineages; see Figure 1. Such data is typically
obtained from mother machine experiments [19]. In these
experiments, independent lineages are tracked for long peri-
ods of times in highly controlled conditions. Mother machine
experiments enable detailed measurements of single-cell dy-
namics that would be impossible in bulk conditions. In con-
trast, bulk experiments can be used to probe population-level
dynamics and measure fitness, but are blind to the physio-
logical details at the microscopic level [19]. Here, we present
a lineage representation of the population growth rate that
connects the population dynamics to the statistics along a
single lineage, or a collection of independent lineages. Our
lineage representation reveals that a large deviation principle
underlies population growth. This generalizes existing vari-
ational principles for the population growth rate (e.g. the
results of [20]) to the context where generation times are
correlated.

Lineage representation. A lineage-based representation of
the population growth rate that is independent of the model
specifics can be derived using the division distribution, de-
noted pr(n), which can be obtained from an exponentially
growing population as follows. Suppose a population of cells
is grown for a time 7" and assume that we have access to
the generation times of individual cells and the genealogical
relationships between cells, as shown in Figure 1. We empha-
size that our only assumption is that the population grows
exponentially as T — oo. We can randomly sample a lin-
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FIG. 1. (a) A population tree starting from a single ancestor.
The distinction is made between single lineages (highlighted) and
a population (black). Lineages can be sampled by traveling down
the tree and randomly selecting a daughter cell at the end of
each branch. The probability of selecting any specific lineage
with n divisions is 27". (b) M independent lineages of length
T. For the ith lineage, n; is the number of cell divisions along
that lineage. For each lineage we have shown the cell size, which
typically increases exponentially between divisions, as a function
of time. The lineage division distribution can be approximated
from these independent lineages by recording the division events
and using the highlighted formula. (¢) A growing population of
cells from which one can compute the fitness directly by counting
the number of cells as a function of time (or utilizing equation
(1)). Using the lineage distribution of divisions we can obtain the
fitness from independent lineages.

eage from the tree by starting from the ancestral cell in the
population and randomly selecting one of its daughter cells
with equal probability to obtain the next cell in the lineage.
Repeating this procedure yields a single lineage, as shown by
the highlighted paths in Figure 1.

If N(T) is the number of cells in the population at time
T, then there are exactly N(T) lineages, as each cell in the
final population corresponds to a distinct lineage. However,
by randomly selecting a lineage in the forward manner de-
scribed above, lineages with more divisions are less likely to
be selected, since each division decreases the chance that we
will travel down that specific path through the tree. In par-
ticular, the probability of drawing any specific lineage from
the tree is 27", It follows that the empirical division distri-

bution, denoted pr(n), of observing exactly n divisions in a
lineage sampled using this procedure is given by [20, 21]

pr(n) =2""N(n,T), (2)

where N (n,T) is a random variable representing the number
of lineages with n divisions in a specific realization of a grow-
ing population. Note that pr(n), is also a random variable,
and will therefore differ between different realizations of the
population tree. By averaging over many realization of the
tree, we obtain the division distribution:

pr(n) = (Pr(n))trees- (3)

It is important to remember that pp(n) is distinct from what
has been called the retrospective distribution, defined as the
probability of observing n divisions in a lineage obtained by
uniformly sampling a cell from the population at time 7" and
following its ancestors back in time [21].

Given a specific realization of the population, the total
number of cells can be represented in terms of the empirical
division distribution as

N(T) =Y N, T) = 3 2z (n). (4)

Averaging over many realization of the population now yields
the average population size in terms of the division distribu-
tion

(N(T))rees = Z 2"pr(n). (5)

Importantly, pr(n) is not a random variable that depends
on a specific realization of the tree, rather it is an intrinsic
property of lineages and has no information about the cor-
relations between sister cells. It can therefore be obtained
by running many independent lineages: if we have a collec-
tion of M independent lineages of length T and observe n;
divisions in the ith lineage, then

LM
pr(n) = lim — Z I (6)
see Figure 1 (b). The long-time population growth rate,
defined as
1
A:TIEI;OTIHN(T)7 (7)

can now be related to an average over independent lineages
according to the lineage representation,

1 n
A= lim f1n<2 ) (8)

T—o0 P’
Here, the angular brackets denote an average over pr(n).
The definition of A in equation (7) is justified in SM section
1, where we have shown that this limit is self-averaging (i.e.
in the long-time limit, only a single realization of the popu-
lation is needed to obtain A). The lineage representation in
equation (8) establishes a relationship between the lineage
dynamics and the population fitness. A similar formulation
was used in [21] to quantify how selection acts on an ob-
servable in a growing population; however, our formulation



differs in that the average is taken over independent lineages
rather than lineages from a single growing population.

In order to apply the lineage representation of the pop-
ulation growth rate to real data, we must develop an un-
derstanding of how quickly it converges in the number of
lineages, M, and the duration of each lineage, T'. As we will
show below, some care needs to be taken when selecting M
and T, as the lineage representation has a non-monotonic
convergence in 7. However, before presenting our conver-
gence analysis, we establish a relationship between the lin-
eage representation and the large deviation principle under-
lying the growth process. This structure is best introduced
with the simple example below.

Explicit calculation of pr(n) for discrete Langevin model.
We now perform an explicit calculation of pr(n) for a spe-
cific model in which generation times undergo a discrete
Langevin process along a lineage, this model is referred to
as the random generation time model in the literature [1, 2].
In this model, the generation time 7 of a cell is related to its
mother’s generation time, 7/, according to

T=10(1—¢)+7'c+& (9)

where ¢ is a Gaussian with mean zero and variance O'g. The
parameter ¢ controls the strength of correlations between
mother and daughter cells, and for ¢ = 0 we retrieve the
classical Bellman-Harris branching process [22]. It can be
seen that the average generation time along a lineage is (1) =
79. The population growth rate for this model has previously
been obtained using a recursive approach in ref [2]. Here,
we are able to derive the same result by implementing the
lineage representation. Additionally, we obtain the complete
distribution of divisions which elucidates the underlying large
deviation structure of the population growth process.

We proceed by writing the probability that the nth divi-
sion will occur along a lineage at time T

o= [T ()

(ti—ct;_1—70(1—c))? /QUgdt

(10)
)

1/ 27rar5

Note that this is distinct from pr(n), the probability of ob-
serving exactly n divisions before reaching time T'. However,
since we are interested primarily in the large deviations, the
two distributions are interchangeable. By making a change
of variables and performing a Gaussian integral (see SM sec-
tion 2), equation (10) leads to the simple formula

_pa=o? (ro-Z)*
pr(n) = Ke =~ 277 " (11)

Where K is a normalization constant independent of n and

= 0¢/(1 = ¢?) is the variance in 7 taken over a single lin-
eage Notice that the distribution of divisions is not Gaus-
sian but due to the quadratic dependence of the exponent on
T'/n, that of the inverse of the number of divisions is approx-
imately Gaussian. We elaborate on this fact in SM section
4.

The exponential form of equation (11) along with equation
(8) suggests that the population growth rate is dominated

by a particular value of n which maximizes the exponent of
2"pr(n). Treating n as a continuous variable and solving for
nin 2 [nIn2+Inpr(n)] = 0 yields the dominant number

of divisions
Ne=1T /

Note that in the limit where o2 — 0, we find n. = T/(7),
which is the number of divisions corresponding to the aver-
age generation time. Substituting only the dominant value
of n from equation (12) into equation (8) gives us the for-
mula for the bulk population growth rate: A = n.In(2)/T +
lnp(n.,T)/T. After some simplification, we obtain

A 21n(2)/(7) . (13)
1+ /1 - 2In(2) s 18

_ 2In(2)02

(1—¢)2" (12)

which is in agreement with previous computations using an
alternative approach [2]. From equation (13), we can see how
the three model parameters, namely (7), o2 and c, affect
population growth. In particular, growth is increased when
02 and c are increased, while increasing (7) decreases growth.

Large deviation principle. In order to connect the obser-
vation of the previous section to large deviation theory, we
introduce the time averaged division rate v = n/T, so that
the distribution of division rates given by equation (11) can
be expressed as

pr(y) o e~ TIO) (149
with
1) = L 12, (15)

The exponential dependence of pr(vy) on T is known as a
large deviation principle and suggests that for large T aver-
ages over pr(v) are dominated by a single value of v [23].
For the remainder of this paper we will assume this large
deviation principle is satisfied.

In SM section 3, we show that when I”({v),) > 1 we can
make a Gaussian approximation of pr(7) to obtain

A~ @) Tn(2)%c?

CE (o)

with 02 = 1/TI"((7),). This illustrates a central result of
the large deviation formulation; namely, regardless of the
model specifics, corrections to the population growth rate
due to variation in generation times scale inversely with the
curvature of the large deviation rate function.

Convergence of lineage representation. We now address
the question: How accurately can we estimate A given M
lineages with durations T'?7 To quantify the accuracy of an
estimate, denoted Atin, we use the averaged squared devia-
tion

err(Ayn)? = <((A/A - 1)2>5 : (17)

Here, the average (-)¢ represents the average over many re-
alization of the ensemble of M lineages of duration 7', not
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FIG. 2. Convergence of the error from the lineage representation
as a function of the lineage durations, T, for different numbers of
lineages, M. Data was generated from lineage simulations of the
Langevin model with (7) =1, ¢ = 0.2 and o, = 0.2. Here it can
clearly be seen that the error initially scales as 1/T, eventually
increasing to approach the limit imposed on the sampling error
by the large deviation rate function; see equation (19). The inset
shows the lineage representation Ann as a function of T using
M = 80 lineages. This plot is noisy because only a single ensemble
of lineages is used, in contrast err in the main plot is computed
by averaging over many ensembles of lineages.

to be confused with the averages elsewhere that are taken
over lineages within an ensemble. Two distinct factors con-
tribute to the error: First, the estimate of A obtained from
the lineage representation will be subject to a systematic er-
ror resulting from the fact that given an infinite number of
lineages each with a finite duration 7', the lineage represen-
tation approximates the arithmetic mean fitness at time T
Ar o =1/TIn(N). This is distinct from A. (In fact, it is not
even the correct measure of fitness for a population grown
over a finite period of time, which is given by the geometric
mean 1/T(In N); see ref. [24] for an explanation of why this
is.) We refer to this error as finite duration error, and as we
have shown in the SM section 4, it will scale inversely with
T.

The second factor contributing to err([X) is sampling er-
ror in the approximation of the average (2"), from a finite
number of lineages. As shown in the SM section 4, when

1 [var(27) 9T W(2)/1"(()p) — |
oD \/ Vi =:\/ i <1  (18)
p

the contribution of the sampling error to err([&lin) will grow
exponentially in T for any fixed M, eventually dominating
the error resulting from finite lineage durations. As T be-
comes large, the distribution of v becomes much more nar-
row, so an ever-increasing number of lineages are needed to
sample the variation in ~; however, as we have seen in equa-
tion (16), knowledge of the variation is needed to resolve the
effects of generation time variability on population growth.
In the long-time limit, all information about the variation is

lost for finite M and the lineage representation simply re-
trieves the zeroth order term in equation (16):

Th_rgo Ajin = In(2)(7)p- (19)

This demonstrates that the 7" and M limits do not commute,
because as we have already seen, if we first take M — oo
the lineage representation converges to the exact population
growth rate. As a result, there is a “goldilocks effect”: if
T is too small the estimate will be inaccurate due to the
finite duration error, while if T is too large we encounter the
limit given by equation (19). The best estimate is in fact
obtained by using an intermediate T" where both effects are
minimized. This prediction is validated numerically for the
Langevin model in Fig. 2. We have also generated the same
data for a more biophysically realistic model of cell growth
(the cell-size regulation mode [17]), and found the results are
qualitatively similar; see SM section 5.

How much data do we need to be confident we are not
encountering the limit given by equation (19)? The sam-
pling error will have a negligible effect on the estimate when
equation (18) is satisfied. This condition can be rewritten as

M > 2T m@)/T" (1)) (20)

This implies that the number of lineages needed to avoid
encountering the sampling error grows exponentially with the
duration of the lineages and the generation time variance. In
order to be confident that the finite duration error is small
enough to resolve the second term in equation (16), we must
select T > I"(v.). This means that T'In(2)/I"({v),) is a
large quantity. For example, if we want to ensure that the
finite duration error is an order of magnitude smaller than
the generation time variance, a safe value of M will generally
be larger than 2'0%In(2) ~ 120. Existing data sets obtained
from mother machines contain on the order of one hundred
lineages, making the application of the lineage representation
plausible. In SM section 6, we have explored the applications
of the lineage algorithm to mother machine data, where we
have found that the dependence of Ay, on T is qualitatively
consistent with the theory presented above and Fig. 2.

Discussion. Experimental advances over the last few
decades have made it possible to observe the stochastic dy-
namics of growth and division in bacteria with increasing
levels of precision [19, 25, 26]. These observations have re-
vealed universal principles underlying microbial growth, such
as the adder mechanisms for maintaining homeostasis of cell
sizes [17, 18, 27-29]. Bulk experiments in which bacteria are
grown exponentially or in competition assays can be used
to compare the fitness of different strains, and in principle
elucidate how these physiological differences map to fitness.
However, the equivalence between growth in bulk experi-
ments and those used to observe single-cell traits remains
unclear, because of the different environments which cells
are subjected to in these experiments. In this paper, we have
presented a lineage representation that links single-lineages
to the population growth.

We have also found that a large deviation principle under-
lies the population dynamics which applies to the distribu-
tion of division rates among lineages in a growing population.



This implies that the population becomes dominated by lin-
eages with a certain optimal division rate. This idea general-
izes an optimal lineage principle introduced by Wakamoto et
al. which was used to calculate the population growth rate
within the context of a model with uncorrelated generation
times [20]. Using the large deviation framework, we have
quantified exactly how much data is needed to resolve the
effects of cell-to-cell variability on population growth from
single lineages. We expect that this work will serve as a
guide for future experimental studies seeking to link single-
cell observations to fitness.
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SUPPLEMENTAL MATERIALS

1. Argument that A is self-averaging

We show that, provided fluctuations in generation times have a finite correlation time,
1
Ar = —InN(T) (1)

converges to a deterministic value in the large T' limit. This will establish that equation (7) is an appropriate definition for
the long-term fitness. We begin by defining averages of Ar in two ways: First, we consider the geometric mean

1
Ary = (n N(T)) (52)
where the average is taken over many realizations of the population. Second, we consider the arithmetic mean fitness:

Ara = 7 In(N(T)). (33)
We will say that Ar is self-averaging if the geometric and mean fitness converge to the same value in the long-time limit. The
distinction between mean and geometric fitness has been shown to be important when considering populations growing in the
presence of environmental stochasticity. In this context, it is often the case that the two are not equal and that the geometric
fitness is the more appropriate measure of the long-term viability of a population; see ref. [24] for a detailed discussion of this
point. In the context of branching processes, the fact that Ap is self-averaging has been established for the Bellman-Harris
branching process model; see ref. [22]. For completeness, we provide an argument that is slightly more general, and allows
for mother and daughter cells to have correlated generation times.

Setting N (T) = (N(T)) + dN, we have
ara = 7 ([ (14 35 ) )

N 1 (dN?)
~ A — TN (54)

1
= Arq — ﬁcviv

where CV3% is the coefficient of variation of N (7). We now argue that CV3, converges to a constant as 7' becomes large. To
do this, we write down the differential equation for the probability distribution of N(t), denoted P(N,t). Let a(t) be the per
unit time, per capita probability of a cell dividing. The time dependence in «(t) comes from the fact that the distribution of
ages will take some time to converge to its steady-state [30, 31]. Since the division rates of individual cells are age-dependent,
the per capita division rates throughout the population will depend on time. It has previously been shown that if there is
any variability in generation times and the fluctuations in generation times have a finite correlation time, the distribution of
ages will eventually become time-invariant [3, 14]. Hence «(t) will converge to a constant, @, in the long-time limit. Thus,
after a long period of time, the dynamics of P(N,t) are approximated by
%P(N,t) ~a(N —1)P(N —1,t) —aNP(N,t). (S5)
To proceed we analyze the moments of N taking the initial condition to be (N (to)*) = ng. It is important that we are
only considering the dynamics after an initial transient, otherwise equation (S5) will not be a valid approximation. For the
first moment of N, we find

d _ _
Ny =ad [(N+1)NP(N,t) = N*P(N,t)] = a(N) (S6)

implying (N) = ne*=%)% and & = Ar,. Similarly,

d

a<N2> ~a) N?[(N-1)P(N—1,t)— NP(N,t)]

=a [nlem + 2(]\72” .
Solving this ODE with (N?) gives

(N?) x e(t=to)a [nze(tfto)a g <e(t7to)d _ 1)} (S8)



Since both (N?) and (N)? grow asymptotically as 2!, the coefficient of variation of N(t) will converge to a constant. In
particular,

CV2 (1) = % 1- eni‘(tto) ng%m (S9)
It follows that
Jim Ar, = Jim Az, (10)
which implies
A= lim Ap (S11)

is non-random. The predictions of this section are verified in Figure S1, where we have shown that the exponential growth
rate of N(t) is deterministic and CV  converges to a constant, although our calculation does not give an explicit formula for
this constant.
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FIG. S1. (a) Many realizations of N(t) on a log plot. For all realizations, the slope of In N (t) is eventually constant and independent
of the realization. Thus A is well-defined. (b) The coefficient of variation of N(t) as a function of time. The CV is computed from
500 simulations of N(t). Data was generated from simulations of the full population for the Langevin model with (r) =1, ¢ = 0.2 and
or = 0.2.

2. Details in derivation of pr(n) for Langevin model

Here we provide details on the calculation of pp(n) for the Langevin model. Starting with equation (10) of the main text,
we replace the § function with % ffooo e™?dw and introduce the constant b = 79(1 — ¢). This leads to an equivalent form

oo
QT(n>O(/ et / / He’“tfe(tj_CtJ 1-b)” /2"€dt dw. (S12)

We can complete the square in the integrand and define the constants b = b + iw2ag /(2(1 —¢)) and d = zwc2cr£2 /(1= c¢).
This leads to the integral

QT(TL) O(/ —sz / / He(tj_ct] 1—b)? /20 (b2_b2)"/2aﬁet"ddt dw. (813)

In order to evaluate this integral, we make the transformation x; = t; — ct;_1; —b. Note that the Jacobian from this change of
variables is 1. When the noise in generation times is small enough for the contribution from the negative part of the integral



to be negligible, we can make the approximation that integrals are evaluated over the real line. This leads to

QT(n) x / efinef(EQ,lﬂ)n/Zgg / . / H €7I?/2G§€dt"dl’j dw. (814)
—o0 —o0 -0 ;0

Also, notice that ¢, can be expressed as a sum over all the z;s as
th = Tp + CTn_1 + Clpgo + - . (S15)
For |c| < 1, which is always the case in our model, this only has an affect on a finite number of terms, thus the nth term can
be neglected for large n. We find that
o0 . 72 2 2
qr(n) = / e~ W enb™=b)/20¢ g, (S16)
— 00

Using the identity

-2 —w?20?  wb
Ll (817)
20¢ 41—-¢) 1-c¢

and computing the integral, we see that the formula for ¢ is given by equation (11) of the main text. To obtain pr(n) from
gr(n), we note that gr(n) is the probability of observing n divisions weighted by the frequency of passing through age zero,
which is time invariant (see [3, 14]), hence in the long time limit the large deviation rate functions for these two distributions
will be equivalent.

3. Variational formulation of population growth rate

Using the large deviation formulation, we can obtain an alternative representation of A. First, we can take a Laplace
Transform of equation (14) of the main text, yielding

<6T7ﬁ>p

_ / (TOA=100) gy, (S18)

Setting 5 = In 2, we see that the population growth rate is given by a saddle point over  written as

A= max [yIn2 —I(v)]. (S19)

This formulation is equivalent to equation (8) of the main text, but makes an explicit connection between the growth rate
and the Large deviation rate function. In addition, we can cast equation (S19) as a cumulant expansion of equation (S18)
with 8 = In(2). This gives

T 1n(2)?
n(2) 2 4

o4 (S20)

A= (1), In(2) +
where 02 = 1/T1"((7)p) is the variance of v with respect to pr(y). We see that the first term in equation (S20) is simply
the growth rate calculated from the doubling time of a single lineage, In(2)/(7), while including the second order term gives
us equation (S20) becomes equation (16) of the main text. In the context of the Langevin model, the curvature of the large
deviation rate function is given by I"({y),) ~ (1 — ¢)® (1)3/02. It is straightforward to check that equation (S20) is consistent
with equation (13) to leading order in 02/(7)? and c. If either one of these parameters is large, then the distribution pr(y)
will be too broad for the first term in the cumulant expansion to give a good approximation.

4. Analysis of convergence

We analyze the convergence of the lineage representation by first considering the limit in which we have an infinite number
of lineages (M — o0), each with a large, but finite duration 7. In this case, the lineage representation gives the arithmetic
mean fitness, Ar,. This can be obtained from the saddle point approximation,

(27 = %/OO e~ TIG) 9T (2) g (S21)
0

K |27 11y
N — e/ T et ILE), 22
T\ 760 (522



Note that the factor 1/T" outside the integral comes from the Jacobian when we change variables from n to 7. It follows that

K 2 | (S23)

1 1
Ar=—=In(2"Y=A+ —In |7
T T Il< > + T n T3/2 I”('Yc)

In order for the normalization of pr(n) to hold, K must grow as VT. We therefore conclude that the convergence in T is
(ignoring logarithmic terms) O(1/T). The specific value of the prefactor will depend on the initial transient dynamics when
the population is small, and therefore cannot be computed using the large deviation estimates, which are valid when T is
large.

Now consider the estimate obtained from a finite number of lineages. For large M, by applying the central limit theorem,
we get

(@7), = @)+ T2, (s24)

where 7 is a standard normal variable. The rate function can be approximated as a Gaussian by writing

1

1)~ 1)y — ) = O (525)

Recall that (v), is the average of v with respect to pr (7). In this approximation, + is a normally distributed random variable
with variance

. 1
T TI(()p)

g

(526)

For a random variable X with mean y and variance o2, (eX) = ento?/2, Approximating v with a Gaussian and applying
this identity to 277, we have

(20T m T WD NHT? In(2)%07 /2 (S27)
<(27T)2> — 2T n(2)(1)+T?n(2)*207 (S28)
~ <27T>22T2 In(2)02 _ <2WT>22T1n(2)/I”(<"/>p). (S29)
Hence for the variance, we have
Var(277) = <(27T)2> — (T2 (S30)
_ <2wT>2 <2T1n(2)/1"(<v>p) _ 1) , (S31)

The predictions for the statistics of « are validated numerically in Figure S2.

When +/Var(27T) /M /(27T) < 1, we have

A 1 Var(277T)
Alin = T In <<27T> + MU) (832)
1 1 1 Var(27T)
[ T —
7 (27" + 5o (1 Ty i n) (S33)
~T
~ Ap 1 Var(277) (S34)

T (277)

s
K | 27 1 [2TW(2)/1"({M)p) — 1
732\ 1" (7.) + T\/ M . (S35)

sampling error

1
xA—Ffln

finite duration error

From this calculation, we see that when equation (20) of the main text is satisfied the sampling error is O(M ~'/2). However,
for any fixed M the the second term in equation (S35) grows exponentially in 7. Hence for large enough T' the expansion
breaks down and we need to obtain the error in a different way. To this end, we consider the limit of a finite number of
lineages, each with an infinite duration. Let 7; be the empirical division rate along the ith of M lineages. In the limit T — oo,

lim v = (7)p. (S36)

T—o00



Therefore, if we first take the T limit, rather than having a distribution of v each lineages gives the same value of v; = (v).
As a result, the lineage algorithm simply gives

Alin = 111(2) <’y>p. (837)

We conclude that for any finite M the lineage representation is not effective for large 7. In particular, the representation only
gives reasonable results if equation (20) is satisfied. This also establishes that the 7" and M limits of the lineage representation
do not commute, and it is only if we first take the M limit that the estimate converges.
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FIG. S2. Validation of the predictions for the statistics of v using the Langevin model. (a) A demonstration of the linear decay in the
variance of v with time as predicted by equation (S26). (b) The coefficient of variation of 27T compared to the theoretical prediction
of equation (S30) obtained from a Gaussian approximation. Data was generated from lineage simulations of the Langevin model with
(r) =1, ¢=0.2 and o, = 0.2.

5. Test of convergence on cell-size regulation model

Here, we test the lineage representation on a more biophysically realistic model of microbial growth. This model has been
used previously in the literature to understand how cells maintain homeostasis of their sizes [17, 18]. The central assumption
of the cell-size regulation model is that cells grow exponentially at the single-cell level and divide when they reach a size vqiy
depending on their size at birth, vpitn. Since cells grow exponentially, the generation time of a cell satisfies vgi, = Ubirth€",

or
1 Udiv >
T=—In . S38
A <Ubirth (538)
Here, A is the single-cell growth rate. For simplicity, we will assume that cells divide symmetrically; thus wvpi¢n is obtained
by dividing the cell’s mother’s size at division by 2. Phenotypic variability is introduced in the form of both variability in

single-cell growth rates and noise in the division volumes. To implement this, we take the growth rate A and division volume
vaiv of a cell to obey [2]

In A =1n(A) 4+ 7y

(S39)
Vdiv = 2(1 — &) Ubiren + 20000 + 1,

where 7, and 7, are independent normally distributed random variables with variances 0§ and o2, respectively. The first

equation captures the fact that growth rates approximately follow a log-normal distribution for small noise, while the second
equation tells us how cells decide when to divide based on their volume. The parameter o determines the cell-size regulation
strategy. When o = 1 (known as a “sizer” strategy), cells divide at a critical size, while when o = 1/2 (known as an “adder”
strategy) cells add a constant size vg between birth and division. We refer to refs [1, 18] for an in-depth discussion of the
cell-size control model and its implications for population growth.

The convergence of the lineage representation for the cell-size regulation model is shown in Figure S3, which should be
compared to Figure 2. We see that the behavior of the error in T and M is qualitatively similar to the the Langevin model,
with the convergence being non-monotonic in 7'
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FIG. S3. Here we have run simulations in the same manner as Fig. 2 of the main text, but used the cell-size regulation model instead
of the Langevin model to compute the generation times. Parameter values used are o, = 0.2, o = 0.1 and o = 1/2.

6. Application to experimental data

Here, we apply the lineage representation to the mother machine data from ref [32]. In these experiments, E. coli were
grown in three different temperatures. Each experiment resulted in a collection of roughly M = 80 independent lineages
(recordings of division times) with durations on the order of 100 generations. In order to explore how the duration of the
lineages affects our estimate, we have computed Ay, for different values of T' by truncating the lineages. Along with the
lineage algorithm, we have computed two other measurements of growth: First, we have computed the first order term in
equation (16), In(2)/(7). Second, we have computed the average single-cell elongation rate along the lineages. If vp¢n and
vgiv are the initial and final volume of a cell over the course of a cell cycle, then the single-cell elongation rate is defined
as A = 1/7In(vgiv /Vbirtn). By taking the average of A over all cells in each experiment, we obtained the average single-cell

elongation rates, (\).
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FIG. S4. The application of the lineage representation to experimental data. Each panel corresponds to an experiment done in a
different temperature (indicated above the panel). Error bars for In(2)/(7) and (\) can be computed from the standard error and are

small enough to be invisible in these figures.

The results of our analysis are shown in Figure S4. Here, we see that for large T, Ay, =~ In(2)/(7); therefore, the lineage



7

algorithm is not resolving the higher order effects on the population growth rate. Comparing the trajectories of Ayn with
those from the insets in Figure 2 of the main text and Figure S3, we see a qualitative agreement. In particular, they seem to
decrease initially before fluctuating around a constant, before decreasing to In(2)/(7). This indicates that our theory indeed
captures the performance of the lineage representation on real data, although without the corresponding population growth
rate measurements, we cannot make any claims about the accuracy of the growth estimates.
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