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Single-cell experiments have revealed cell-to-cell variability in generation times and growth rates
for genetically identical cells. Theoretical models relating the fluctuating generation times of single
cells to the population growth rate are usually based on the assumption that the generation times
of mother and daughter cells are uncorrelated. This assumption, however, is inconsistent with the
exponential growth of cell volume in time observed for many cell types. Here we develop a more
general and biologically relevant model in which cells grow exponentially and generation times are
correlated in a manner which controls cell size. In addition to the fluctuating generation times,
we also allow the single-cell growth rates to fluctuate and account for their correlations across the
lineage tree. Surprisingly, we find that the population growth rate only depends on the distribution
of single-cell growth rates and their correlations. We provide a ready-to-use recipe to compute the
population growth rate solely based on the statistics of single-cell growth rates along single lineages.

I. INTRODUCTION

Even within a genetically identical population, pheno-
types at the single-cell level can exhibit significant fluc-
tuations [I, 2]. A notable example is fluctuation in gen-
eration time (also called doubling time) [3H8]. Theoreti-
cal and experimental works suggest that the phenotypic
heterogeneity in gene expression levels can enhance the
population’s fitness, e.g. through bet-hedging in a fluc-
tuating environment [9HI4]. However, the effects of cell-
to-cell variability on the population’s fitness in a fixed
environment have received much less attention. In condi-
tions where cells proliferate with adequate resources, the
number of cells increases with time as N(t) ~ e’»!. The
population growth rate A, is often the dominant trait
determining the fitness of the population [15, [16]. Early
seminal work by Powell [T7] concluded that the fluctua-
tion in generation times given a fixed mean increases the
population growth rate under the key assumption that
the generation times of mother and daughter cells are
random and uncorrelated. This independent generation
time assumption leads to analytically solvable models,
but is also challenged by recent experimental observa-
tions showing for various microbial cells a finite correla-
tion between mother and daughter cells’ generation times
[6, 18H21]. In fact, such correlations are inevitable given
the exponential growth of cell volume at the single-cell
level, acting as a feedback mechanism to control cell size
[22].

For this reason, in this work we consider a more re-
alistic model taking into account cell size control phe-
nomenologically. Within Powell’s model, the distribu-
tion of individual cell’s generation times is the sole input
to the model. However, in models in which cell size is
controlled, there are one additional variable associated
with each individual cell: its size must be explicitly spec-
ified as well. Note that as mentioned above the existence
of size control must causally lead to correlations among,
e.g., mother and daughter generation times, which are

indeed observed. Nevertheless, the converse is not true,
and considering a model in which cell size is not explicitly
included but in which generation times are correlated —
will not control cell size (since there is no way to correct
for fluctuations in cell size without having explicit in-
formation about size). This fundamental point precludes
many of the previous works on the subject from being bi-
ologically realistic, even works in which generation times
are correlated [2I]. In order to control it, size must be
accounted for explicitly as a model variable, in addition
to the generation time.

The structure of the manuscript is as follows. We
first describe our model and define the phenomenological
size control strategy, building on previous works, which
dictates the structure of the correlations on the lineage
tree. Next, we define a biologically inadequate model,
in which generation times are correlated between mother
and daughter cells but cell size is not considered. This
model has also been defined (but not solved) by Pow-
ell in his seminal work [I7]. Using a novel approach, we
are able to provide an analytic solution to this simpler
model. This solution serves as a stepping stone for at-
taining an analytical solution for the biologically relevant
model discussed above. We find that, intriguingly, vari-
ability associated with the timing of divisions (without
affecting the single-cell growth rate) has negligible con-
sequence on the population growth rate. In contrast, the
statistics of the single-cell growth rate variability (both
its magnitude and the strength of its correlation across
the lineage tree) affect the population growth rate. We
find that the single-cell growth rate variability can either
increase or decrease the population’s growth rate, with
a Pearson correlation coeflicient approximately equal to
1/2 separating the two regimes. It appears that many
microbial populations support a growth rate correlation
weaker than this threshold value [8] 18], 23], suggesting
that variability will typically be detrimental to the pop-
ulation growth.
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FIG. 1. (a) Cell length v.s. time along a single lineage. The
black lines are the exponential fits of cell length in time. The
dashed lines mark the boundaries between consecutive gener-
ations. Data from Ref .[24]. (b) A lineage tree starting from
a single cell. After a long enough time, the number of cells
increases as N (t) ~ 7! in time.

1I. SIZE-CONTROLLED MODEL

Recent work on microbial growth across the three do-
mains of life has shown that it can adequately be de-
scribed phenomenologically as as discrete map (i.e., an
autoregressive stochastic process), whereby phenotypes
in the next generation are related to those in the previ-
ous generation alone. Furthermore, cell size growth ap-
pears to be well approximated by an exponential growth
in time within each cell cycle, with the single-cell growth-
rate a fluctuating variable that is potentially correlated
between mother and daughter cells (Fig. [Ifa)). These
insights can be summarized succinctly in the following
three equations, which form the heart of the model we
use throughout the paper:

In(X) = CxIn(A) + Bx + 1, (1)
Vi =e(2(1 - )V, + 2V + 26), (2)
1.V

The first equation is an autoregressive model for the loga-
rithm of the single-cell growth-rate, A. This ensures that
the growth rate remains strictly positive. The variable
C\ can be readily shown to be the Pearson correlation
coefficient between In(\) of mother and daughter cells
(and for small noise, approximately equal to the growth
rate correlation). The parameter B) is constant, while 7
is a noise term assumed to be normally distributed with

zero mean and variance 0727. Similarly, the second equa-

tion is an autoregressive model for the cell size. The cell
size strategy, which has received significant attention in
recent studies, is governed by the parameter « (where,
e.g., a = 1 corresponds to a critical cell size for divi-
sion and o = 1/2 to a constant addition of volume from
birth to division). Note that here § and £ are respectively
the size-additive and time-additive noise. Both of them
are normally distributed with zero mean and variances
equal to ag and O'g respectively. The details of the choice
of noise statistics will not be important to the results
discussed here, as we show later. Finally, the third equa-
tion relates the generation time to the cell size at birth
and division and the growth-rate in that generation. We
will refer to the above model as the size-controlled model
(SCM).

We may use these three equations to “grow” a lineage
tree, such as that illustrated in Fig. b). Such a lineage
tree will have correlated logarithmic growth-rates (with
mother-daughter Pearson correlation coefficient of C}),
correlated cell size (with mother-daughter Pearson cor-
relation coefficient of 1 — «), and correlated generation
times, which are contributed both by the cell size control
and the correlated growth rates. The number of cells in
this branching processes will scale as N(t) o e’r!. The
quantity A, defines the proliferation of the population,
and is of central importance to characterizing the pop-
ulation fitness. Although simple to define and simulate
numerically, our main goal in this work is to understand
how A, depends on the parameters Cy, a and the mag-
nitude of the noise terms. Given a lineage tree, one may
consider the distribution of relevant phenotypes along a
single lineage, which is denoted as the lineage distribu-
tion of that particular phenotype (blue lines in Fig[ip).
Other types of distributions can also be defined [25], e.g.,
the tree distribution, which is based on the statistics of
all cells in the tree including the “branch cells” which
have already divided (green circles) and the “leaf cells”
which are currently present (red squares), see Fig. (b)
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III. A DIGRESSION:
RANDOM-GENERATION-TIME MODEL

Consider a different model, in which the logarithm of
generation times of mother (7) and daughter cells (77)
are coupled through an autoregressive process [22] [26],

In(7") = C; In(7) + B; + k. (4)

Here C, B, are constant, and « is a normally distributed
noise with zero mean and variance o2. Eq. defines the
statistics along a single lineage. However, the informa-
tion in Eq. is insufficient to construct the full popu-
lation tree without specifying additional correlations. In
fact, as we show in Appendix B, the correlation in the
noise term k between sister cells has no consequences for



the population growth. Even when k between sister cells
are not correlated, the Pearson correlation coefficient be-
tween siblings will not vanish, since they are correlated
via the mother cell. In this case, the Pearson correla-
tion coefficient between the logarithmic generation times
of mother and daughter cells is C; and the sister-sister
correlation coefficient is C2.

As noted above, this class of models is not equivalent
to the one defined earlier, since although the presence
of size control necessarily implies the existence of corre-
lations in the generation time, the converse is not true,
and the correlations in generation times cannot correct
the size fluctuations appropriately given that cell growth
is exponential in time. Nonetheless, precisely this model
has been proposed already in the 1950’s in Powell’s sem-
inal work [I7], and variants of it has been utilized also
in recent works, in the context of the population growth
of asymmetrically dividing budding yeast [2I]. In fact,
the random-generation-time model is equivalent to the
“kicked cell cycle” model in Refs. [27] 28] without the
external forcing term due to circadian clocks. Intrigu-
ingly, it has been found that the circadian clocks can
break down the simple relation between the sister-sister
correlations and mother-daughter correlation and simi-
lar effects can also be found in size-controlled model [25].
We are able to provide an analytic solution to this model,
which will mathematically serve us in solving the more
biologically realistic size-controlled model.

We leave the detailed derivations of the population
growth rate in Appendix B and show the final formula
here:

A = 21n(2)/(7)
P+ /1 —2m(2)02/(r)2F(C,)’

()

with F(C;) = (1+C;)/(1-C;), (1) and 02 as the mean
and variance of generation times along single lineages.
This shows that increasing the variance in the genera-
tion time — for a fixed mean generation time — leads to
a larger population growth rate, in line with Powell’s
conclusions from studying the uncorrelated case (corre-
sponding to C. = 0). Furthermore, this equation implies
that the population growth rate monotonically increases
as the correlation coefficient C; increases, consistent with
previous simulations [2I]. This can be intuited by not-
ing that in the scenario once a cell with a short genera-
tion time occurs randomly its offsprings will also have a
shorter generation time and will contribute significantly
to the population growth. It is true that the same holds
for cells with a large doubling time, but since the number
of cells grows exponentially, the population gains more
from the former scenario than it loses from the latter.
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FIG. 2. In this figure, the variability in generation times

arises only from the variability in single-cell growth rates.
The figure shows A, v.s. ox, compared with the theoretical
prediction of Eq. (9 (black lines). The correlation coefficient
C, is indicated in the legend. The inset shows the lineage
distribution of generation times with oy = 0.25, which is non-
Gaussian.

IV. RANDOM-GROWTH-RATE MODEL

As discussed above, the random-generation-time
model is not biologically adequate since cell size control is
unaccounted for. In the following, we study a scenario in
which cell size is controlled and the generation time is set
by the exponential growth rate of cell volume — which in
this model will be a stochastic variable. In the simplest
scenario (which we will relax in the next section) we as-
sume the cell size is perfectly regulated so that each cell
divides at the cell volume V; = 2 symmetrically. Perfect
size regulation corresponds to the limit where £ =6 =0
in Eq. , and the cell volumes at birth and division
will quickly converge to V,, = Vg =1 and V; = 2V, = 2
independent of the initial conditions. Therefore the gen-
eration time equals:

7 =1n(2)/A, (6)

where A is the single-cell growth rate. Since the variabil-
ity in generation times arises exclusively from the vari-
ability in growth rates, we refer to this model as the
random-growth-rate model.

The autoregressive model of Eq. would generally
generate a log-normal growth rate distribution [22]:

n AV

with = By/(1 - Cy) and 0® = 02 /(1 — C}). Using Eq.
we can readily calculate the form of the generation
time distribution, finding that its mean and variance are:

P (7)

(t) = ln(2)e%_“, o2 = (1)%(e” —1). (8)



For small o the mother-daughter Pearson correlation co-
efficient of generation times approximately equals that of
the growth rates: since for small noise both generation
time and growth rates will manifest small fluctuations
around the steady-state value, we may Taylor expand
Eq. @ around the mean generation time, and utilize
the fact that Pearson correlation coefficients are insensi-
tive to shifts and scaling [22]. For this reason we may
utilize the results of the random-generation-time model
Eq. , using the above values of mean and variance for
the generation time, and setting C; = C. To the lowest
order of oy /()\), we obtain:

In(2) 1+ Cy
2 1-0C)

A/~ 1= (1- JaR /)

From the above equation, we find a critical correlation co-

efficient of single-cell growth rates, C = gliﬁgg ~ 0.5,
separating two scenarios: if C < 0.5, the variability in
single-cell growth rates decreases the population growth
rate; in contrast, if C'y > 0.5, the variability in single-cell
growth rates increases the population growth rate. This
result is consistent with our previous numerical finding
[25]. We compare the numerical results of A, with Eq.
@D in Fig. finding satisfying agreement for small o).
Interestingly, the theory provides an excellent approxi-
mation to the population growth rate even in scenarios
where the generation time distribution manifests signifi-
cant deviations from a normal distribution (inset of Fig.

2)
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FIG. 3. The dependence of the population growth rate on
the growth rate noise is well captured by Eq. @D (black lines)
even in the presence of other sources of noise. Colors represent
different C') as shown in the legend. Both simulations with
time-additive noise ( o¢ = 0.1 with @ = 0.5 (O) and a =1
(A)) and size-additive noise ( o5 = 0.1 with a = 0.5 (x) and
a =1 (+)) are shown.

V. TOWARDS A BIOLOGICALLY REALISTIC
POPULATION GROWTH MODEL

The two previously discussed models are both biolog-
ically unrealistic. The random-generation-time model is
unreasonable since it does not account for cell size, which
we know to be under tight control for all organisms in
nature. The random-growth-rate model assumes perfect
size control, and does not account for fluctuations in cell
size. For these reasons we now turn back to the orig-
inal model described by Egs. —, which previous
work has shown to be an excellent phenomenological de-
scription of growth in microbes [26]. In principle, the
population growth rate in the full model may depend on
the size-control-strategy parameter «, the variance of the
size-additive (02) or time-additive noise (Ug), the relative
growth-rate fluctuations (o3 /(A\)?), and the growth-rate
correlations controlled by C. However, a simple argu-
ment hints that out of these multiple parameters, the
only relevant ones are those related to the growth-rate
statistics (03 /(\)? and C)).

To see this, we first note that when the single-cell
growth rate does not fluctuate (o) = 0) and equals Ao,
then A, = Ao precisely independent of the size-control-
strategy parameter «, time-additive and size-additive
noise [25]. This enormous simplification comes about
since in the presence of size-control the entire volume
of the population must grow exponentially at the same
rate as the number of cell. The former quantity, how-
ever, is agnostic of the timing of cell divisions — as long
as cell growth is exponential at the single-cell level, the
separation of one cell into two does not affect the rate of
population volume accumulation.

Assuming a general form of AP(U§/<)\>2,0’§,O’§) that
depends on the variance of each of the difference stochas-
tic contributions, we may Taylor expand it and conclude
that the leading order terms cannot contain terms that
do not coupled to the growth-rate variance (since when it
is zero, A, is constant). Therefore the population growth
rate must take the following form to leading order:

Ap/(N) =1+ fa, Cr)ax /(N2 (10)

In the limit o¢ = 05 = 0, cell size is perfectly regulated
and independent of a according to Eq. @D Therefore,
we conclude that f is independent of o and depends only
on C).

This argument suggest that the results of Eq. @D
should also provide a good approximation to the com-
plete scenario described by Eqgs. —, where the model
also includes size-additive and time-additive noise that
affect both the size distributions and the generation time
distributions (but importantly, not the single-cell growth
rate statistics). We verify this in Fig [3] showing that
Eq. @D (black lines) provides a good approximation
to the numerical values of A, independent of the size-
control parameter «, the size-additive or time-additive



noise. Interestingly, the theory provides an excellent ap-
proximation to the population growth rate even though
the original prediction of random-generation-time model
(Eq. (B) no longer works (Fig. A2(b)). We also discuss
the higher-order corrections due to the size-additive and
time-additive noise in Appendix E.

VI. DISCUSSION

In this work, we study the growth of an exponentially
proliferating population of cells with phenotypic vari-
ability that is correlated across the lineage tree. We
first solve the long-standing problem of the random-
generation-time model, first proposed by Powell in 1956.
The results indicate that a positive correlation between
mother and daughter cells’ generation times increases
the population growth rate given a fixed mean gener-
ation time. Recent works in the same spirit of Powell
[7, 21] have extended the random-generation-time model
to asymmetric division and obtained similar conclusions.
However, as Powell’s model, these models are not bio-
logically realistic for microbes since it does not account
for cell size control and lead to incorrect prediction as
we show in Fig. A2(b). Nevertheless, we were able to
utilize the exact solution of this model to a biologically
realistic scenario in which the cell volume grows exponen-
tially and cell size is controlled. Compared with previ-
ous works, we captured the relevant single-cell phenotype
that affects the population growth rate and found that
the single-cell growth rate variability lowers the popu-
lation growth rate when the growth rate correlation is
lower than a threshold value of about 1/2. For strongly
correlated growth rates, variability enhances the popula-
tion growth. Interestingly, within this model the cell size
control strategy has not effect on the population growth,
and forms of stochasticity that affect the generation time
and size but not the single-cell growth rate itself — have
no consequence for the population growth rate.

Our results provide a recipe to infer the population
growth rate based on single-lineage data, e.g., data from
mother-machine experiments [3]. All one needs to know
is the average, the standard deviation and the mother-
daughter correlation of single-cell growth rates according
to Eq. @ For instance, we use the lineage data from
Ref. [24] to compute the population growth rate and
obtain A, = 1.51h~! (Fig. [[[a)), which is distinct from
the prediction according to the random-generation-time
model, A, = 1.33h7%.

Our results have an intriguing evolutionary implica-
tion. For those organisms with a strong correlation in
growth rates between mother and daughter cells, hetero-
geneity in growth rates is evolutionary favorable, while
for organisms with a weak correlation between growth
rates, evolutionary selection would tend to minimize the
heterogeneity in growth rates. The correlation coeffi-

cients of single-cell growth rates have been reported for
E. coli and a wide range of values have been reported
from close to 0 to 0.7 [I8H20, 25, 29} B0], which estab-
lishes the relevance of our study to microbial evolution-
ary dynamics. Since the cell volume of cancer cells also
grows exponentially [31], our results may shed light on
the evolutionary dynamics of cancer cells as well.
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APPENDIX A: NUMERICAL SIMULATION
DETAILS

We simulate an asynchronous population and compute
the resulting population growth rate. For the random-
generation-time model, the simulation starts from 100
cells with random generation times sampled from a
lognormal distribution with mean 1 and variance o2
and uniformly distributed relative ages from 0 to 1.
For the random-growth-rate model and size-controlled-
model, the simulation starts from a single cell with a
random growth rate and the logarithm of its growth rate
is sampled from a Gaussian distribution with zero mean
and variance 07 /(1 — C%). The population growth rate
in the exponentially growing phase is independent of the
initial conditions. We run the simulation until there are
N = 5 x 10% number of cells, and compute the popula-
tion growth rate using the data in the final window with
a time interval At = 5.

APPENDIX B: DERIVATION OF THE
POPULATION GROWTH RATE OF THE
RANDOM-GENERATION-TIME MODEL

In the long time limit, the total number of cells grows
exponentially with a constant population growth rate in-
dependent of the initial condition and the initial condi-
tion determines the transient dynamics before reaching
the exponential growing steady state. We can define the
amplitude of the growing population in the steady state
as

N(t) = A(r) exp(At), (A1)
where A(7) depends on the generation time of the first
ancestral cell, 7, see Fig. b). The probability distribu-
tion of the generation times of the daughter cell is con-
ditioned on the mother cell’s generation times, h(7’|T).
Using the self-similarity of the population tree, we obtain
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FIG. 4. (a) Numerical simulations of the population growth
based on random-generation-time model. C; is the correla-
tion coefficient between the generation times of mother and
daughter cells. o, is the standard deviation of generation
times. The solids lines are the theoretical predictions, Eq.
(7) in the main text. Here, the mean generation time is fixed
to be 1. (b)The amplitude of the exponential growth of the
population v.s. the generation time of the first cell. The error
bar is the standard deviation of 30 samples.

the recursive equation,
oo
A(r) = 2/ e T A(T (T |T)dT'.
0

Given h(7'|T), there appear to exist a unique set of A,
and A(7) (up to a multiplicative factor for A(7)) that sat-
isfy the above equation. To further simplify the problem,
we define B(7) = A(7) exp(A,7) and obtain
(oo}
B(r) =2 / MR B, (A2)
0

To our knowledge, this equation for the population
growth has not been derived previously, and will allow
us to find an analytic solution for the population growth.
We find that within our model of correlated generation

times, we are able to find an analytic solution. We as-

sume the variance of the noise term o2 is small and Taylor

FIG. 5. (a) The normalized population growth rate
Ap(r)/In(2) v.s. oF/(T)?{EE= for the random-growth-rate
model. Each symbol represents a different C with chang-
ing ox. All the data collapse on the solid line, which is
the theoretical prediction from the random-generation-time
model, Eq. (10) in the main text. The inset shows the lin-
eage distribution of generation times at oy = 0.25, which is
non-Gaussian. (b) The same analysis for the size-controlled
model where the prediction of random-generation-time model
breaks down. Here o5 =0, o¢ = 0.1.

expand Eq. in the main text around (7) to obtain an
approximate auto-regressive process of 7,

T =Crm+b+x. (A3)

Here b is chosen such that Eq. has the same (7) as
Eq. (5) in the main text and the variance of the noise x
is chosen such that Eq. has the same o2 as Eq. (5)
in the main text.

From Eq. it follows that:

1 '~ C.T—b)?
h(t'|T) = ——=exp ( - W) (A4)
\/2mo2 20
X
The key idea is to introduce an ansatz: B(7) =

exp(—CT), with an unknown parameter C' to be deter-
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FIG. 6. (a) A, v.s. the variance of time additive noise, o7.
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legend. The black lines are linear fittings based on Eq. .
Here C\ = —0.5, a = 1. (b) The fitted C> coefficients as
functions of Cy and « for time-additive noise. (c¢) The fitted
(5 coefficients as functions of C) and « for size-additive noise.

mined. Direct evaluation of the right hand side of Eq.

leads to

(Aba)

A 21In(2) /()
P14 /1 —2n(2)02/(7)2F(C,)

with F(C;) = (1+C;)/(1 = C;), (t) =b/(1 — C;) and
0? =02 /(1 — C2). Through the derivation, we find that

. (ABb)

the population growth rate is only determined by the
mother-daughter correlation of generation times, namely,
h(7'|T) and independent of the sister-sister correlation.
In Appendix D, we discuss in detail the statistics of gen-
eration time distributions on the population tree and the
corresponding exact solutions.

We simulate an asynchronous growing population
based on Eq. (4) in the main text and compute the
resulting population growth rate (see numerical details
in Appendix A). The numerical results match the the-

oretical prediction, Eq. (A5b]) well (Fig [4(a)). Numer-
ical tests on A(7) are shown in the Fig. [4(b) (see nu-

merical details in Appendix C), which match the theo-
retical prediction as well. Furthermore, we test the va-
lidity of random-generation-time model to the random-
growth-rate model and size-controlled-model in Fig.
We find the random-generation-time model works well for
the random-growth-rate model since the generation time
is only determined by the single-cell growth rate in this
model (Fig. [5a)). However, the random-generation-time
model breaks down for the size-controlled-model (Fig.

Bkb))

APPENDIX C: NUMERICAL SIMULATIONS OF
A(T)

In the random-generation-time model, we compute the
amplitude of the exponential growth A(7) by simulating
a population starting from a single cell with generation
7. The numerical results, averaged over 30 samples, are
shown in Fig. [|b) (where the ratio between A(r) and
A(1/2) is shown).

APPENDIX D: ANALYTICAL SOLUTION OF
THE TREE DISTRIBUTION OF GENERATION
TIMES

In Ref. [25], we show that the tree distribution of
generation times fo(7) is distinct from the lineage distri-
bution f(7) in the presence of finite correlation between
mother and daughter cells. In general, the formula to
compute the population growth rate is

2/000 e M fo(r) = 1.

Even though Powell did not explicitly point out the phys-
ical meaning of fy(7), he managed to derive a recursive

equation of fo(7) [I7T],
o0 !
folr) =2 [ N bl ol
0
However, he failed to propose any analytical results from

the recursive equations, or any intuition to interpret the
finite correlation. We analytically find that the tree



distribution of generation times fo(7) is normally dis-
tributed as the lineage distribution f(7) with the same
variance but with a different mean

14 ay/1-2n(2) {202
t =
{tho 1+a

; (A6)

and when a = 0, (t)g = 1 as expected. We find that
a positive a tends to bias the tree distribution towards
cells with shorter generation times, consistent with the
prediction that a positive correlation between generation
times of mother and daughter cells increases the popula-
tion growth rate.

APPENDIX E: HIGH-ORDER CORRECTION OF
THE POPULATION GROWTH RATE

In the main text, we show that the asymptotic for-
mula of population growth rate derived from the random-
growth-rate model without time-additive or size-additive
noise provides a very good approximation to the situa-
tion even with finite time-additive and size-additive noise
to the leading order.

Here we first discuss the higher-order correction due
to time-additive noise o¢. The population growth rate is
a function of the three variables oy, ¢ and «a. It seems
plausible, however, that it will be a differentiable func-
tion of o and the two variances O'g and o3 : for instance,
when the growth rate and time-additive noise are nor-
mally distributed, it is the variance which enters the for-
mula for the distribution. Under this assumption we have
Ay = Ay(a,08,03) and we may proceed to perform a sec-
ond order Taylor expansion of this multivariate function.
Since for o)y = 0 we know that the population growth
rate much be strictly equal to the single-cell growth rate
and independent of a and o¢, the lowest order contribu-
tion of o¢ must be of the form Cy(C), a)aga?\. Therefore
we have:

Ap(a,ai,ag) ~1—C1(Cy)o3 4 Cy(Cy, oz)a?ai. (A7)

Here we have set the mean growth rate (\) = 1 for sim-
plicity. The first two terms are the same as Eq. (10) in
the main text. C) is the correlation coefficient between
the logarithms of growth rates introduced in Eq. (1) in
the main text. Because o¢ is on the order 0.1 in gen-
eral [I9], the high-order correction typically contributes
a negligible correction to the second term, which makes it
hard to detect numerically. We numerically fit A, to the
ansatz Eq. (Fig. [6(a)), and plot the resulting C»
as function of C and « (Fig. [6(b)). The same argument
also applies to the size-additive noise and we also do the
same analysis for size-additive noise with o¢ replaced by
o5 and get a similar result (Fig. [6]c)).

[1] M. B. Elowitz, A. J. Levine, E. D. Siggia,
Swain, Science 297, 1183 (2002).

[2] O. Symmons and A. Raj, Molecular Cell 62, 788 (2016).

[3] P. Wang, L. Robert, J. Pelletier, W. L. Dang, F. Taddei,
A. Wright, and S. Jun, Current Biology 20, 1099 (2010).

[4] M. Campos, 1. V. Surovtsev, S. Kato, A. Paintdakhi,
B. Beltran, S. E. Ebmeier, and C. Jacobs-Wagner, Cell
159, 1433 (2014).

[5] I. Soifer, L. Robert, and A. Amir, Current Biology 8,
356 (2016).

[6] M. Hashimoto, T. Nozoe, H. Nakaoka, R. Okura,
S. Akiyoshi, K. Kaneko, E. Kussell, and Y. Wakamoto,
Proceedings of the National Academy of Sciences 113,
3251 (2016).

[7] F. Jafarpour, C. S. Wright, H. Gudjonson, J. Riebling,
E. Dawson, K. Lo, A. Fiebig, S. Crosson, A. R. Dinner,
and S. Iyer-Biswas, Physical Review X 8, 021007 (2018).

[8] Y.-J. Eun, P.-Y. Ho, M. Kim, S. LaRussa, L. Robert,
L. D. Renner, A. Schmid, E. Garner, and A. Amir, Na-
ture Microbiology 3, 148 (2018).

[9] N. Q. Balaban, J. Merrin, R. Chait, L. Kowalik, and
S. Leibler, Science 305, 1622 (2004).

[10] E. Kussell and S. Leibler, Science 309, 2075 (2005).

[11] S. V. Avery, Nature Reviews Microbiology 4, 577 (2006).

[12] N. Dhar and J. D. McKinney, Current Opinion in Micro-
biology 10, 30 (2007).

[13] A. Raj and A. van Oudenaarden, Cell 135, 216 (2008).

[14] M. Ackermann, Nature Reviews Microbiology 13, 497
(2015).

[15] R. E. Lenski, M. R. Rose, S. C. Simpson, and S. C.
Tadler, The American Naturalist 138, 1315 (1991).

[16] F. Vasi, M. Travisano, and R. E. Lenski, The American
Naturalist 144, 432 (1994).

[17] E. Powell, Microbiology 15, 492 (1956).

[18] E. J. Stewart, R. Madden, G. Paul, and F. Taddei, PLoS
Biol 3, e45 (2005).

[19] S. Taheri-Araghi, S. Bradde, J. T. Sauls, N. S. Hill, P. A.
Levin, J. Paulsson, M. Vergassola, and S. Jun, Current
Biology 25, 385 (2015).

[20] M. Wallden, D. Fange, E. G. Lundius, O. Baltekin, and
J. Elf, Cell 166, 729 (2016).

[21] B. Cerulus, A. M. New, K. Pougach, and K. J. Ver-
strepen, Current Biology 26, 1138 (2016).

[22] A. Amir, Phys. Rev. Lett. 112, 208102 (2014).

[23] M. M. Logsdon, P.-Y. Ho, K. Papavinasasundaram,
K. Richardson, M. Cokol, C. M. Sassetti, A. Amir, and
B. B. Aldridge, Current Biology 27, 3367 (2017).

[24] Y. Tanouchi, A. Pai, H. Park, S. Huang, N. E. Buchler,
and L. You, Scientific data 4, 170036 (2017).

[25] J. Lin and A. Amir, Cell Systems 5, 358 (2017).

[26] P.-Y. Ho, J. Lin, and A. Amir, Annual Review of Bio-
physics 47 (2018).

[27] O. Sandler, S. P. Mizrahi, N. Weiss, O. Agam, 1. Simon,
and N. Q. Balaban, Nature 519, 468 (2015).

[28] N. Mosheiff, B. M. C. Martins, S. Pearl-Mizrahi,
A. Griinberger, S. Helfrich, I. Mihalcescu, D. Kohlheyer,
J. C. W. Locke, L. Glass, and N. Q. Balaban, Phys. Rev.
X 8, 021035 (2018),

[29] D. J. Kiviet, P. Nghe, N. Walker, S. Boulineau, V. Sun-
derlikova, and S. J. Tans, Nature 514, 376 (2014).

[30] A. S. Kennard, M. Osella, A. Javer, J. Grilli, P. Nghe,

and P. S.


http://dx.doi.org/ http://dx.doi.org/10.1016/j.cub.2010.04.045
http://dx.doi.org/10.1073/pnas.1519412113
http://dx.doi.org/10.1073/pnas.1519412113
http://dx.doi.org/10.1103/PhysRevLett.112.208102
http://dx.doi.org/10.1103/PhysRevX.8.021035
http://dx.doi.org/10.1103/PhysRevX.8.021035

S. J. Tans, P. Cicuta, and M. Cosentino Lagomarsino, Kimmerling, M. M. Stevens, Y. Kikuchi, A. Sandikci,
Phys. Rev. E 93, 012408 (2016). M. Ogawa, V. Agache, F. Baleras, D. M. Weinstock, and
[31] N. Cermak, S. Olcum, F. F. Delgado, S. C. Wasserman, S. R. Manalis, Nature Biotechnology 34, 1052 (2016).

K. R. Payer, M. A Murakami, S. M. Knudsen, R. J.


http://dx.doi.org/ 10.1103/PhysRevE.93.012408

	From single-cell variability to population growth
	Abstract
	I. Introduction
	II. Size-controlled model
	III. A digression: Random-generation-time model
	IV. Random-growth-rate model
	V. Towards a biologically realistic population growth model
	VI. Discussion
	Acknowledgments
	Appendix A: Numerical simulation details
	Appendix B: Derivation of the population growth rate of the random-generation-time model
	Appendix C: Numerical simulations of A(τ)
	Appendix D: Analytical solution of the tree distribution of generation times
	Appendix E: High-order correction of the population growth rate
	References


