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Abstract

Prototypical ionic liquids (ILs) are characterized by three structural motifs as-
sociated with (1) vicinal interactions, (2) the formation of positive-negative charge
alternating chains or networks and (3) the alternation of these networks with apolar
domains. In recent articles, we highlighted that friction and mobility in these systems
are nowhere close to being spatially homogeneous. This results in what one could call
mechanical heterogeneity where charge networks are intrinsically stiff and charge de-
pleted regions are softer, flexible and mobile. This letter attempts to provide a clear
and visual connection between friction —associated with the dynamics of the structural
motifs (in particular the charge network)— and recent theoretical work by Yamaguchi
linking the time-dependent viscosity of ILs to the decay of the charge alternation peak
in the dynamic structure function. We propose that charge-blurring associated with the
loss of memory of where positive and negative charges are within networks is the key
mechanism associated with viscosity in ILs. An IL will have low viscosity if a charac-
teristic charge blurring decorrelation time Z.pqrge is low. With this in mind, engineering

new low viscosity ILs reduces to understanding how to minimize this quantity.
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In a recent set of articles' ® we studied in detail the rotational and translational diffusion of
solutes dissolved in different ILs as well as the mobility of constituent ions and their internal
polar and apolar subcomponents. In all cases the results were conclusive; the charge network
(which is the hallmark of all ionic liquids) is stiff and motion of solutes in its proximity is hin-
dered; these are regions of high charge density, high number density and high electrostriction.
Even the mobility of small neutral solutes is arrested in these regions; instead, charge de-
pleted regions are mobile and so is diffusion in them. Commonly, each of the three structural
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motifs in ILs has its own characteristic peak in the structure function (S(q))
generally in the time dependent dynamic structure function (S(g,¢)) which can be obtained
either from computer simulations or from inelastic neutron scattering experiments.?%?* For
T ~ 377.4 K, Fig. 1 shows the computationally derived S(g,t) at four different times for the
case of the prototypical IL, 1-Methyl-3-octylimidazolium Bis(trifluoromethylsulfonyl)amide
(Imf8 /NTI;); the figure also highlights the structural origin or each peak. Around the same
time we published our work on the dynamics of ILs,! ® and based on the analysis of S(q, 1),

24726 arrived at the conclusion that viscosity in ILs is linked to what Fig. 1 defines

Yamaguchi
as S(Geharge, t). In his work, the decay with time of S(Genarge, t)? is equated with that of the
stress-tensor Green-Kubo correlation function from which viscosity is computed. In other
words, based on this theory, the charge network dynamics and the decay of the stress tensor
correlation function are basically one and the same process! It is worth briefly revisiting Ya-
maguchi’s?* 2% hypotheses to see how his conclusions are arrived at and how these relate to
our findings and that of others on mechanical heterogeneity.! %27 The final goal is to derive

a pictorial atomistic view of the physical process responsible for the viscosity in ILs. For

this we start with the Green-Kubo expression?® in Eqns. 1,

j— / Sl = / (o ()07 (1))t 0

where g is the bulk viscosity, (6**(0)o**(t)) is the correlation function of the stress tensor
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Figure 1: S(q,t) for Ime/NTfQ_ at 0 ps, 10 ps, 100 ps and 1000 ps. The figure highlights the
three structural motifs in prototypical ILs, each characterized by a peak in S(g,t = 0) that
relaxes on its own time scale. Phenomena at lower ¢ (longer distances) decay the slowest.
Specifically, the polar-apolar alternation peak (S(gpolarity,t)) —often referred to as a prepeak
or a first sharp diffraction peak— decays the slowest and vicinal correlations associated with
the adjacency peak (S(qadjacency,t)) the fastest. The positive-negative charge alternation
peak (S(qcharge,t)) associated with the dynamics within the charge network decorrelates
on an intermediate time scale. The main argument by Yamaguchi®* 2 is that it is this
intermediate time scale that is the most relevant to viscosity. The separation of these time
scales is significant, but the different processes are not completely decorrelated.




and pu(t) is related to the time dependent liquid structure via the mode coupling theory

expression

S’(q)}2 [S(q, t)r )
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Similar expressions to that on the right hand side of Eqn. 2 appear in multiple previous

v (t) = /MMC(%t)dq SN /dq q* {

24726,29-34 a5 well as in the book by Balucani and Zoppi (Eq. 6.110).%® Yamaguchi’s

articles
strong hypothesis is that in reality, for ionic liquids, there is only a single ¢ region that
significantly contributes to p(¢). This ¢ region is what in this letter we refer to as geharge:
relaxation of the other liquid features are either too slow or too fast to be relevant. In other

words, all ¢ related functions on the right hand side of Eqn. 2 are evaluated at gepqrge and

no integration over q is performed which results in

/(azx(())cr”(t»dt X U R e X /S(qcharge,t)th, or, (¢*°(0)0**(t)) S(qcharge,t)Q. (3)

In this letter, we treat the mode coupling theory expressions and Yamaguchi’s hypoth-
esis as completely empirical and test their validity from a molecular dynamics perspec-
tive. In fact, we propose to push his approximation even further by claiming that one
should not be looking at the dynamics of S(genarge, t) but instead at that of what in prior
work 178101113 we have referred to as the cationic head-anionic partial subcomponent of this
function (SH~*(qenarge, t)). In the static case, S”~4(q) carries all the relevant information
on structural correlations between charged subcomponents of the liquid. For example, at
Qeharge, this function always shows as what in prior publications we called an antipeak.!®!
This is because 27 /genarge defines the typical distance between same-charge species in the
charge network and there is a significant depletion of probability of finding opposite-charge
species at this distance (or this ¢ value); this is clearly depicted at ¢ ~ 0.85 A~'in Fig. 2. In
contrast to the antipeak at genarge; at @potarity (¢ ~ 0.3 Afl) this function always appears as a
peak because 27 /Gpoiarity is the characteristic distance between charge-networks (independent

of charge sign) separated by apolar domains. 3



Since the charge networks are the stiff (highly frictional) liquid regions, it is reasonable
to conjecture that p(t) should track their dynamics characterized by the time integral of
SH=A(Genarge, t)?. From Fig. 2, we see that the relaxation with respect to time of S#~4(q, )
is significantly faster at geparge than at gpoiarity; this is because one process is associated with
shorter-range motion, whereas the other with larger-scale across-networks changes.

Figure 3 shows the integral of the Green-Kubo correlation function of the stress tensor as
compared to that of ST=4(q, t)? for qugjacencys Geharge a0 Gpolarity; all functions are normalized
to go to one at long time. It is clear from this figure that only the normalized integral of
SH=A(Genarge, t)* matches the behavior of 1u(t)/p(00), and whereas this letter shows this only
for Imf8 /NTI; | we have preliminary results indicating that the result may be quite generic
(data not shown). At this point, the question to answer is what physically happens to the
charge network on the time scale ¢.pqr4c associated with the dissipation of correlations in
SH _A(qcharge, t)*? This is the same characteristic time scale for the decay of the stress tensor
correlation function beyond which its time integral provides no significant contribution to
1. For example, do charge networks locally vanish? One thing is clear, systems for which
this decorrelation time is short tend to have low viscosity and, needless to mention, this is a
highly desirable quality for an IL. Understanding the mechanistic aspects of this decorrelation
process is of paramount significance to the design of high and low viscosity ILs.

Table S.1 (and corresponding Figs. S.1, S.2, and S.3) provide characteristic times for the
decay of ST=4(q,t)? at qugjacencys Geharge a0 Qpotariry assuming that these functions follow
single or double exponential behavior; both procedures result in reasonable fits. Beyond an
initial fast relaxation, the more accurate double exponential functions have characteristic
decay times of 19.455 ps, 75.758 ps and 416.67 ps at ¢ = Qadjacencys Yeharge ANA Gpolarity
respectively. For 10 ps, 100 ps and 1000 ps which roughly represent tugjacency, tcharge and
tpolarity, Fig. 4 provides the qualitative pictorial representation we are seeking. Figure 4a
shows a portion of the charge network at 0 ps in the form of a color-coded isosurface enclosing

the polar portion of the ions. The colors emphasize the typical pattern of charge alternation
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Figure 2:  S"~4(q,t) for Im{g/NTf; at 0 ps, 10 ps, 100 ps and 1000 ps. The figure
highlights the distinct behavior of the cation head-anion subcomponent of S(g,t) within
charge networks (antipeak at g ~ 0.85 A‘l) as opposed to across charge networks (peak at
q~0.3 A‘l). The decay of correlations within charge networks is faster; we propose that the
dynamics of the integral of the square of this function evaluated at gcnqerge should track the
behavior of p(t) (see Fig. 3). Visualizations connected to the antipeak at ¢ ~ 0.85 A~! and
the peak at ¢ ~ 0.3 A1 highlight the liquid structural patterns (positive-negative charge
alternation vs. polar-apolar alternation) responsible for them. For convenience the cationic
head in the visualizations is defined up to the first CH,, groups attached to imidazolium.
The actual head definition is up to the second group for the calculation of ST=4(q,t); this
is because the force field charges add to +1 up to that group.
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Figure 3: For Imi8 /NTI; a comparison between the normalized time integral of the Green-
Kubo stress tensor autocorrelation function (black line) from which p is obtained, and that
of SH=4(q,t)? evaluated at Gugjacency> Geharge AA Gpotarity- The behavior of the normalized
time integral of ST~ (guarge, t)? almost perfectly matches that of u(t)/u(oc). The long-
time cutoff used to normalize p(t) was selected based on the prescription by Maginn and

coworkers,* N = (j(;oo SH_A(q*,t)2dt> _1, N = <£m<azx(0)azm(t)>dt> _1; see the SI for

further details on how the infinite time limit is defined for ST=4(q*, ¢)2.



within the charge network. Using the original (¢ = 0 ps) location of the charge network,
Fig. 4b shows an equal-weights linear combination (see the SI for details) of the colors
corresponding to t = 0 ps and ¢ = 10 ps; since at 10 ps atoms in the charge network have
not significantly displaced with respect to ¢ = 0 ps, the color associated with the linear
combination remains almost the same as in Fig. 4a (an inset in Fig. 4b shows as a cyan mesh
the actual network at ¢ = 10 ps overlayed with the ¢ = 0 ps network in orange). Instead, at
100 ps, the same type of linear combination results in significant charge blurring as can be
appreciated from the washed out nature of colors in Fig. 4c. As can be seen from the inset in
Fig. 4c, this is because of the significant random displacement of the charge network (cyan
mesh) with respect to the time zero network. Whereas the network has not disappeared at
100 ps, ions have displaced enough in random directions that at the location of the original
charge network it becomes harder to predict where blue or red patches should be based on
where they were at time zero. This is the loss of memory effect that we refer to as charge
blurring.

Figure 4d shows a similar representation, but instead treats all charges as belonging to
the same “polar” type (enclosed by the orange isosurface). Since after 1000 ps the original
polar network has displaced significantly and undergone ionic swaps with other network
branches, at the location of the original charge network it becomes harder to predict where
polar or apolar patches should be based on where these were at time zero; in other words,
this is the time scale for polarity blurring. This is why at the location of the original orange
network we find portions that are now orange and portions that are green corresponding to
a preponderance of apolar components in the linear combination. Figure 4e shows the ¢t =0
ps network overlapped with the ¢ = 1000 ps apolar domain represented as a green mesh. It
is clear that in random locations the apolar domain has “flooded” what used to be the polar
region.

In conclusion, we see that in an IL, the charge network has two main dynamical behav-

iors. (1) The intra-chain dynamics, what we call in-network charge blurring, that is directly
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Figure 4: Pictorial view of the time evolution of charge (a-c) and polarity (d-e) at the location
of a charge network at time zero. Top row: (a) charge network isosurface at time zero colored
according to its initial number density of cationic heads (taken as the imidazolium ring and
up to the first CH,, group attached to it) and anions; (b) isosurface colors are the result of
a linear combination of the 0 ps and 10 ps colors at the location of the time zero isosurface.
Since the colors are almost the same as in (a) there is almost full memory of the original
charge ordering; (c) same as (b) but at 100 ps; in this case there is significant charge blurring.
In (b-c), the insets show the location of the original charge network (solid orange) and its
location (cyan mesh) at 10 ps (b) and 100 ps (c). In (a-c), pink and cyan spheres denote
the actual location of the center of mass of anions and cationic-heads, respectively. Bottom
row: (d) at 1000 ps, same as b-c except that all charges are considered polar (orange) and
cationic apolar tails are green. In (d), the inset shows the location of the original polar
network (solid orange) and its actual location at 1000 ps (cyan mesh); (e) at 1000 ps the
location of the original polar network depicted by the orange isosurface is partially flooded
by apolar cationic tails depicted by the green mesh. See citations 36, 37 and the SI for
further details.
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linked to viscosity and (2) the across networks dynamics. On the time scale of intra-chain
dynamics associated with Z.pqr4e, positive-negative charge ordering is on its way to becoming
decorrelated with that at ¢ = 0. In the most simple terms, if we want an IL of low viscosity
we need to be able to create a very malleable charge network. Even on the longer tp.qrity
scale, the charge network never really dissipates but instead diffuses and some connections
are swapped with those of charge strings nearby. At ¢,04rity, Where we originally had charge
we can now either have tails or charge; put differently, at t,54rity, the system in on its way
to loosing memory of where charges (independent of sign) were at time zero. This process
is on a longer time than the decay of the stress tensor correlation function associated with
viscosity. Chemical modifications will affect both intra- and across-network processes since
their dynamics are not decoupled. Yet, it is only the charge blurring process and not the
polarity blurring process that mimics the dynamics of the stress tensor autocorrelation func-
tion. We believe that these findings by Yamaguchi and further insight from our group open

creative design opportunities to truly target the viscosity behavior of ILs.
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