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Abstract

We report an experimental study on the effect of hexagonal boron nitride (4-BN)
underlay and cap layers on excitonic dynamics in monolayer WS». A monolayer WS>
flake was fabricated by mechanical exfoliation. By using a dry transfer technique, three
regions of the sample were obtained: WS directly on SiO2, WS on 4-BN, and WS,
sandwiched by two #-BN flakes. Photoluminescence measurements show higher yield
and narrower linewidth of the A-BN/WSy/A-BN region. Transient absorption
measurements revealed that the top /#-BN layer enhances the exciton formation,

prolongs the exciton lifetime, and slightly affects the exciton-exciton annihilation. By



performing spatially resolved transient absorption measurements, we obtained exciton
diffusion coefficients of about 100, 40, and 26 square centimeters per second for the
regions of WSz, /-BN/WS,, and A-BN/WS2/A-BN, respectively. The suppression of
exciton diffusion by #-BN is attributed to the additional phonon scattering mechanisms
introduced by #-BN, which decreases the exciton mean free path and thus the diffusion
coefficient. Our findings provide useful information for designing and understanding

the effect of 4-BN layers interfacing with two-dimensional semiconductors.

1 Introduction
Since 2010, two-dimensional (2D) transition metal dichalcogenides (TMDs) have been
extensively studied as new semiconducting materials. [!! They have shown elusive

(23] and

properties, such as large absorption coefficients, thickness-tunable bandgaps
novel optical properties, [*8) which make them attractive candidates for next-generation
and ultrathin optoelectronic devices, including solar cells, ) photodetectors, ! and
light-emitting diodes. 112 One unique feature of 2D TMDs is their large exciton
binding energies on the order of hundreds of meV, [1*1%! which make excitons stable at
elevated temperatures. Therefore, excitons play a key role in determining the optical
and optoelectronic properties of 2D TMDs. Hence, understanding the dynamics of
excitons in these materials is important for their applications.

Recently, various aspects of exciton dynamics in 2D TMDs have been studied,

17]

including thermalization and energy relaxation, '’ exciton formation, ['8 exciton-

exciton annihilation, [*?°! exciton diffusion, 231 spin and valley relaxation, **3?1 and



exciton recombination. !> 24 28 33401 Ajthough these studies have provided a solid
foundation to understand excitonic dynamics in 2D TMDs, one key issue has been less
investigated, namely the effect of the dielectric environment experienced by the
excitons. In most of these studies, the 2D TMD samples were on SiO; substrates and
exposed to a vacuum or air. It has been generally recognized that the dielectric
environment can be used to tune the optical and electronic properties of 2D materials
by altering Coulomb interactions between charge carriers. [7> 13 1518 41451 Eor example,
if a TMD monolayer (1L) is covered by a dielectric material, the introduced screening

[46-571 However, little was known on how

can alter its electronic and optical properties.
do such dielectric layers affect the excitonic dynamics. Such knowledge is not only
useful for designing certain dielectric structures to engineering dynamical properties of
excitons in these materials; it is also necessary since in practical devices the 2D
materials are often integrated with dielectric materials. For example, hexagonal boron
nitride (4-BN) has been widely used as underlay or cap layers of 2D devices.

Here we report an experimental study on the effect of #-BN underlay and cap layers
on excitonic dynamics in 1L WS»,. By spatially and temporally resolved transient
absorption measurements, we studied exciton dynamics in three regions of a single 1L
WS, flake with different types of dielectric environments: air/WS»/SiO», air/WS»/A-BN,
and #-BN/WS,/h-BN. We found that the top #-BN layer enhances the exciton formation,
prolongs the exciton lifetime, and slightly affects the exciton-exciton annihilation. We

obtained exciton diffusion coefficients of about 100, 40, and 26 cm? s™' in these three

regions, respectively. The suppression of exciton diffusion by /#-BN is attributed to the



additional phonon scattering mechanisms introduced by 4-BN, which decreases the
exciton mean free path and thus the diffusion coefficient. Our findings provide useful
information for designing and understanding the effects of #-BN layers interfacing with

2D semiconductors.

2 Results and discussion
2.1 Steady-state characterization

Figure 1a shows the structure of the sample, which is composed of a WS 1L with
different dielectric environments: air/SiO», h-BN/SiO2, and h-BN/h-BN. We note that
it is important that all the three regions are achieved on a single WS, 1L flake, so that
sample-to-sample variations can be largely eliminated. The sample was fabricated by a
standard mechanical exfoliation and dry transfer technique.®! Figure 1b shows an
optical microscope image of the sample. The top and bottom /4-BN layers are 317 and
95 nm, respectively, which are determined by atomic force microscope measurements.
Since both thicknesses are much larger than the range of the Coulomb field between
electrons and holes of a few nanometers, each #-BN layer can screen the entire field
that extends beyond WS». Hence, they can be considered as bulk #-BN. The specific
values of the thickness are less significant and we do not expect the observed effects to
be dependent on the thickness in this regime. The 1L thickness of the WS, flake was
first inferred from the green-channel contrast of its microscope image when on PDMS
and then confirmed by its Raman spectrum after transferred to Si/Si0,. As shown in

Figure lc, the position of the Az and Eég peaks in the Raman spectrum and their



separation of 65 cm™! are consistent with previously reported values for 1L WS, on such

substrates.?!
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a) Schematics of the structure of the sample that contains regions of a WS, 1L under different
dielectric environments. b) Optical microscope image of the sample. c) Raman spectrum of the WS,

1L on Si0O;. d) Photoluminescence spectra of the three regions of the sample under same conditions.

Figure 1d shows the photoluminescence (PL) spectra of the three regions of the
sample obtained under the same conditions of 532-nm excitation with a power of 13
uW. Compared to WS»/Si0; (black), the bottom #-BN makes the PL linewidth slightly
narrower (red), while the PL yield is nearly unchanged. The #2-BN/WS,/A-BN region
has the narrowest and highest peak (blue). The effect of #-BN on the linewidth can be
attributed to the suppression of charge transfer from the substrate and air. Interestingly,

the peak position is nearly identical in all three regions, which reflects the near-perfect



cancellation of the changes in the bandgap and exciton binding energy of WS> by 4-
BN. [47:60-62] The small shift of the PL peak positions (within 1 nm) also confirms that
the h-BN layers do not introduce a significant amount of strain to WS,. It has been
shown that the A-exciton PL peak of monolayer WS; shifts linearly with strain: A 1%

[63

of strain can shift the PL by about 5 nm.[%3] Hence, the effect of strain on the excitonic

dynamics in these samples is negligible.

2.2 Low-density excitonic dynamics

We first studied excitonic dynamics at low-density regimes, where exciton-
exciton interaction can be ignored, by transient absorption measurements. In these
experiments, a 200-fs pump pulse with a central wavelength of 410 nm was used to
inject free carriers by interband absorption. Dynamics of the injected carriers was
monitored by measuring the different reflection of a 620-nm probe pulse. Here, the
differential reflection is defined as AR/R, = (R — Ry)/R,, Wwhere R and Ry are the
probe reflection with and without the presence of the pump, respectively (see
Experimental Section). For each region, the injected carrier density is about 5 x 10!
cm, which is estimated by using the pump fluence and the absorbance of the sample
obtained by taking into account transmission and reflection of the multilayer
structure/®¥. For each region, when the pump fluence was increased or decrease by a
factor of two, no changes in the exciton dynamics were observed and the signal
magnitude changes linearly with the fluence. This confirms the low-density regime of

these measurements.
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Differential reflection signal measured from the three regions of the sample over short (a-c) and

long (d-f) time ranges.

Figure 2a, 2b, and 2¢ show the differential reflection signal over a short time range
near the zero probe delay measured from the regions of WS>, A-BN/WS,, and 4-
BN/WS,/h-BN, respectively. In each case, the signal reaches a peak on an ultrashort
time scale. The rising part of the signal can be fit by a Gaussian integral with a full-
width at half-maximum of about 0.35 ps. This is close to the time resolution of the
experimental setup. With a high excitation excess energy, the pump pulse injects free
carriers with high kinetic energies of several hundred meV. Thermalization and energy
relaxation of these hot carriers increase the efficiency of these carriers of producing
transient absorption of the probe, which is tuned to the A exciton. Hence, these
processes should cause an increase of the differential reflection signal. The fact that the

rising time is close to the time resolution of the experimental setup indicates that the



thermalization and energy relaxation processes in all regions occur on a time much
shorter than 200 fs. Previously, thermalization and energy relaxation in thin MoS; has
been found to occur on a time scale shorter than 100 fs. [!7-63 Our results are consistent
with these studies. The ultrafast thermalization and energy relaxation in 2D materials
can be attributed to the enhanced electron-electron and electron-phonon interactions
due to the reduced dielectric screening. Our results indicate that the top #-BN layer does
not cause a noticeable increase in the thermalization and energy relaxation times.
Figure 2d, 2e, and 2f show the differential reflection signal measured from these
three regions over a longer time range. We found that in each region the decay of the
signal after the peak is a bi-exponential process, as indicated by bi-exponential fits
shown as the red curves in Figure 2. The short time constants on the order of 1 ps are
labeled in 2a, 2b, and 2c. This fast decay process has been assigned to the formation of
excitons from the injected free electron-hole pairs based on several experimental

e.[18 4] The exciton formation time of 0.89 ps in WS is reasonably consistent

evidenc
with the previous measurements.!'8] By inserting the 95-nm 4-BN layer between SiO:
and WS, the exciton formation time is increased to 1.35 ps. It has been known that the
doping effect of Si0,/?% 3 can significantly change the background carrier density of
2D TMDs. 1] The profound effect of inserted 4-BN layers is to suppress charge transfer
and the doping effect. [°71 We can thus attribute the slower exciton formation with the
h-BN layer to the lower background carrier density or change of interlayer phonon

modes. In #-BN/WS,/h-BN, the exciton formation time is 0.69 ps, significantly shorter

than in A-BN/WS,. Thus, the top #-BN facilitates exciton formation, which could be



due to the additional interfacial phonon modes that are available to participate in the
exciton formation process. (%]

After the excitons are formed, the rest of the decay of the signal is controlled by
exciton recombination. For WS», the decay constant is about 24 ps (Figure 2d). This

(28,341 and is dominated

lifetime is similar to previously reported values for WS, on SiO»
by nonradiative recombination. (! The exciton lifetime is increased to about 48 ps by
inserting the A-BN layer between SiO> and WS; [Figure 2e]. In the region of A-
BN/WS»/h-BN, the exciton lifetime is further improved to 86 ps. We attribute the
increase of the lifetime to suppression of nonradiative recombination of excitons on the
surface and interface defects by the dangling-bond-free #-BN surface. These defects
were known to facilitate Auger recombination of excitons in 2D TMDs. [7%

To study the effect of the #-BN layers on the transport properties of excitons, we
measured the exciton diffusion coefficient in each region of the sample by performing
spatially and temporally resolved transient absorption measurements. The tightly
focused pump spot produces excitons with a Gaussian density profile. Due to the
exciton diffusion, the density profile is expected to broaden. To monitor that, the probe
spot was also tightly focused and spatially scanned, so that the differential reflection
signal can be measured as a function of both the probe delay and the probe position
(with respect to the center of the pump spot). Specifically, the probe spot was scanned
by tilting a mirror in the probe arm, and at each probe position, the signal was measured

as the probe delay was scanned. To ensure that the measurement was performed in the

linear regime, the pump fluence used is sufficiently low in each measurement. Figure



3a - 3c shows the differential reflection signal measured by this method from the regions
of WS», i-BN/WS,, and 2-BN/WS»/h-BN, respectively. For each case, a few examples
of the spatial profiles at varies probe delays are shown as the symbols in Figure 3d - 3f.
By fitting these profiles (as well as those not shown) by Gaussian functions (curves),
we obtained the squared width (w?2, defined as the square of the full width at half

maximum) as a function of the probe delay, as summarized in Figure 3g - 3i.
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a) - ¢): Spatiotemporally resolved differential reflection signal measured from regions of WS,
(a), -BN/WS; (b), and h-BN/WS»/h-BN (c), respectively. d - f): Examples of spatial profiles
(symbols) and corresponding Gaussian fits (curves). g - 1): Squared width of the profile deduced
from the fits as a function of the probe delay (symbols). The red lines are linear fits.



The broadening of the exciton density profile observed in Figure 3 can be attributed
to the exciton in-plane diffusion driven by the density gradient. By solving the
diffusion-recombination equation, it is straightforward to show that the squared width
of the profile increases linearly, with the rate related to the exciton diffusion coefficient,

w? =wé + 11.09Dt (1)
where wy is the initial width of the profile and D, the exciton diffusion coefficient. ["!]
With linear fits to the data shown in Figure 3g, 3h, and 31, we obtained exciton diffusion
coefficients of 100 + 10 cm? s™! for WSy, 40 + 5 cm? s! for A-BN/WS,, and 26 + 2 cm?
s for the ~-BN/WS,/h-BN regions, respectively.

To understand the observed trend, we start by noting that the diffusion coefficient
obtained from 1L WS; is reasonably consistent with previous results. Previously, we
have obtained a diffusion coefficient of 60 + 20 cm? s for IL WS, on a Si/SiO;
substrate at room temperature.** Considering the development of 2D crystal synthesis
techniques, a moderate improvement on the crystalline quality and thus the reduce
defect scattering and increased exciton diffusion coefficient appear to be reasonable. In
comparison, the exciton diffusion coefficient in 2-BN/WS; is 2.5 times smaller, while
in 7-BN/WS»/h-BN, about 4 times smaller.

The observed suppression of the exciton diffusion by the #-BN layers is somewhat
surprising. It has been generally recognized that by interfacing 2D materials with #-BN,
the device performance is often improved. For example, previous studies have shown
that 4-BN and other dielectric layers can improve charge carrier mobility in 2D

semiconductor devices, such as MoTez, [’?! black phosphorus,[>7# ReS,, I°! and WS>



field-effect transistors.”®! However, our study has two distinct differences from these
works. First, the quasiparticles studies here are excitons. As neutral particles, excitons
suffer less scattering from charged impurities, which was the major limit on charge-

s."274 Second, the measurements were performed from the same flake

carrier mobilitie
of 1L WS, and thus potential influences of sample quality variation and device qualities
do not influence the results. We attribute the suppression of the exciton diffusion by the
h-BN layers to additional photon scattering mechanisms introduced by 4#-BN. By
interfacing with crystalline #-BN layers, excitons in WS> can scatter with phonons in
h-BN and the new interfacial phonon modes. Since the exciton diffusion coefficient is
mostly controlled by the exciton-phonon scattering, the additional scattering channels
are expected to reduce the exciton mean free path, and thus the diffusion coefficient.

However, to fully understand this trend at a quantitative level, more efforts, especially

from the theoretical side, are necessary.

2.3. High-density excitonic dynamics

Exciton-exciton interaction is an important aspect of the exciton dynamics. Hence, it is
interesting to study the effect of dielectric environment on exciton dynamics in high-
density regimes. Since in such regimes the linear relation between the exciton density
and the signal no longer holds, we first need to obtain this relation. The black symbols
in Figure 3a - 3¢ show the peak differential reflection signal as a function of the injected
carrier density for the three regions of the sample. For each region, the peak signal is

proportional to the density in the low-density regime. However, with elevated densities,



deviation from the linear relation is clearly observed. Such a saturation of the transient
absorption has been previously modeled by with a saturation density, Ns, through
AR/Ry, = AN/(N + Ny) 2)
where N is the carrier density and A4, a dimensionless factor. [/l With this model, we
can fit the results well (black curves in Figure 4). The saturation densities extracted
from the three regions are similar. We consider the difference to be within our
experimental error, because the carrier density in each case was deduced from the pump

fluence by modeling multilayer reflection, which could introduce large uncertainties.
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Peak differential reflection signal of the 620-nm probe (black symbols) and the signal at a probe
delay of 2 ps (red symbols) as a function of the carrier density injected by the pump. Panels a), b),
and c) are results from the three regions of WS,, ~-BN/WS,, and #-BN/WS,/h-BN, respectively.

The solid lines are fits (see text).

Interestingly, when the signal at a probe delay of 2 ps was analyzed (red symbols
and curves in Figure 4), larger saturation densities are obtained in all the regions. As
discussed above, the injected carriers form excitons on a picosecond time scale. Hence,
the saturation densities obtained from fitting the peak signal describes the saturation
effect of free carriers, while that at 2 ps, the effect of excitons. Therefore, the saturation

density of excitons is higher than free electron-hole pairs. This effect could be attributed



(781 A quantitative

to the smaller size of excitons compared to electron-hole pairs.
description of this effect is beyond the scope of this work; however, the results could
help develop a theoretical understanding of the saturation effect of excitons and free
carriers.

We next studied the effect of dielectric environment on exciton-exciton
annithilation. Previous studies have shown that in TMD 1Ls on Si/Si0», exciton-exciton
annihilation is a dominating process in excitonic dynamics at high densities above 10'3
cm2, [19-20:3579-841 1y 2 materials, exciton-exciton annihilation was significantly more
efficient than 3D semiconductors, posing a limiting factor on the performance of
devices with high injection levels. Hence, it is interesting to study the effect of dielectric
environment on this process. Figure 5a shows the differential reflection signal measured
from the #2-BN/WS2/h-BN region with different levels of injected carrier density, as
labeled in the panels. By using the relation established in Figure 3¢, red curve, the signal
is converted to the exciton density (Figure 5b). With the exciton-exciton annihilation,
the exciton density evolves as

dN/dt = —-N/1, —yN? /2 (3)
where 7, and y are the exciton lifetime and exciton-exciton annihilation rate,

(8] In the time range much shorter than the lifetime, the recombination

respectively
contribution can be ignored, leading to a simple solution of
No/N - 1=1vyNot 4)

where Ny is the initially injected density. To compare with this model, we calculate No/N

- 1 from N shown in Figure 5b, and plot it as a function of probe delay in Figure 5c.
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a) Differential reflection signal measured in the region of #-BN/WS,/h-BN with different levels of
injected carrier density. b) Deduced exciton density as a function of probe delay by using the
saturation model. ¢) The quantity No/N - 1 as a function of probe delay. d), e), f) same as a), b), c)
but for the region of WS,. g), h), i) same as a), b), c) but for the region of #-BN/WS,.



The linear relation in the first a few picosecond shows that the model can adequately
describe the observation. Similar measurements were performed in the other two

regions of the sample, too. The results show in Figure 5d, e, f, g, h, and 1.
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Figure 6
The slope, yNo, as a function of Ny obtained from regions of WS, a), 2--BN/WS; b), and 2-BN/WS,/hA-
BN ¢).

To obtain the exciton-exciton annihilation rate, we plot in Figure 6 the slopes
deduced from linear fits shown in Figure 5c, f, and i. Clearly, the slope yNo is
proportional to No, as expected. Linear fits (red lines) give the exciton-exciton
annihilation rates of 0.050 + 0.004, 0.052 + 0.004, and 0.036 + 0.004 cm?/s for the
regions of WS», /-BN/WS,, and 4-BN/WS»/h-BN, respectively. Hence, the top #-BN
only reduces the annihilation rate by a small amount. It is somewhat surprising that the
dielectric environment only has a small effect on the exciton-exciton annihilation. We
attribute this observation to the fact that excitons are neutral quasiparticles, and hence
their interactions are less sensitive to the screening of the Coulomb field between charge

carriers.



3 Conclusion

In summary, excitonic dynamics in WSz 1L under different dielectric
environments was studied by transient absorption measurements. Different regions of
a single WS, 1L are subject to different environments of air/SiO», air/A-BN, and A-
BN/A-BN, respectively. Upon ultrafast excitation of free electron-hole pairs by a
femtosecond laser pulse, the thermalization and relaxation of the hot carriers are found
to be much faster than the time resolution of the study of about 350 fs, showing the
efficient thermalization and relaxation even with #-BN dielectric screening. We found
that the top #-BN layer reduced the exciton formation time by about 50%, which can
be attributed to the additional interlayer phonon modes available to assist the exciton
formation process. Both the bottom and the top 4#-BN layers were found to be effective
in prolonging the exciton lifetime. The 4#-BN sandwiched sample shows an exciton
lifetime of more than 80 ps, which is 3 - 4 times longer than WS> on SiO>. We found
that the #-BN cap and underlay layers suppress the exciton diffusion in monolayer WS,.
Compared to a SiO; substrate, the exciton diffusion coefficient in WSz on #-BN shows
a reduction of about a factor of 2.5, from about 100 to about 40 cm? s™'. An 4-BN cap
layer further reduced the diffusion coefficient to about 26 cm? s™'. The suppression of
the exciton diffusion by the #-BN layers was attributed to additional phonon scattering
mechanisms introduced by A-BN, which decreases the exciton mean free path.
Furthermore, the effects of the h-BN layers on high-density excitonic dynamics were
also studied. These experimental results provide useful information for designing and

understanding the effect of 4#-BN layers in 2D devices, especially optoelectronic



devices where excitons play important roles.

4 Experimental section

In our sample fabrication process, first, two thick #-BN flakes and one WS, 1L
were mechanically exfoliated from bulk crystals onto three different
polydimethylsiloxane (PDMS) substrates using scotch tapes. One of the 4-BN flakes
was then transferred onto a Si substrate covered with a 300-nm SiO> layer. Next, the
WS, 1L was transferred to the substrate such that one part of it was on top of #-BN with
the rest directly on SiO». Finally, the other #-BN was transferred so that it covers part
of the WS, flake that is on #-BN. After the transfer of each layer, the sample was
annealed under the H»-Ar gas environment at 200°C for 6 hours to improve the quality
of the interfaces.

The excitonic dynamics was studied by transient absorption measurements in
reflection geometry. A Ti-doped sapphire oscillator generates 100-fs pulses at 820 nm
with a repetition rate of 80 MHz. The output is divided into two parts. One part pumps
a visible optical parametric oscillator to generate a tunable output around 620 nm,
which was used in the measurement as the probe. The other part is focused on a beta
barium borate crystal to generate its second harmonic at 410 nm, serving as the pump.
The propagation length of the pump pulse is controlled by a retroreflector that is
installed on a motorized stage. The pump and probe beams are combined by a
beamsplitter and focused on the sample by a microscope objective lens. The probe

reflection is collimated by the objective lens and is sent to a silicon photodiode. The



voltage of the photodiode is measured by a lock-in amplifier that is synchronized with
a mechanical chopper that modulates the pump intensity at about 2 kHz. To reveal the
spatiotemporal dynamics of the excitons, the differential reflection signal was measured
as a function of space and time. The time resolution was obtained by changing the
distance the probe beam travels by using a mirror mounted on a linear stage. The spatial
resolution was achieved by scanning the probe spot across the pump spot by tilting a
mirror in the probe arm with a motorized mirror mount. All measurements were

performed with the sample at room temperature and exposed to air.
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